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Preface 

This book offers a systematic and thorough examination of theoretical and compu­
tational aspects of the modem mimetic finite difference (MFD) method. The MFD 
method preserves or mimics underlying properties of physical and mathematical mod­
els, thereby improving the fidelity and predictive capability of computer simulations. 
We focus here on the numerical solution of elliptic partial differential equation (PDEs) 
on unstructured polygonal and polyhedral meshes for which the MFD method has 
proven to be very successful in the last five decades. 

The book covers advanced research topics and issues. Most of the presented ma­
terial is the result of our research work that has been published in the last decade. Our 
intention is to offer a deep introduction to the major aspects ofthe MFD method such 
as the design principles for the development of new schemes, tools for the conver­
gence analysis, and matrix formulas ready for a code implementation, to the widest 
possible audience. Nonetheless, to appreciate our effort a minimum background is 
required in the linear algebra, functional analysis, and numerical analysis of PDEs. 
It will be helpful for the reader to have some familiarity with the classical lowest­
order finite element schemes, such as the primal linear and mixed Raviart-Thomas 
methods, the classical finite volume and finite difference schemes. 

The book is structured in three parts with four chapters each. 
The MFD method has a strong theoretical foundation, which is reviewed in Part I, 

entitled Foundation. In Chap. 1, after a short motivation for using the MFD method 
in applications, we give an historical introduction to the development of the mimetic 
technology and an overview of all mathematical models considered in the book. We 
present their strong and weak formulations and summarize results concerning the 
existence and regularity of weak solutions. We also introduce the notion of shape­
regular polyhedral and polygonal meshes that are extensively used throughout the 
book. In Sect.l.3 we illustrate a few basic design principles of the mimetic discretiza­
tion method on the simplest one-dimensional Poisson equation. This section is par­
ticularly suitable for readers not familiar with the mimetic technology. 

The theoretical foundation ofthe existing compatible discretization methods dates 
back to the fundamental work ofWithney on geometric integration. No surprise that 
the MFD method is related to some of the most basic concepts of discrete differential 
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forms such as the chain-cochain duality and discrete Stokes theorems. The mimetic 
schemes are derived in part by mimicking the Stokes theorems in a discrete setting. 
The further development of this concept is in Chap. 2, where a discrete vector and ten­
sor calculus (DVTC), the core ofthe MFD method that separates it from finite volume 
methods, is introduced. Using fundamental physical principles, we formulate natural 
discrete analogues of the first-order differential operators divergence, gradient, and 
curl. Compatible adjoint discrete operators are defined via duality relationships, more 
precisely, via discrete integration by parts formulas. The derivation of these operators 
uses the notion of mimetic inner products that approximate L 2 products of scalar or 
vector functions. 

The practical construction of accurate inner products on unstructured polygonal 
and polyhedral meshes requires a set of new theoretical tools that are introduced in 
Chap. 3. We introduce the stability and consistency conditions that play the funda­
mental role in proving well-posedness and accuracy of the mimetic discretizations. 
We also connect the mimetic inner products with reconstruction operators that make a 
useful theoretical tool but are never built in practice. This chapter highlights a unique 
feature of the MFD method. On polyhedral (including hexahedral and sometimes 
simplicial) meshes, it produces a family of schemes with equivalent properties such 
as the stencil size and convergence rate. 

In Chap. 4 we extend the mimetic discretization technology to general bilinear 
forms, which allows us to apply the MFD method to a wider range of problems. We 
moreover present a different approach to mimetic discretizations that takes the steps 
from the weak formulation of the problem, rather than the strong one. Although this 
approach turns out to be often equivalent to the construction presented in the previ­
ous chapters, this is not always the case and it is very useful to have a clear picture 
of both methodologies. Furthermore, in Chap. 4 we focus on the detailed analysis of 
the stability and consistency conditions. We show again that the MFD method pro­
vides a family of schemes that share some important properties, e.g., accuracy and 
stability, so that the convergence analysis can be carried out simultaneously for the 
entire family. 

Part II is entitled Mimetic Discretization of Basic PDEs. It explains how the MFD 
method can be applied for solving the steady-state diffusion equation in the primal 
and mixed formulations, Maxwell's equations, and the steady Stokes equations. We 
extended the construction of mimetic inner products (in three discrete spaces) to the 
case of tensorial coefficients. We also provide theoretical construction of various 
reconstruction operators, prove stability results, and derive a priori and a posteriori 
error estimates in mesh-dependent norms. 

A useful but also limited viewpoint is to consider the MFD method as an exten­
sion of some classical discretization methods to polygonal and polyhedral meshes. 
Indeed, the family of low-order mimetic schemes contains many well-known finite 
volume, finite difference and finite elements schemes. On special regular grids (or­
thogonal Cartesian grids or logically rectangular grids), we recover such schemes as 
the particular members of the mimetic family. However, the mimetic schemes work 
perfectly on unstructured polygonal and polyhedral meshes, with arbitrarily-shaped 
cells that may be even non-convex and degenerate. 
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In Chap. 5, we apply the MFD method for solving the steady-state diffusion equa­
tion in a mixed form and show how this method generalizes the lowest-order Raviart­
Thomas and BDM finite element methods on simplicial meshes to unstructured polyg­
onal and polyhedral meshes in two and three spatial dimensions. We also investigate 
additional important issues such as the super convergence, solution post-processing, 
a-posteriori error estimation and adaptivity. 

In Chap. 6, we apply the MFD method for solving the steady-state diffusion equa­
tion in a primal form and show how this method generalizes the linear Galerkin meth­
od on simplicial meshes to unstructured polygonal and polyhedral meshes in two and 
three spatial dimensions. On meshes of simplices, the nodal mimetic formulation of 
coincides with the linear Galerkin finite element method. On rectangular meshes, 
particular members of the mimetic family coincide with a number of classical finite 
difference schemes (5-point Laplacian, 9-point Laplacian, QI finite element method). 
For two-dimensional problems, we also describe and analyze arbitrary-order mimetic 
schemes. Finally, we consider the a-posteriori error estimation and adaptivity for the 
low order mimetic schemes. 

In Chap. 7, we apply the MFD for two time-dependent problems governed by 
Maxwell's equations and the magnetostatic problem. We discuss the conservation 
of energy in the mimetic discretizations and provide formulas ready for the code 
implementation. The convergence analysis ofthe MFD method for the magneto static 
problem is a work in progress and therefore is incomplete. 

In Chap. 8, we derive and analyze mimetic schemes for the steady-state Stokes 
equations. Analysis of the inf-sup stability condition imposes constraints on the dis­
crete spaces for the velocity and pressure. We first develop a mimetic method that 
takes inspiration from classical finite elements and show the good behavior of such 
scheme. Afterwards, we use the flexibility of the mimetic technology to build a more 
computationally efficient method, that makes use of much less degrees of freedom 
and still satisfies the constraints above. 

We were asked frequently by our colleagues about the applicability of the MFD 
method to a wider class of problem. The Part III entitled Further Developments de­
scribes how the mimetic technology contributes to solving challenging problems 
emerging in modeling complex physical processes. This includes solution of non­
linear PDEs, preservation of maximum principles, and stability and accuracy of dis­
cretizations on deforming (e.g., Lagrangian) meshes. 

Chapter 9 is devoted to the problems of structural mechanics. We first present an 
MFD method for the linear elasticity problem, considering both the displacement­
pressure and stress-displacement formulations. Afterwards, we present a mimetic 
scheme for the Reissner-Mindlin plate bending problem, which uses deflection and 
rotation as unknown variables. Our additional interest of these problems is related to 
the fact that, in order to derive and analyze the numerical schemes, a large number 
of mimetic operators and discrete spaces must be considered at once. 

In Chap. 10, we present the MFD method for the convection-diffusion equation, 
and the obstacle problem. We also consider the case of high Peclet numbers charac­
terizing a convection-dominated regime where the continuum solution may display 
strong parabolic and exponential boundary layers. 
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In Chap. 11, we consider a new emerging research direction dubbed m-adaptation, 
which stands for mimetic adaptation. The m-adaptation allows us to select an opti­
mal scheme from the family of mimetic schemes in accordance with some problem­
dependent criteria that may include a discrete maximum principle (DMP), reduction 
of a numerical dispersion, and boosting performance of algebraic solvers. Even ifthe 
m-adaptation is still under development, a few interesting results are already available 
for the derivation of positive schemes or schemes satisfying a DMP. In this chapter, 
we analyze the family ofthe lowest-order mimetic schemes for the diffusion equation 
in the mixed and primal forms. We formulate the constructive sufficient conditions 
for the existence of a subfamily of mimetic scheme that satisfy the DMP. 

In Chap. 12, we extend the MFD method to generalized polyhedral meshes with 
cells featuring non-planar faces. Such cells appear in Lagrangian simulations where 
the computational mesh is moved and deformed with the fluid. We use again the 
flexibility of the mimetic construction to add velocity unknowns only on strongly 
curved mesh faces in order to recover the optimal convergence rate. 

Our final note is about the computational aspects of the mimetic technology. In 
each of the Chaps. 5-12, one or more sections are dedicated to the implementation 
details. The reader will find explicit formulas for the local mass and stiffness matrices. 
Additional interesting implementation details can be found in Chap. 4. Once the local 
matrices are coded, building the global mass or stiffness matrix can be done using 
the conventional assembly process, like in the finite element method. 

Los Alamos, New Mexico and Milano-Pavia, Italy 
September, 2013 

Lourenyo Beirao da Veiga 
Konstantin Lipnikov 
Gianmarco Manzini 
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Part I 

Foundation 



1 

Model elliptic problems 

"Late Latin mimeticus, 
from Greek mimeiikos, 

from mimeisthai to imitate, 
from mimos mime" 

(Merriam-Webster's dictionary 
on the origin of word mimetic) 

The mathematical models used to describe our understanding of physical processes 
become more sophisticated every decade. Thanks to the enormous growth of compu­
tational capabilities, modem computer simulations include dozens of coupled physi­
cal phenomena. This imposes new requirements on the underlying numerical models. 
In addition to be accurate approximations of the mathematical models, the best dis­
crete models try to preserve or mimic other important properties of PDEs such as 
the conservation laws, symmetries, maximum principles, and asymptotic limits. The 
mimetic finite difference (MFD) method is one of the existing tools used by numeri­
cal analysts to design such discrete models. 

The MFD method combines the best properties of advanced discretization meth­
ods. Like the finite volume method, it works on general polygonal and polyhedral 
meshes. Like the finite element method, it has a fast growing convergence theory. 
This book is focused on what is perhaps the most important aspect ofthe mimetic dis­
cretization technology - the derivation of numerical schemes on unstructured polyg­
onal and polyhedral meshes for elliptic PDEs. 

It is nowadays recognized that the polyhedral meshes propose a number of advan­
tages for practical applications. When coupled with a robust discretization method 
such as the MFD, they are more robust to mesh distortion and anisotropy. Meshes 
with skewed and non-convex cells can still satisfy shape-regularity conditions (see 
Sect. 1.6) to guarantee high quality of numerical results, a feature that is useful not 
only for a mesh generation of complex domains, but also for capturing solution fea­
tures and using dynamically changing meshes. Regular polyhedral and polygonal 
elements have more rotational symmetries with respect to tetrahedra and hexahedra. 
This turns out to be very useful in applications such as the topology optimization 
where a bias to certain mesh directions has to be avoided as most as possible. 

The modem simulators of geophysical flows use polyhedral meshes due their flex­
ibility to represent geometric objects varying by many orders in size: tilted geological 
layers, sharp pinch-outs, faults, and small wells [362]. The applications include anal-
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ysis of fresh water subsurface reservoirs, geothermal energy extraction, and control 
of the fate of hazardous waste buried under the surface. A computational mesh is 
often built by starting with a two-dimensional polygonal mesh and extruding it in 
the vertical direction, which leads to a prismatic polyhedral mesh. The MFO method 
allows us to approximate almost any POEs on a mesh with arbitrarily shaped cells 
which makes it well suited for subsurface applications. 

Locally refined meshes used in simulation to improve the accuracy ofthe numer­
ical solution belong to the class of polygonal and polyhedral meshes. In the modem 
MFO technology the "hanging nodes" are treated as regular mesh nodes thus ensuring 
automatically full conformity of the discrete solution. The use of polygonal meshes 
simplifies and makes more efficient the practical implementation of mesh adaptation 
algorithms and may have a large impact in a numerical solution of dynamic contact 
problems, such as the problems with sliding domains. 

These advantages of polygonal and polyhedral meshes have been recognized by 
practitioners and implemented in a number of commercial codes, see for example, 
[152,298], and publicly available subsurface simulators [274,362]. The useful fea­
tures of polygonal and polyhedral meshes stimulated recent development of mimetic 
schemes for other fundamental classes of problems such as magnetostatics (Chap. 7), 
fluid mechanics (Chap. 8) and structural mechanics (Chap. 9). 

In addition to relatively simple treatment of polyhedral meshes, the MFO method 
has a number of other interesting properties that stem from the flexibility of its con­
struction and allows it to tackle challenging problems. For example, accurate mod­
eling of geological flows and dispersive transport on polyhedral meshes requires nu­
merical schemes to preserve maximum principles to avoid underestimation and over­
estimation of concentration of transported chemicals which may be amplified signifi­
cantly by a nonlinearity of chemical reactions. The MFD method provides a family of 
schemes that share important properties, such as accuracy and stability. The richness 
of this family leads to a new research direction called m-adaptation, which stands 
for the mimetic adaptation. The m-adaptation allows us to select an optimal scheme 
(when possible) in accordance with a problem-dependent criterion, e.g. the maxi­
mum principle. Even if the m-adaptation is still under development, some promising 
results are available and discussed in Chap. 11. 

The flexibility of mimetic framework allows us to build stable discretizations with 
the minimum number of stabilizing degrees of freedom. In Chap. 8, we introduce 
a stable low-order mimetic scheme for the Stokes problem that uses only vertex­
based degrees of freedom for fluid velocity and cell-centered degrees of freedom for 
pressure. 

To model elastic and plastic deformation of solids or geological reservoirs (e.g. 
due to an extensive pumping out of water or oil), large number of engineering codes 
use hexahedral and polyhedral meshes. The deformation even of a shape-regular mesh 
leads to mesh cells with strongly curved faces which require special treatment in al­
most any discretization method. A similar issue arises in modeling compressible and 
visco-elastic flows using Lagrangian schemes where the mesh is moving with fluid. 
The MFD method again has an elegant solution to this problem. Additional degrees 
of freedom are introduced to capture curvature of mesh faces (Chap. 12); however, 
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the whole construction of the scheme is not changed. The discretization framework 
uses local consistency and stability conditions that can accommodate almost any def­
inition of degrees of freedom. 

The family of mimetic schemes contains many well-known finite volume (FV) and 
finite element (FE) methods as particular members. In Chap. 5, we show that the MFD 
method contains the two-point flux approximation method on orthogonal meshes and 
the Raviart-Thomas FE method on simplicial meshes. In Chap. 6, we establish a 
similar result for a nodal mimetic discretization. The MFD method coincides with 
the Galerkin FE method on simplicial meshes. In the case of quadrilateral meshes, 
a family of nodal mimetic schemes contains the classical finite difference schemes 
(5-point and 9-point Laplacians) and the QJ FE method. Thus, the MFD method 
preserves all properties of these methods on a class of simple meshes and extends 
them to very general polygonal and polyhedral meshes. 

The theoretical analysis of the MFD method uses many tools introduced originally 
in the finite element community such as the Agmon's inequality and a priori error 
estimates on polyhedral domains. In addition to that, new tools were developed during 
the last decade using the notion of the reconstruction operator. On a simplex, the 
reconstruction operator is often (but not always!) a finite element shape function. On 
a general polyhedron, it is just a theoretical tool that is never needed in practice but 
is useful to prove error estimates. 

The theoretical foundation of the mimetic and compatible discretization methods 
dates back to the fundamental work of Whitney on geometric integration. The MFD 
method is related to some of the most basic concepts of discrete differential forms 
(chain-cochain duality, discrete Stokes theorems). Similar ideas were applied, some­
times naively, many times in the past, as we describe in the historical introductory 
section. Thus, it is no surprise that the core of the MFD method is a discrete vector 
and tensor calculus (DVTC). It helps us to prove discrete energy conservation for 
Maxwell's equations (Chap. 7), symmetry and positive of discrete systems (Chap. 5) 
and in general to build methods that preserve the underlying structure of the contin­
uum problem for more involved cases such as the Reissner-Mindlin plate bending 
(Chap. 9). 

Modem research topics on the MFD method includes developments of a high­
order DVTC and related mimetic schemes, mimetic schemes using non-standard de­
grees offreedom (solution derivatives), and a posteriori error analysis. Some ofthese 
topics are discussed in Chaps. 5 and 6. A similar research is going on for the polygo­
nal and polyhedral FE method, although the available results are much more limited 
so far. 

In the first part of the present chapter we will briefly describe the history of the 
mimetic finite difference method. Afterwards, we will present the main model prob­
lems considered in this book together with minimal results such as the well-posedness 
and the regularity of the solution. Finally, we will introduce the notation of shape­
regular polyhedral and polygonal meshes, together with a set of results useful in the 
rest of the book. 



6 1 Model elliptic problems 

1.1 A brief history of the mimetic finite difference method 

The early history of the mimetic finite difference (MFD) method includes the work 
carried out in the Soviet Union and for various reasons not well known in the West. 
The subsequent historic notes and references are representative and by no means 
pretend to be complete. They represent Authors' involvement in the development 
and learning of mimetic, and compatible in general, discretization methods. 

The development of the MFD method can be divided into four periods. The first 
period begins in the mid-fifties and its main characteristics are: 

• the development of numerical methods using discrete operators that preserve im­
portant properties of continuum operators; 

• the use of orthogonal meshes, where the construction of such mimetic operators 
is relatively simple; 

• the use of the compatibility property of mimetic operators to prove stability and 
convergence results. 

It is pertinent to note that the discrete mimetic operators are build independently, 
and only then it is proved that they satisfy some duality relationships. The seminal 
paper [345] (English translation [315]) is one ofthe earliest work, known to us, based 
on the concept that discrete analogs of differential operators satisfy discrete analogs 
of integral identities. These compatible discrete operators are used to derive finite 
difference schemes and their mimetic properties can be used to prove the stability and 
convergence of such schemes. The most comprehensive presentation of this theory 
is in [313,314,317,318]. 

The importance of compatible discretizations of differential operators has been 
also recognized and clearly articulated in the series of papers [244-246]. There, the 
author introduces finite difference analogs of the first-order differential operators V, 
curl, and div on uniform orthogonal meshes and proves discrete versions of some fun­
damental identities of calculus, including the orthogonal decomposition theorem. The 
author proves stability and convergence of the resulting finite difference discretiza­
tions for the Laplace equation and elliptic equations with discontinuous coefficients. 
Similar ideas are used in [237] to discretize the Navier-Stokes equations in a stream 
function formulation. The discrete model satisfies a law of energy dissipation similar 
to the one in the continuum case. 

In [238] we find a different approach to building compatible discretizations based 
on the algebraic topology. The differential equations are written using exterior dif­
ferential forms and discrete analogs of an exterior derivative and the Hodge * opera­
tor are constructed. This approach is applied to the Laplace equation, the biharmonic 
equation, Lame's equations for isotropic linear elasticity, and steady-state Maxwell's 
equations. A detailed treatment of Lame's equations is also given in [236]. 

In a distinct series of papers [134-137] the concepts of the algebraic topology are 
used to discretize partial differential equations (POEs) on orthogonal meshes. In this 
work, the square mesh on a plane is interpreted as a topological complex. The co­
boundary and boundary operators, acting on functions ofthe complex and defined by 
the combinatorial structure, generate the difference analogs of the classical differen-



1.1 A brief history of the mimetic finite difference method 7 

tial operators of mathematical physics, such as V, div, curl, and Laplacian. Further­
more, a discrete model for the steady Euler equations is proposed in [135]. Due to 
quasi-linearity ofthese equations, it becomes necessary to introduce a suitable prod­
uct between discrete differential forms; to this purpose, the Whitney product [361] is 
chosen. Detailed description of this approach to the construction of discrete models 
is in the book [138]. 

In this period, we find a few important papers in the West that introduce elements 
of the mimetic methodology. In [349], strong relationships between some quantities 
of physical theories and basic geometric and chronometric objects are investigated. 
This study leads to a classification of physical theories, where the equations of physics 
can be described by a single mathematical process, the co-boundary process, which 
is the exterior differential on co-chains. In [140], a finite difference method on sim­
plicial meshes based on the Whitney forms and a discrete Hodge theory is developed. 
In [364] a numerical scheme is proposed for solving time-dependent Maxwell's equa­
tions on rectangular meshes using a staggered discretization: edge unknowns for the 
electric field and face unknowns for the magnetic field. This work is the foundation of 
an entire class of numerical schemes for computational electromagnetics, cf. [341], 
the finite difference time domain (FDTD) method. In [23,24,311] mimetic meth­
ods for shallow water equations and climate modeling that preserve mass, potential 
enstrophy and vorticity on logically rectangular meshes are proposed. 

Mimetic methods with similar properties are also found for triangular meshes in 
[299] and [70]. In [183] a finite difference scheme is proposed for second-order el­
liptic Dirichlet boundary value problems on irregular networks with the topological 
structure of a logically rectangular mesh. This scheme uses discrete divergence and 
gradient operators that can be shown are dual to each other. The optimal rate of con­
vergence in a discrete energy-like norm is proved. We also mention the numerical 
approach proposed in [307] which preserves mass, potential ens trophy, and energy 
on hexagonal geodesic meshes, and approach in [5] which proposes a mimetic finite 
difference discretization for the incompressible Navier-Stokes equations. It turns out 
that these properties are fundamental requirements for a long-term numerical inte­
gration of the equations of incompressible fluid motion. 

The second period in the development of the MFD method begins in the mid­
seventies. The new research is motivated by the necessity to solve PDEs with dis­
continuous coefficients on non-orthogonal meshes. These issues arise naturally in 
modeling physical problems like the Inertial Confinement Fusion [292,354], Toka­
mak [222], high velocity impact dynamics [365], and shape charges [358], which 
involve domains with complex shapes, several coupled physical processes including 
gas dynamics, heat conduction, and electromagnetism, and Lagrangian meshes that 
move with fluid flow. The main characteristics of this period are: 

• the derivation of compatible discrete operators is based on variational principles 
and discrete integral identities; hence, it is not carried out independently for each 
operator as in the first period; 

• components of vector variables (tangential and normal with respect to mesh edges 
and faces) are used as the degrees of freedom for vector fields; 
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• a conservative staggered discretization (using cell and nodal grid functions) ofthe 
equations of the Lagrangian hydrodynamics is developed. 

At the beginning of this period, the variational principle is used to construct dif­
ferent mimetic operators. One operator is identified as the primary operator and dis­
cretized directly. The other operator is constructed through a discrete version of a 
variational principle and called the derived operator. This technology is summarized 
in books [316,348]. The developed schemes are successfully applied to the heat con­
duction equation [168,347] and the magnetic diffusion equations [167, 172,235]. 

In these works, only selected components of vector variables are used as the de­
grees offreedom. For example, the heat flux and the magnetic flux density B are rep­
resented by their normal components on mesh faces because these components are 
continuous across material interfaces. Likewise, the electric field intensity E is repre­
sented by its tangential components on the mesh edges because these components are 
also continuous. For such a selection of the degrees of freedom, a discretization of 
integrals in a variational principle becomes a non-trivial task and leads to the devel­
opment of mimetic inner prodZ!cts. These inner products use discrete represen~tions 
(for example, vectors Eh and Eh) of continuum vector functions (resp, E and E) and 
provide accurate approximations of integrals, e.g: 

where 0'h is a discrete space of edge-based grid functions, the brackets represent its 
mimetic inner product, h is the characteristic mesh size and p the order of approxi­
mation. In the same years, similar ideas appear in the finite element community and 
lead to the development of mixed finite elements for elliptic and Maxwell's equa­
tions, cf. [282,305]. 

Another approach to the discretization of Maxwell's equations, the finite integra­
tion technique (FIT) in introduced in [359]. It uses the primary mesh for the discretiza­
tion of Faraday's induction law and a dual mesh for the discretization of Maxwell­
Ampere's law. An interpolation of the electric field E and the magnetic field H be­
tween the meshes is needed to discretize the constitutive relations D = £, E and B = 

11 H, where £, is the electric permittivity and 11 is the magnetic permeability of the 
medium. Only later, it was recognized that the interpolation must satisfy special prop­
erties for the method to be stable [118]. It is pertinent to note that the mimetic schemes 
developed in [167,168,172,235,347] do not require a dual mesh. We refer the reader 
to [211] where connections between mimetic, mixed finite element and other methods 
are also discussed. 

As we mentioned before, algebraic topology provides natural framework for de­
scribing discrete structures. Applying it to the electromagnetism (see, for example, 
book [75] and references therein) formal mathematical structures associated with 
edges and faces can be introduced. These structures correspond to the mimetic dis­
cretizations of the electric and magnetic fields. Construction of consistent adjoint 
operators leads to a major problem: the discretization of the Hodge * operator (com­
pare with the interpolation issue in the FIT method). Some contributions to the topic 
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are made in [170]. Discretization of the Hodge * operator on general grids requires 
a complex set of mathematical tools. Moreover, these tools are natural for partic­
ular discretizations of vector fields and cannot be extended easily to many popular 
discretizations such as that using nodal values. 

The variational principles are also actively used to construct conservative finite 
difference methods on staggered grids for gas dynamics, magneto-hydrodynamics 
and dynamics of deformable media, see [171,187-189,346] for more details. 

The use of the variational principle in the construction of derived operators can be 
marked as the true beginning of a systematic development of the MFD method. The 
design principles for the MFD method described in Chap. 2 are clearly formulated in 
several papers including [169,230,312,319,320]. There, we find basic tools of the 
mimetic construction: discrete spaces equipped with inner products, primary discrete 
operators, discrete derived operators built from discrete duality relationships, and the 
connection of the duality principle with the desired properties for a discrete model. 

In this period, the method is not yet called mimetic. The closest translation from 
Russian is "support operator method", which does not make much sense besides the 
fact that the discrete operators support the derivation of numerical schemes for PDEs. 
Because of this, publishers used a few different translations in English such as "basic 
operators" and "reference operators". 

Subsequent publications, listed in almost chronological order, show a wide use of 
the mimetic approach. Axisymmetric difference operators in orthogonal coordinate 
systems are derived in [232,233]. Mimetic discrete operators for Voronoi meshes are 
constructed in [327 ,329]. The approach is also extended to equations of gas dynamics 
in the framework offree-Lagrangian methods [273,327,328]. Mimetic discretizations 
for elliptic equations on non-matching grids are developed in [153]. Mimetic schemes 
for Maxwell's equations in the cylindrical geometry on an orthogonal grid are pro­
posed in [139]. The biharmonic equation is treated in [331]. Arbitrary quadrilateral 
meshes for solving elliptic problems are considered in [324]. 

During this period, various publications are focused on the analysis of stability 
and convergence properties of the mimetic discretizations [25-27, 131, 186,310]. In 
most of these papers, the stability and convergence results are proved in energy norms 
induced by the mimetic inner products. 

Mimetic discretizations are also used to solve problems of practical interest. We 
mention a few representative papers: solving Navier-Stokes equations on the Voronoi 
meshes [22]; solving static problems of elasticity [231]; modeling of the Rayleigh­
Taylor instability [181]; modeling compression of a toroidal plasma by the quasi­
spherical liner [179,180]; modeling of a controlled laser fusion [356]; computer sim­
ulations of an over-compressed detonation wave in a conic canal [227]; simulation of 
a magnetic field in a spiral band reel [36,98]; calculation of viscous incompressible 
fluid flow with a free surface on two-dimensional Lagrangian meshes [130]; mod­
eling of a microwave plasma generator [260]; and simulation of the collapse of a 
quasi-spherical target in a hard cone [342]. 

The design principles for the development of mimetic discretizations are sum­
marized in book [323]. The author applies the support operator method to construct 
mimetic methods for elliptic and parabolic equations as well as for the equations of 
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Lagrangian gas dynamics. Only nodal and cell-centered discretizations of vector and 
scalar functions are considered in this book. The book contains a computer disk with 
examples of codes implementing various mimetic schemes. 

Several papers published in the second period develop a different approach to 
mimetic discretizations; namely, compatible discretizations for the Lagrangian hy­
drodynamics [100,101,216]. There, the differential operators are not approximated 
directly, but rather the momentum and internal energy equations are discretized 
through a balance of the kinetic and internal energy that conserves the total energy. 
This approach, although specific to the hydrodynamics equations, is quite general. It 
can be applied to the case where forces of arbitrary nature (e.g., artificial numerical 
viscosity) are present and/or added to the momentum equation. 

Finally, we mention other numerical methods developed during this period that 
contain mimetic ideas: [284,285,287,288,309] and [267,268]. In particular, [267] 
emphasizes the fact that a discretization of the divergence operator has to be consis­
tent with the change of volume of the computational cell. The same idea is used to 
construct a mimetic discretization in [188]. 

The third period in the development of the mimetic discretizations begins ap­
proximately in the mid-nineties. The main characteristics of this period are: 

• the systematic development of the mathematical foundation for the mimetic dis­
cretizations and a discrete vector and tensor calculus (DVTC); 

• the extension of the mimetic approach to more general meshes including polygo­
nal, polyhedral, locally refined and non-matching meshes; 

• an extensive and careful testing of the mimetic discretizations for many different 
PDEs. 

The systematic development of the mathematical foundation for the DVTC begins 
with three seminal papers [206,210,215]. In [215], natural discrete analogs (primary 
mimetic operators) for V, div, and curl on logically rectangular grids are constructed. 
Discrete analogs of several important theorems of the continuum calculus are also 
proved such as div A = 0 if and only if A = curlB. The internal structure of the pri­
mary mimetic operators is described in terms of primitive difference and metric op­
erators. In this paper, the terminology "mimetic difference operators" and "mimetic 
discretizations" is used for the first time, although the word "mimetic" has been al­
ready used in the unpublished report [209]. 

The derived mimetic operators (the discrete dual operators) corresponding to the 
primary operators are constructed in [210]. The construction of the derived operators 
is based on the duality principle, e.g. 

where §h and fY\ are discrete spaces for face-based and £ell-based grid functions, 
respectively. In other words, the derived gradient operator Vh is negatively adjoint to 
the primary mimetic operator divh with respect to the inner products in spaces §h and 
9 17 • The internal structure of the derived operators in terms of primitive difference 
operators and the inner product matrices is described there. The discrete analogs of 
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major theorems of the vector calculus are also presented. The set of primary and 
derived mimetic operators allows one to construct discrete analogs of second-order 
operators like divV', V'div, curlcurl, and the vector Laplace operator L1 = V'div­
curl curl, which are needed to discretize various PDEs. 

The discrete Helmholtz orthogonal decomposition theorems for logically rectan­
gular meshes, for both face-based and edge-based representations of vector fields, are 
developed in [212]. The DVTC is used in [68] to transfer divergence-free fields rep­
resented by their normal components on mesh faces between two different meshes. 
In [102], the mimetic technology is used to discretize the divergence of a tensor and 
the gradient of a vector using two different representations of the tensor field via their 
projections on face normal and edge tangent vectors. 

A DVTC calculus is not unique. This fact is exploited in [206] to extend the dis­
crete operators to a domain boundary. The boundary conditions are incorporated into 
the definition of new mimetic operators. For example, on the boundary, the discrete 
divergence operator is equal to the normal component of its vector argument. The dis­
crete duality principle includes boundary terms. This fact leads to a new definition of 
inner products; however, the design principle remains the same - the derived gradient 
operator is still the negatively adjoint of the (extended) primary divergence operator. 
This strategy allows us to discretize Neumann and Robin boundary conditions in a 
natural way using the framework of mimetic discretizations. 

The mimetic inner product is usually not unique. In [213], two inner products, 
which correspond to different reconstructions of a vector field inside a mesh cell, 
are compared. It is shown that the absolute error is two-three times smaller when 
the reconstruction uses the Piola transformation compared to the piecewise constant 
reconstruction. This work is the first analysis of optimal reconstruction operators, see 
the next period. The non-uniqueness of the mimetic inner product is also analyzed 
in [286,352] to develop a unified formulation for the covolume and support operator 
methods in two dimensions. 

Another important paper of this period is [257]. There, equations for the mimetic 
inner product matrix are derived from accuracy considerations, in particular, from the 
requirement that the discrete gradient must be exact for linear functions. A solution 
to this problem is proposed for triangular meshes. 

The mimetic inner products for vector functions developed so far are not suitable 
for degenerate cells (cells with 1800 angle between two edges or cells having edges 
with zero length) and non-convex cells. In [239], a new approach to the construction 
of inner products for general polygonal cells is proposed. Each cell is subdivided into 
triangles and new temporary unknowns are introduced on internal edges. Then, the 
standard mimetic inner product is defined for each triangle and, finally, the temporary 
unknowns are eliminated using two conditions: the discrete divergence is constant in 
the cell and the inner product satisfies a stability condition (see Chap. 2). This ap­
proach works for arbitrarily-shaped polygons. Moreover, the inner product depends 
continuously on the shape of the cell, for example, this is the case when a quadri­
lateral degenerates to a triangle. The same construction is used in [254] for arbitrary 
polyhedral meshes. 
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A conceptually new development of the mimetic discretizations is the introduction 
of the local support operator method for diffusion problems [277], where both cell 
and face unknowns are used to represent the scalar variable. This approach allows one 
to reduce the discrete problem to a system of algebraic equations with a symmetric 
positive definite (SPD) matrix and use efficient algebraic solvers. The new technol­
ogy is developed for triangular meshes [178], meshes with local refinement [251], 
and non-matching meshes [62]. 

High-order mimetic discretizations, which use a wider stencil, are developed in 
[111,112]. A more extensive research on higher-order schemes is performed in the 
next period. 

Convergence analysis of the mimetic discretizations starts to use more tools from 
the functional analysis and related discretization methods. For diffusion problems, 
the convergence results are obtained in [61-63,214]. The second-order convergence 
(superconvergence) of the vector variable on smooth meshes is proved in [63]. A 
mortar technique for the mimetic discretizations on non-matching meshes is devel­
oped and analyzed in [62]. 

In this period, the mimetic discretizations are applied to a wide range of prob­
lems: diffusion equations with strongly discontinuous anisotropic coefficients [205, 
208,325]; Maxwell's equations and equations of a magnetic diffusion [207,211]; 
equations of the Lagrangian hydrodynamics on general polygonal meshes [104], in­
cluding an artificial viscosity [103]; equations of a solid dynamics and shallow water 
equations [266]; and the Lagrangian hydrodynamics on curvilinear logically rectan­
gular meshes preserving spatial symmetries [265]. 

The foundation for a systematic development of conservative compatible discreti­
zations based on the balance of the kinetic and internal energy is built in [108-110]. 
Readers may also be interested in the review paper [229] where some other mimetic 
properties of numerical algorithms are discussed, as well as in paper [299] where 
conservation properties of unstructured staggered discretizations are discussed. 

The fourth period in the development of the mimetic discretizations begins after 
the IMA meeting in 2004 [142]. It is based on the collaboration between the Los 
Alamos National Laboratory, USA, and a research group in Milano-Pavia, Italy. The 
main characteristics ofthis period are: 

• the development of novel mathematical tools for design of mimetic discretizations 
of various PDEs and their convergence analysis; 

• the development of a rich parametric family of mimetic discretizations that in­
cludes many other discretization methods as particular members; 

• the development of arbitrary-order discretizations for elliptic problems, the anal­
ysis of the stability and discrete maximum principles. 

A set of new mathematical tools introduced in [90] forms the foundation for a 
rigorous convergence theory for the mimetic discretizations. The subsequent papers 
[92, 93] develop a new approach to the construction of an accurate mimetic inner 
product. This inner product is built algebraically to satisfy the consistency and sta­
bility conditions that enforce the optimal convergence rate and lead to independent 
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cell-based problems. Such construction is easy to implement in a computer code. A 
strategy for a systematic development of mimetic inner products for cochain spaces 
is discussed in [83,85]. 

The consistency and stability conditions have already appeared in a different form 
in [257], but the new approach results in a number of important developments that are 
more transformational than incremental. First, the new consistency condition can be 
formulated for non-convex polygonal and polyhedral cells, including cells with non­
planar faces [91]. Second, the consistency and stability conditions do not determine 
a single scheme but an entire family of mimetic schemes. All members of this family 
share common properties such as accuracy and convergence rate and have the same 
stencil size for the derived operators. Third, such family of schemes contains many 
well-known finite volume and finite element methods. 

In [91,92], the new technology is used to develop and analyze a mimetic dis­
cretization for generalized polyhedral meshes having strongly non-flat mesh faces. 
In [253], it is applied to build a mimetic discretization for equations of the magnetic 
diffusion in the axisymmetric cylindrical geometry. This scheme remains accurate 
near the axis of symmetry r = 0 and, most important, leads to a consistent calcula­
tion of the Joule heating on strongly distorted meshes. 

It has been soon discovered that, due to the generality in the allowed meshes, 
the MFD method constitutes a very appealing ground for the application of adaptive 
refinement techniques, that, in tum, need some tools in order to estimate the local 
errors. A residual-based a posteriori estimator for mimetic discretizations has been 
developed in [41] for the diffusion problem in mixed form, and combined with an 
adaptive strategy in [54]. The estimator makes use also of a post-processing technique 
introduced in [106]. 

The families of mimetic schemes are analyzed in [193,249,250] and sub-families 
of schemes with additional properties are found. The schemes satisfYing a discrete 
maximum principle for diffusion problems are described in [249,250] for a class 
of two-dimensional and three-dimensional meshes. In [193], a new mimetic scheme 
for a well-studied acoustics equation is developed. This scheme has complexity of 
roughly two second-order schemes but shows the fourth-order numerical dispersion 
and the sixth-order numerical anisotropy. The last property has never been reported 
for other state-of-the-art fourth-order schemes. 

In [84], the mathematical tools for building accurate mimetic inner products have 
been extended to semi-inner products representing an energy norm. This allowed 
us to build new mimetic discretizations for primary formulations of second-order 
PDEs. A nodal mimetic discretization on polygonal and polyhedral meshes for ellip­
tic problems is developed in [84]. Optimal convergence estimate in the energy norm 
is proved there. Later, this technology has been extended to more complicated equa­
tions, such as the linear elasticity equation [42], the Stokes equations [46,49] and 
Reissner-Mindlin plate equations [52,57]. In [47] the advantage of having polygonal 
grids is used in order to develop more efficient inf-sup stable elements for the Stokes 
problem. A hybrid error estimator for the method in [84] has been developed in [16]. 

It turns out that higher-order mimetic discretizations can be built using the same 
framework: adding more degrees of freedom and enforcing stronger consistency con-
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ditions. The arbitrary-order mimetic discretizations of diffusion problems are devel­
oped and analyzed in [50]. In [43], this approach has been recasted as the virtual ele­
ment method (VEM). The VEM is a finite element method where the discrete spaces 
are virtual in the sense that they are not build explicitly and instead are characterized 
through properties. Other contributions to the VEM are found in [14,44,55,56,94]. 
The practical implementation of the VEM can be based on the mimetic inner prod­
ucts. 

The new mimetic discretizations have demonstrated their efficiency in solving 
convection-diffusion problems in both diffusive [107] and convection-dominated 
regimes [45], eigenvalue problems in mixed form [105], mixed formulation of a lin­
ear elasticity [42], modeling of biological suspensions [194], and modeling of flows 
in porous media [252]. 

Finally, the mimetic finite difference method has been developed and analyzed 
also for nonlinear equations, such as the obstacle problem [17], elliptic quasilinear 
problems [20] and control problems [19]. A study of dedicated solvers for the MFD 
method has been initiated in [21]. 

In this period, development, analysis, and application of the mimetic discretiza­
tions have been done by various research groups in Europe and USA including sub­
surface flows on comer-point meshes [1]; development of mimetic discretizations 
based on a discrete calculus for fluid dynamics [300,301], geophysical flows [5,70, 
307,344]; oil reservoir simulations [10,191,326]; seismic wave propagation on multi­
GPU system [330]; viscoelastic wave modeling and rupture dynamics [158,159]; 
poroelasticity problems [280]; electromagnetics [35,258,259]; plasma physics [297]; 
astrophysics [279]; pharmaceutical science [119]; general relativity [39]; and image 
processing [40]. Furthermore, a systematic comparison with other numerical methods 
for solving 2-D and 3-D elliptic problems with strongly anisotropic diffusion tensors 
was carried out and presented in the conference benchmarks [165,195]. 

1.2 Other compatible discretization methods 

The idea of incorporating properties of the continuum calculus in the design of nu­
merical schemes appears in various methods. In a series of articles published in the 
seventies (see, e.g., [349,350] and the references therein), it was observed that many 
physical theories have a very similar formal structure from the geometrical, algebraic 
and analytic standpoints. This principle has led to Tonti's diagram, a classification 
scheme of the physical quantities and the physical theories in which they are involved. 
For example, balance equations, continuity equations, equations of motion, and cir­
cuital equations state that one physical quantity defined on a d-dimensional manifold 
is equal to another physical quantity defined on its boundary. The equations can be 
reformulated in a finite framework using basic concepts from the algebraic topology 
such as fully discrete functions (cochains) defined on combination of grid objects 
(chains) rather than functions in the continuum. Going further along this direction, 
it is possible to establish a set of direct algebraic relations among geometrically-based 



1.2 Other compatible discretization methods 15 

physical variables that is suitable to numerical applications, e.g., the cell method (CM) 
[269,351]. Although the CM is derived directly from the experimental laws, thus 
avoiding a discretization of differential equations, its mimetic nature is evident per 
se. The CM is consistent by design; however, it may result in a non-symmetric dis­
cretization for a symmetric problem. Moreover, since the stability condition is not one 
of the design principles, the CM may lead to an unstable discretization on a strongly 
distorted mesh. 

A unified computational model is proposed in [114,295,296] to make a bridge 
between the geometry and the physical behavior of engineering systems. This model 
uses differential k-forms and their discrete representation through k-cochains over 
a cell complex, a finite approximation to a manifold which abstracts only its topo­
logical properties, and the co-boundary operator acting on co chains to represent a 
geometry-based differentiation process. It turns out that only a small set of the usual 
combinatorial operators, e.g., boundary, co-boundary, and dualization, are sufficient 
to represent a variety of physical laws and invariants. Cochains as a numerical dis­
cretization mechanism and connection with a finite element analysis are also inves­
tigated in [295]. 

The covolume method [285] is another example of a compatible discretization 
method. This method was originally developed for the planar div - curl system and 
was extended later to three-dimensional systems [288], the Navier-Stokes equations, 
and Maxwell's equations [287]. It can be viewed as a significant generalization of 
Yee's method to simplicial meshes, and thus can be applied to complex geometries. 
Like the FDTD, the covolume method requires two orthogonal meshes to approxi­
mate the electric and magnetic fields. This is one of its major features but also its 
major limitation. To this purpose, the Delaunay triangulation and the corresponding 
Voronoi diagram are the natural choice. Every edge of the Voronoi mesh is orthogo­
nal to the corresponding face of the Delaunay triangulation, and viceversa. The covol­
ume and MFD methods use the same primary operators. However, the construction 
of the dual operators in the covolume method relies strongly on the orthogonality 
property of the Delaunay and V oronoi meshes. 

Mimetic ideas are also found in [293,294], where finite difference approximations 
of differential operators on logically rectangular grids and weighted inner products 
are designed so that a summation by parts formula mimicking the integration by parts 
holds. The analogy between the discrete and continuum calculus is rather strong, 
even stability estimates for these finite difference schemes are obtained following the 
argument used for continuum problems, including hyperbolic, parabolic, and mixed 
hyperbolic-parabolic systems. Further developments are found in [271,338], where 
the Euler equations are solved using an energy-stable scheme based on the fifth-order 
summation-by-parts operators, and in [272], where fourth-, sixth- and eighth-order 
accurate finite difference operators are derived for second-order derivatives. 

The finite volume (FV) method, introduced originally in [150, 151] for the heat 
equation and dubbed as the integrated finite difference method, leads to the largest 
class of schemes that can handle unstructured polygonal and polyhedral meshes, non­
linear problems, and problems with anisotropic coefficients (see discussion in [160, 
161,164]). These schemes are mimetic in the sense that they enforce balance equa-
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tions for mass, momentum, and energy on each mesh cell. The discrete operators 
in the balance equations coincide with the primary mimetic operators; e.g., the bal­
ance of fluxes corresponds to the primary divergence operator acting on face grid 
functions. The essential difference between the FV and MFD methods is in the ap­
proximation of constitutive laws. 

In the pioneering works on the integrated finite difference method [151,281] for 
the heat equation, Fourier's law is approximated using a two-point flux formula. A 
diffusive flux across a mesh interface involves temperature unknowns only in the two 
adjacent cells. Thus, the total number of unknowns equals to the number of mesh 
cells. This scheme offers the advantage of a very compact computational stencil, but 
a consistent formulation requires meshes satisfying a rather restrictive orthogonality 
constraint, e.g., the Voronoi meshes. Combined with a first order-convection flux, 
this approach is applied to the numerical discretization of non-coercive convection­
diffusion equations in [145]. 

To overcome the disadvantages ofthe two-point flux formula, an alternative strat­
egy was proposed in [120], namely, the diamond scheme. This scheme uses a piece­
wise constant approximation of the full solution gradient inside auxiliary diamond­
shaped subcells. In two-dimensions, the diamond-subcell is formed by a mesh edge 
and centers of two neighboring cells. The formula for the gradient requires to know 
auxiliary solution values at end points of each edge. They can be expressed by a 
linear interpolation of the primary unknowns at neighboring cells. The resulting FV 
scheme is consistent provided that the interpolation is exact for piecewise linear so­
lutions. Interpolation algorithms based on least squares are known to be quite accu­
rate [64,66,123,124,262,263] and used for the discretization of more complex prob­
lems [261]. Linearity preserving algorithms are used in more recent papers [363]. 
Non-linear averages are also investigated in the literature, usually to provide discrete 
maximum and minimum principles [65,242,243,255]. 

A breakthrough in the diamond scheme methodology comes from [196, 197], 
where it is proposed to treat the vertex values as independent unknowns. The result­
ing scheme combines two distinct FV schemes on two overlapping meshes, the mesh 
of the primal cells where the original diamond scheme is formulated, and the mesh 
of the dual control volumes built around the vertices of the primal mesh. The method 
can be also reformulated in the framework of mimetic discretizations by introduc­
ing discrete divergence and gradient operators which are in a duality relationship, 
i.e. a discrete integration by parts formula holds. This fact motivates the name of the 
method: the discrete duality finite volume (DDFV) method. Such analog requires an 
inner product for the discrete scalar unknowns that is defined by using simultane­
ously the overlapping primal and dual meshes and an inner product for the discrete 
vector unknowns that is defined on the diamond mesh, an auxiliary mesh whose cells 
are related to the edges of the primal cells. The DDFV method was applied to the 
Laplace equation in [141] and has shown to provide a very accurate approximation 
of the solution gradient on distorted meshes [195]. A generalization to nonlinear el­
liptic equations is found in [13], and to the div-curl problems in [129]. 

The DDFV method has been also generalized to three-dimensional problems. 
However, it is subtle to preserve the discrete duality property, which is the basis 
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for proving well-posedness of the method as well as for deriving optimal estimates 
of the discretization error. To this purpose, several strategies have been proposed in 
the literature, mainly in [198, 199], in [122,302], in [12] and in [121]. 

Another class ofFV methods, consistent by design, is constructed by introducing 
additional unknowns on mesh faces. Examples of such methods include the hybrid 
finite volume method [162,163], and the mixed finite volume method [146]. These 
FV methods introduce stabilization terms that can be connected with the stability 
condition of the mimetic finite difference method, see [148]. 

Another approach to overcome the limitations induced by the two-point flux for­
mula comes from the multi-point flux approximation (MPFA) method [3,4] and 
similar, but developed independently, the control-volume distributed (CVO) method 
[154,155]. In the MPFA and CVD methods, fluxes on mesh interfaces having a com­
mon point are defined simultaneously from local consistency and continuity condi­
tions. On general meshes, these methods produce non-symmetric schemes for sym­
metric problems. A lack of a stability condition may result in numerical instabili­
ties on strongly distorted meshes. The MPF A method can be reformulated using the 
mixed finite element framework as in [360] or the mimetic framework with inner 
products induced by non-symmetric matrices as in [256]. The latter approach is also 
used to analyze convergence of the MPFA method in [228]. 

The mixed finite element (MFE) method is, perhaps, the most developed com­
patible discretization framework, mainly on simplicial meshes. An overview of this 
method is well beyond the scope of this paper, and for this reason we just refer to the 
fundamental book [88], the most recent overview provided in the book [69], and the 
references therein. 

Although not related directly to the mimetic concepts, a wide literature has been 
developed in the last decade to generalize the finite element method to polygonal 
meshes, namely, the polygonal finite element method (PFEM). We mention the pio­
neering book [357] and the most recent papers [58,127,177,278,336,337,340]. 

Although the reformulation of the mimetic discretizations in the framework of dif­
ferential forms is beyond the scope of this book, it is worth mentioning some impor­
tant works in this direction. Using topological concepts, strong similarities between 
numerical methods of very different nature, such as finite volumes, finite differences, 
and finite elements are outlined in [270]. The connection between the Whitney forms 
and the MFEs (Nedelec elements) and its application to computational electromag­
netics are explored in a series of papers published in the nineties, cf. [72-74] and the 
references therein, and summarized in the book [75]. A review of basic concepts of 
the mimetic discretizations and their relations with notions from the algebraic topol­
ogy is found in [67]. Finite element techniques have been recently recasted in the 
framework of the Whitney forms and formalized in the finite element exterior calcu­
lus, cf. [33,34]. In this respect, we also mention the work in [200,201] and the exten­
sions proposed in [96,97]. The discrete exterior calculus [132,202] makes it possible 
to reproduce some well-established finite difference and finite volume methods using 
unifying notation ofthe differential forms. Extensions of the FDTD andfinite element 
time domain (FETO) methods for solving transient Maxwell's equations in complex 
media are reviewed in [343]. 
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1.3 Principles of mimetic discretizations 

In this section, we highlight the basic principles of the mimetic discretizations using 
the simple one-dimensional Poisson equation: 

d2p 
- dx2 = b, x E (0,1), 

p(O) = p(l) = 0, (1.1) 

where b(x) is a sufficiently smooth given source term. We write this second-order 
equation as a system of two first-order equations: 

dp 
U=-­

dx' 
du =b 
dx . (1.2) 

Let us consider a uniform mesh with (n + 1) nodes Xi = (i - 1 ).1x, where .1x = 

1/ n, see Fig. 1.1 We select the following degrees of freedom. The discrete function 
Uh E ]R,,+I approximates the continuum function U at mesh nodes, i.e. Uh = (ui)7~/ 
and Ui ;:::::: U(Xi). The discrete function Ph E ]R" is approximated at centers of mesh in­
tervals, i.e. Ph = (Pi+I/2)7=1 and Pi+I/2 ;:::::: P(Xi+I/2)' The well-know finite difference 
discretization of (1.2) reads: 

Pi+I/2 - Pi-I/2 
Ui=- .1x ' i=1, ... ,n+1, 

Ui+l - Ui 
.1x =b(Xi+ I / 2 ), i=l, ... ,n, (1.3) 

where PI/2 = P,,+3/2 = 0. The original mimetic schemes were developed using finite­
difference operators, which explains the words "finite difference" in the £ame ofthe 
method. We can formally re-write these equations introducing symbols Vh and divh 
(used frequently in this book) for the gradient and divergence operators, respectively: 

(V ). _ Pi+I/2 - Pi-I/2 
hPh 1- .1x ' (1.4) 

Pi-1/2 Pi+1/2 

• • X • >< • • 
Fig. 1.1. Degrees of freedom in the mixed discretization. Mesh nodes are mark with solid disks 
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Let us multiply the first equation in (1.3) by Ui and the second one by Pi+I/2' It is not 
difficult to verify that 

n+1 n 
A '" Pi+I/2 - Pi-I/2 " '" Ui+1 - Ui 
LlXL.; A Ui=-LlXL.; A Pi+I/2' 

i=1 LlX i=1 LlX 
(1.5) 

Using the definitions introduced in (1.4), we have the equivalent expression 

n+1 n 
Llx L (VhPh)iui = -Llx L(divhUhhl/2Pi+I/2' (1.6) 

i=1 i=1 

Formula (1.5), and its equivalent expression (1.6), is a discrete integration by parts 
formula, i.e., a discrete analog of the continuum Green formula 

r I d P U dx = _ rip du dx 
Jo dx Jo dx 

\/U E HI (0, 1), P E HJ (0, 1). 

The duality between the discrete gradient and the discrete divergence operators seems 
like the natural property of the finite difference scheme (1.3). It has many useful con­
sequences; for instance, the elimination of unknowns Ui leads to a system of equations 
with a symmetric and positive definite matrix. This is in tum implies the existence 
and uniqueness of the solution Ph. 

The first mimetic principle is to preserve this discrete duality property in two and 
three-dimensions on arbitrary polygonal and polyhedral meshes. Apparently this is 
not possible if we discretize the gradient and divergence operators independently of 
each other. Let us elaborate this point using the formal presentation of the discrete 
duality (1.5): 

(1.7) 

Here 917 = ~n and ''#'h = ~n+1 are spaces for Ph and Uh, respectively, and brackets 
mean the inner products in these spaces: 

and 

n+1 
[Vh,Uh]Y0, = L LlXViUi 

i=1 

n 

[QlllPh]J'h = LLlxQi+I/2Pi+I/2 
i=1 

The other equivalent way to represent the inner products is to use mass matrices: 

In the considered one-dimensional example, the mass matrices MYh and M iY\ are 
scalar matrices, more precisely, the identity matrices multiplied by Llx. Using these 
matrices in (1.7), we obtain 

(1.8) 
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Thus, the discrete divergence operator and the inner product matrices define the 
unique discrete gradient operator. Ifwe change one ofthem, we obtain a new scheme 
where these operators remain negatively adjoint to each other. On an unstructured 
mesh, only the discrete gradient operator defined via the duality property (1.7) leads 
to a system of algebraic equations for Ph (after elimination of Uh) with a symmetric 
and positive definite matrix. For a general PD E, certain discrete operators (called pri­
mal) will be defined directly as in (1.3), while others (called dual) will be defined by 
discrete duality as in (l.8). 

Unfortunately, on unstructured meshes, the construction of the mass matrices is 
a non-trivial task. This book explains, in particular, how such matrices can be build 
for polygonal and polyhedral meshes and a great variety of PDEs. The construction 
uses two additional principles leading to the consistency and stability conditions. We 
illustrate these principles using the matrix M'Yh and the one-dimensional example. 

To simplify the construction of the mass matrix, we typically break it into pieces 
Mi associated with mesh intervals [Xi,Xi+d: 

n 

MYh = I, Af'TMi,Aj, 
i=l 

(l.9) 

where Aj are the assembling matrices identical to that used in the finite element 
method. They contains only ones and zeros that indicate in which rows and columns 
of the global matrix the entries of the local matrix Mi should be inserted. 

The local matrices Mi are 2 x 2 matrices and have the same interpretation as the 
global mass matrix, more precisely: 

In the one-dimensional case, the global mass matrix is a scalar matrix; hence, it is 
easy to verify that the following matrices satisfy (l.9): 

MFD = ,1x (1 0) 
I 2 ° 1 . 

A direct calculation shows 

Thus, the local mass matrices play the role of a quadrature rule for integrals. The 
accuracy of this quadrature is sufficient to prove that the finite difference scheme is 
second-order accurate for both P and u. This observation is true for a general polygo­
nal or polyhedral mesh. The quality of a local approximation of cell integrals affects 
the accuracy of the resulting mimetic scheme. Let us show how the local matrix can 
be derived from two conditions that can be generalized to arbitrary dimension. 

Let us replace the function v by a constant vO and the function u by a linear function 
u1. We assume thatvO equals the average value of v on the [Xi,Xi+l] and u1 takes values 
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Ui and Ui+1 at the end points of this interval. Then, 

L<i+l vOuldx= L<i+l vudx+O((,1x)2). 

This reduced accuracy requirement still leads to the second-order scheme, but most 
important, it allows us to connect the integrals with the local inner products. We have 
the following identity: 

r"i+l vOuldx= ,1xVO(Ui+Ui+I) = (vo,vo)MfD (Ui) 
}Xi 2 Ui+1 

that holds for any va, Ui, and Ui+I. The mimetic consistency condition states: find a 
2 x 2 symmetric positive definite matrix Mi such that 

(1.10) 

We already know one solution given by MfD. It is not difficult to verify that the 
matrix MfT appearing the lowest-order Raviart-Thomas finite element method also 
satisfies Eq. (1.10): 

MRT = ,1x (2 1) 
I 6 1 2 . 

Apparently, there exist a one-parameter family of solutions Mi that includes both 
positive definite and indefinite matrices. Most of SPD matrices will lead to a well 
behaved numerical scheme, which obviously leave somes room for an optimization 
(see Chap. 11). To eliminate indefinite matrices from the analysis, we need the stabil­
ity condition that states: There exists two positive constants (J* and (J* independent 
of ,1x such that 

For the finite difference matrix this condition holds with (J* = (J* = 1. For the Raviart­
Thomas matrix, we have (J* = 1 and (J* = 3. Multiple examples of the application of 
the consistency and stability conditions will be considered in the subsequent chapters. 

Remark 1.1. In the engineering community, the consistency condition is closely re­
lated to the patch test. 

For general polygonal and polyhedral meshes, the concept of the consistency and 
stability conditions allows us to derive accurate approximations ofthe L 2 integrals of 
scalar and vector functions presented by various degrees of freedom, including point 
values, normal and tangential components, and face and cell moments. This concept 
can be extended to derive high-order schemes on such meshes (see Chaps. 5 and 6). 

The consistency and stability conditions can be used to derive discrete represen­
tations of more general bilinear forms, such as that representing HI-type semi-inner 
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products of scalar and vector functions. Moreover, by making use of this construction 
one can develop a different approach to mimetic discretizations, based on the varia­
tional form of the problem (rather than the strong form). Although the two methodolo­
gies are often equivalent, this second one turns out to be more flexible; it is therefore 
convenient to have a clear picture of both approaches. Let us illustrate this second 
choice through a simple application on the one-dimensional Poisson equation. Its 
weak formulation reads: 

Find P E HJ(O, 1) such that 

10 1 dp dq 10 1 
-d -d dx = bqdx 

.0 x x .0 
\fqEHJ(O,l). 

Let us select the following degrees of freedom. The discrete vector Ph E Jl{n-l 

approximates the continuum function P at mesh nodes, i.e. Ph = (pi)7~l and Pi :::::: 
p(Xi+I)' Similarly, let qh E Jl{n-I be the approximation of q. 

There are a few admissible approximations of the right-hand side integral in the 
weak formulation, e.g. 

For the left-hand we formally introduce a global stiffness matrix M such that 

i.e. we are looking for a numerical scheme that will be the first-order accurate in the 
energy norm. The global stiffness matrix is assembled from elemental matrices Mi , 

where i = 1, ... , n - 1. The consistency and stability conditions are now used to find 
local stiffness matrices that represent accurate (at least, first-order) approximations 
of the local bilinear forms. 

We consider the interval [Xi,Xi+d and make the following observation. Let P = 

pI + O( (,1xj2) on this interval, where pI is a linear function with values Pi and Pi+1 
at the end points of the interval. Then, for all sufficiently regular functions q 

l
Xi+l dp dq lXi+l dpl dq 2 

--dx = --dx+O((,1x) ) 
. Xi dx dx . Xi dx dx 

(l.ll) 

The mimetic consistency condition states: Find a local stiffness matrix Mi such that 

I I ( qi) j'Xi+1 dpl dq (p (Xi),p (Xi+I))M i = --dx 
qi+1 Xi dx dx 

(l.l2) 
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Therefore, each solution to (l.12) satisfies: 

\;/p,q, 

which is sufficient to prove linear convergence to the solution in an energy-type norm. 
Note that the right hand side in (1.12) is computable due to the second identity in 

(1.11), stating that 

for all linear pI and regular q. The consistency condition (l.12) can be simplified by 
noting that qh is an arbitrary vector: 

There is no need to consider all possible linear function pl. It is sufficient to take two 
linearly independent functions, e.g. pI = 1 and pI = X -Xi+I/2 that give two matrix 
equations. We write these equation in a compact form: 

( 1 -LlX/2) (0 -1) 
Mi 1 +Llx/2 = ° +1 . 

The solution is now obvious (and unique): 

Mi = _1 (+1 -1) 
Llx -1 +1 . 

The same matrix appears in the Galerkin finite element method. A similar result holds 
in higher dimensions for triangular and tetrahedral cells. However, for more gen­
eral polygonal and polyhedral cells, the number of independent equations generated 
by the consistency condition is smaller than the size of the stiffness matrix. In such 
a case, the solution of the matrix equation is not unique. To avoid spurious solu­
tions, the elemental stiffness matrix is required to satisfy the stability condition (see 
Chap. 4). 

Various bilinear forms are considered in the subsequent chapters. But the dis­
cretization strategy remains the same: select a proper polynomial approximation space 
for p and the proper degrees offreedom, so that the right-hand side of the consistency 
condition can be simplified and written in terms of the degrees of freedom. The ma­
trix form ofthe consistency condition is always looks like MiNi = Ri where Ni and Ri 
are computed using the cell geometry and problem coefficients. The generic formula 
from Chap. 4 gives a solution Mi to this matrix equation that satisfies the stability 
condition. 

The development of higher-order mimetic schemes uses the same strategy; the set 
of degrees of freedom typically may include point-values and moments of functions 
associated to vertexes, edges, faces and elements. 
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1.4 Scalar elliptic problems 

Throughout this book we use a regular font for scalar functions (e.g., p, u, or c) and 
a bold font for vector functions and tensors (e.g., u and Cf). Also, we assume that 
the computational domain Q is a Lipschitz domain, i.e. its boundary r = JQ can be 
described locally by a Lipschitz continuous function. Moreover we will assume that 
the boundary of Q is divided into two parts 

each being a (possibly void) finite sum of connected components of r. 

1.4.1 Diffusion equation in primal form 

The steady-state diffusion problem for scalar field p is given by the Poisson equa­
tion [303]: 

-div(KVp) = b m Q, 

p = ff on 

(KVp)·n=~ on 

(l.l3) 

where K is the diffusion tensor describing the material properties, b is the forcing 
term, ff and ~ are the boundary functions defining the Dirichlet and Neumann 
boundary conditions, respectively. We assume for simplicity that meas(rD ) > 0 to 
avoid a non-trivial kernel. In addition to that, we make the following standard as­
sumptions. 

(HI) The diffusion tensor K : Q ----) ~2x2 is a d x d bounded, measurable, and 
symmetric tensor. Moreover, K is strongly elliptic, i.e., there exist two positive 
constants 1(* and 1(* such that for every x E Q it holds 

(l.l4) 

where Ilvll = (v· v) 1/2 is the Euclidean norm of vector v. 

(H2) The boundary data functions ff, ~ belong to Hl/2(rD) and the dual of 

H662(rN), respectively. The load function b belongs to the dual of H6,D(Q) that 
is introduced below. Moreover, we assume that rD is of positive measure. 

Remark 1.2. From the assumption of strong ellipticity it follows that the matrix K(x) 
is positive definite for every x E Q. Hence, the inverse matrix K(x)-I is also symmet­
ric and positive definite, and satisfies analogous lower and upper bounds involving, 
respectively, (1(*)-1 and 1(;1. 

Let us consider the functional space 
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for the function g in HI/2(rD). Let H6,D(Q) denote the space Hi(Q) in the case 

g = O. Problem (l.l3) can be restated in the variational form: Find p E HID (Q) such 
g 

that 

r KY'p· Y'wdV = (b, w~ + (gV, wlr;, 
~ h 

(l.l5) 

The terms in the right-hand side represent duality products that can be written as 
regular integrals in case of smooth boundary data. 

Under assumptions (Hl)-(H2), problem (l.l3) is well-posed [190]. The existence 
and uniqueness of the weak solution of the variational formulation follows by the 
coerciveness and boundedness of the bilinear form in the left-hand side of (1.15). 
The following regularity result holds. 

Theorem 1.1. There exist two constants 1/2 < (J ::; 1 and C = C( Q, (J, K) > 0 such 
that the following holds. If the load bEL 2 (Q), the tensor K E W L= (Q) and the 
boundary data{unctions gV E H cr- I /2(rN) and ~ E H cr+I/2(rD), then the solution 
to the Poisson equation p E HI+cr(Q) with the bound 

(l.l6) 

Moreover, if Q is convex, then (J = 1. 

1.4.2 Diffusion equation in mixed form 

We formulate the Darcy problem by rewriting problem (1.l3) in the equivalent mixed 
form for the scalar solution field p and the vector flux field u as 

u+ KY'p = 0 III Q, 

divu = b III Q, 
(l.l7) 

p=~ on rD , 
u.n = _gN on rN. 

We consider again assumption (HI) from the previous section and modify assump­
tion (H2) as follows. 

(H2a) The boundary data functions~, gV belong to HI/2(rD) and the dual of 

H~62(rN), respectively. The load function b belongs to L2(Q). Moreover, we as­
sume that rD has positive measure. 

Let us introduce the space 

Xg = {v E H(div,Q): v·n = -g on rN}' 
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The variational formulation of problem (1.17) is as follows: Find u E XuN and p E 

L2(0.) such that b 

r K-1u.vdV- r pdivvdV=-(~,v.n)lI in in D 

in qdivudV = in bqdV 

\Iv E Xo, (1.18) 

(1.19) 

Under assumptions (HI) and (H2a) it is possible to show that problem (1.17) is 
well-posed [190]. Moreover, the same regularity result stated in Theorem 1.1 holds 
agam. 

1.4.3 Advection-diffusion equation in mixed form 

Many biological and geophysical problems involve transport of the scalar field c 
(species concentration for mass transfer in porous media or temperature for heat 
transfer) with the vector field f3. This process is described by the advection-diffusion 
equation: 

div(f3c- KVc) = b m 0., 

c =~ on r. (1.20) 

Let us introduce the diffusive flux u = - KV c and the total flux ii = u + f3c. Then, 
the advection-diffusion problem can be reformulated as follows: 

ii+KVc-f3c=O m 0., 
divii = b m 0., (1.21 ) 

c=~ on r. 

We consider assumptions (H1)-(H2a) and make an additional assumption on the 
velocity field: 

(H3) f3 E C1 (0.)d and is such that div f3 ~ O. 

The variational formulation of problem (1.21) is as follows: Find ii E H(div, 0.) and 
p E L2(0.) such that 

in K-1ii·vdV - in cdivvdV - in K- 1f3c·vdV = (gD, v.n)r' 

r qdiviidV = r bqdV, in in 

hold for all v E H(div,0.) and q E L2(0.). 

(1.22) 

Under assumptions (HI), (H2a) and (H3), problem (1.22) is well-posed. Under 
such hypotheses, a regularity result analogous to Theorem 1.1 holds also for the pre­
sent problem. 
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1.5 Vector elliptic problems 

We consider examples of vector elliptic problems that can be solved numerically 
using mimetic discretizations. 

1.5.1 Stokes problem 

The incompressible Stokes problem for the vector field u and the scalar pressure field 
p is given by 

-div(v8(u)) + Vp = b inQ, (l.23) 

divu = 0 inQ, (l.24) 

u=!f onrD, (1.25) 

v8(u).n=gN onrN, (1.26) 

where b is the forcing term, v > 0 is the fluid viscosity, gD and gN are boundary data, 
and 8( u) is the symmetric strain tensor, 

1 
8(U) = 2"(Vu+(Vu{). 

Let us consider the functional space V = (HI (Q))d, space 

VgD = u E V such that u = gD on r D }, (1.27) 

and the subspace Vo c V obtained by setting g = 0 in the definition above. We assume 
minimal regularity of input data. 

("4) The vector-valued function b belongs to the dual of Vo, the vector-valued 
function gN belongs to the dual of (H~62(rN))d, and gD E (HI/2(rD))d. For a 
pure Dirichlet problem (rN = 0), gD must also satisfy the compatibility condition 

r gD.ndS=O. Jr 
The space Q of admissible pressures depends on the Neumann boundary condi­

tion: 

(1.28) 

where we denote 

Multiplying equations (l.23)-(l.24) by the test functions v E Vo and q E Q, re­
spectively, and integrating by parts yields the variational formulation: 
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Find U E VgD and p E Q such that 

10 VE(U): E(V) dV - 10PdiVVdV = (b, vrzn + (rf'I, VlrN \tv E Vo, (1.29) 

10 qdivudV = 0 \tqE Q, (1.30) 

where the double dot":" stands for the standard contraction operator between ten­
sors. The Dirichlet condition (1.25) is taken into account as the essential boundary 
condition by seeking the velocity in space VgD. The terms on the right hand side rep-

resent duality products, but in the case b E (L 2 (Q) ) d and gN E (L 2 (rN) ) d their can 
be written as regular integrals. 

Let us assume that meas( rD) > 0 and v is bounded from below by a positive con­
stant. Then, due to Korn's inequality, see for instance [116], we have the coercivity 
of the bilinear form above over the space Vo: 

10 VE(V) :E(v)dV ~ allvll~I(Q) \tv E Vo, (1.31) 

where a is a positive constant. Moreover, the following inf-sup condition holds, see 
[184]. There exists a positive constant f3 such that for every q E Q it is possible to 
find v E Vo that satisfies 

and (1.32) 

The above coercivity and inf-sup conditions are sufficient for proving the existence 
and uniqueness of the solution of (1.29)-(1.30). Moreover, we have the following 
regularity result, see [224]. 

Theorem 1.2. Let Q be a convex domain. Furthermore, let b E (L 2 (Q) ) d and the 

boundary data gN E (Hl/2(rN))d, gD E (H3/2(rD)(. Then,solutionu E (H2(Q)(, 
P E HI (Q), and there exists a positive constant C = C(Q) such that 

The Stokes problem is very similar to the displacement-pressure formulation of the 
incompressible linear elasticity problem, which is considered in the next section. 

1.5.2 Linear elasticity problem 

Let domain Q represent an elastic body that is blocked on a part of the boundary 
rD C dQ and is free on the remaining part rN. We assume that meas(rD) > 0 in 
order to eliminate the rigid body motions. Then, following the classical theory of 
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linear elasticity (see, e.g., [115]), the deformation of Q is governed by 

eJ = CCe(u) inQ, (1.33) 

-diveJ=b inQ, (1.34) 

u=!f onrD , (1.35) 

eJ·n=!f onrN , (1.36) 

where eJ is the stress tensor, b the external loading term, u the displacement vector, 
CC the tensor of elastic moduli, gD the boundary displacement, and gN the boundary 
force. 

In general, CC can be a full forth-order tensor; however, many materials are de­
scribed by the two Lame parameters t1 and A. In this case, 

CCe(u) = 2t1e(u) +Atr(e(u))II 

where II is the second-order identity tensor, and tr is the trace operator. 
We make the following assumptions. 

(HS) The material functions t1(x) and A(X) belong to L=(Q) and there exist two 
positive constants /-4, t1* such that /-4 ::; t1(x) ::; t1* on Q. 

("6) The boundary functions gD and gN belong, respectively, to (HI /2(rD)) d and 

the dual of (H662 (rN){ The load function b belongs to (L2(Q))d. 

Let us define the following space of stress tensor fields: 

The space Hdiv (Q; 0) is derived from the previous definition by setting g = O. A 
mixed weakly symmetric formulation of problem (1.33)-(1.36) reads: 

Find (eJ,u,s) EHdiv(Q;~) x (L2 (Q))d x (L2 (Q))d such that: 

r CC-ieJ:-rdV+ r u.div-rdV+ r s.as(-r)dV=(!f,-r.n;r; in in in D 

10 diveJ·vdV= (b,v~ 

10 as ( eJ) . q dV = 0 

\/-r E Hdiv (Q; 0), (1.37) 

(1.38) 

(1.39) 

In three dimensions, the anti-symmetry operator as : m;.3x3 ----) m;.3 is defined by 

(1.40) 
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where the subindices indicate components of the tensor. In two dimensions, as be­
comes a scalar operator, as (1') = 1'12 - 1'21. 

The bilinear form In c- I (J': 'r dV is symmetric and L2-positive definite since 

-I 1 A 
C 'r = -1' - ( dA) tr ('r)II. 

2j1 2j1 2j1 + (1.41) 

In the limiting case of an incompressible material, when A ---+ +00, the coercivity on 
the whole space of tensors is lost and holds only on the subspace of traceless tensors. 
Under assumptions ("4)-("5), problem (1.37)-(1.39) is stable; thus, its solution ex­
ists and is unique (see, for instance, [30, Theorem 2.1 D. Moreover, the following 
regularity result holds [116]. 

Theorem 1.3. Let domain Q be convex and the material data j1,A E WI'=(Q). Fur­

thermore, let the load bE (L2(Q))d and the boundary data gN E (HI/2(rN))d, 

gD E (H3/2(rD)(. Then, for the solution of problem (1.37)-(1.39) we have (J' E 

(HI (Q))dXd, U E (H2(Q))d, ands E (HI (Q)l. Moreover, there exists a positive 
constant C = C( Q , j1, A) such that 

Note that there exists a different variational formulation of continuum equations 
(1.33)-(1.36) that shows strong connection with the Stokes problem. Let assumption 
(H4) of Sect. 1.5.1, and assumption (H5) of this section hold. Let the spaces VgD, 

Vo, and Q be defined as in Sect. 1.5.1. Substituting (1.33) into (1.34), introducing the 
pressure 

p = Atr(e(u)) = Adivu, (1.42) 

and then following the same steps as for the Stokes problem, we obtain a displace­
ment-pressure variational problem: 

Find u E VgD and p E Q such that 

in 2j1£(u) :£(v)dV - LpdivVdV = (b, vt42 + (gN, V)pv \Iv E Vo, (1.43) 

r qdivudV -A -I r pqdV = ° \lq E Q. (1.44) In In 
The above problem resembles to the variational formulation of the Stokes problem. 
Indeed, in the case of incompressible elasticity, A = +00, the corresponding integral 
disappears and the two problems become essentially identical. The stability and reg­
ularity results for the Stokes problem hold also for problem (1.43)-(1.44). 

Although formulation (1.43)-(1.44) is equivalent to (1.37)-(1.39), their discretiza­
tions will lead to different schemes. 
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1.5.3 Reissner-Mindlin plate bending problem 

Consider an elastic plate Q x ( - &' &) of thickness t such that 0 < t <::: diam( Q). The 
two-dimensional domain Q represents the midsection of the plate. The deformation 
of this plate is described by the Reissner-Mindlin model [275,306] using three un­
knowns: the rotations 13 = (131 ,f32) of fibers that are initially normal to plate's mid­
surface, the scaled shear stresses y = (YI, Y2), and the transverse displacement w. 
Assuming for simplicity that the plate is clamped on its whole boundary dQ, we 
have the following equations: 

-divCe(f3)-y=o in Q, 

-div(y) = b in Q, 

y= Kt-2 (Vw-f3) in Q, 

13 = 0 on dQ, 

w=O on dQ, 

where C is the tensor of bending moduli, 

E 
C1':= ( 2) ((I-v)1'+vtr(1')II), 

12 1- v 

(1.45) 

(1.46) 

(1.4 7) 

(1.48) 

(1.49) 

with E > 0 being the Young modulus and 0 < V < 1/2 being the Poisson ratio for 
the material. 

To write a variational formulation of this problem,we first introduce an elliptic 
bilinear form 

a(f3, fJ):= r Ce(f3) :e(fJ)dV 
.JQ 

= (E 2) r ((1- V)e(f3) :e(fJ) + vdivf3divfJ) dV, 
121-v.JQ 

where e is the two-dimensional strain tensor defined by 

C,' .(a) = ~ (df3j + df3i ) , 
<0] P 2 dx dx. 1 <::: i,j <::: 2. 

1 ] 

We make the following assumption. 

(H7) The load b is in H- 1 (Q), the dual of H6 (Q). 

For notation's convenience, we introduce a tensor-product space £ = 
(H6 (Q)? x H6 (Q). Then, a variational formulation of problem (1.45)-(1.49) reads: 
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Find (fJ, w) E £ and r E (L2(Q)? such that 

a(fJ, 1]) + r r· (Vv-1])dV = (b, ven 
.fa 

10 (Vw- fJ)· ~dV _1(-lP 10 r· ~dV = 0 

1 Model elliptic problems 

\f(1],v) E £, (1.50) 

(1.51) 

where 1( = aE /2(1 + v) is the shear modulus using the correction factor a, which 
equals to 5/6 for clamped plates. There exists a unique solution to the above problem 
and the following regularity result holds [117,133]. 

Theorem 1.4. Let Q be a convex polygon. Then, for any t E (O,diam(Q)] and bE 
L2(Q), the components of the solution (fJ, w) to (1.50)-(1.51) are in H2(Q) while 
the components ofr are in HI (Q). Moreover it holds 

(1.52) 

where C is independent oft. 

We must observe that the clamped boundary conditions play an important role in 
the regularity result above. Indeed, there are different sets of homogeneous boundary 
conditions which generate layers in the rotation variable such that the solution fJ is 
not guaranteed to lay in H2(Q) even for regular problem data. For example, this 
happens when a part ofthe boundary is set free (see, for instance, [32]). 

1.5.4 Magnetostatics problem 

Magnetostatics studies magnetic fields in systems where the currents are either con­
stant in time or do not alternate rapidly. Magnetostatics is widely used in micromag­
netics to model magnetic recording devices. 

Let H be the magnetic field intensity and J the divergence-free current density. 
The mathematical formulation of magneto statics has a form of a div-curl problem: 

curlH=J inQ, 

div(J.LH) = 0 in Q, 

H x n = g' on r, 

(1.53) 

(1.54) 

(1.55) 

where J.L is the magnetic permeability tensor and g' is a vector-valued boundary func­
tion. The tensor coefficient J.L may be discontinuous. However, the tangential com­
ponent of H and the normal component of J.LH are continuous across discontinuity 
interfaces of J.L. 

From a physical standpoint, the domain Q should be the whole three-dimensional 
space, and the magnetic field should satisfy a radiation condition such as H ---) 0 
at infinity. In practice, we assume that Q is a bounded, simply connected, polyhe­
dral domain with a Lipschitz boundary r, and replace the radiation condition by the 
Dirichlet boundary condition (1.55). 
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Condition (1.54) allows us to introduce the vector potential u such that curl u = 
.uH. The choice of u is not unique as we can always add the gradient of any scalar 
function without changing H. Thus, to obtain a weak formulation that admits a unique 
solution, we consider the Coulomb gauge, which leads to a divergence-free vector 
potential. More precisely, we require that the vector field u be the solution of the 
following set of equations: 

curl(.u-IcurlU) = J inQ, (1.56) 

divu = 0 inQ, (1.57) 

uxn=g in r. (1.58) 

We derive the variational formulation for this problem in the following steps. First, 
we introduce a Sobolev space 

(1.59) 

and an affine space of admissible weak solutions 

Hg(curl,Q) = v E H(curl,Q): v x n = g on r}. (1.60) 

We do not explicitly require that the vector fields in Hg( curl, Q) be divergence-free. 
Instead, we will take into account the solenoidal constraint (1.57) through the intro­
duction of the Lagrangian multiplier p, which belongs to the Sobolev space HJ (Q). 
We make the following assumptions. 

(H8) The magnetic density tensor .11 is a bounded, measurable, and symmetric 
tensor. Moreover, .11 is strongly elliptic, see (HI) for more detail. 

(H9) The external current field J is in the dual of Ho (curl, Q). The boundary func­
tion g E (H-1/ 2 (div,r)). 

The variational formulation of problem (1.56)-(1.58) reads: Find u E Hg(curl, Q) 
and p E HJ(Q) such that 

r .u-Icurlu. curlvdV + r V· VpdV = (J, ven \Iv E Ho(curl,Q), In In (1.61) 

ku.VqdV=O \lqEHJ(Q). (1.62) 

Under assumptions (H8)-(H9), the well-posedness of (1.61)-(1.62) can be proved 
in the framework of Brezzi-Babuska theory for saddle-point problems. A regularity 
results for the present problem can be found for instance in [11]. 

1.6 Polyhedral meshes 

Large part of this book is devoted to solving elliptic PDEs in three dimensions using 
polyhedral meshes; however, developed schemes can be readily applied in two di-



34 1 Model elliptic problems 

mensions using polygonal meshes. Note that tetrahedral and hexahedral meshes are 
just subsets of polyhedral meshes. 

1.6.1 Mesh shape regularity 

Convergence analysis of mimetic discretizations is performed on a sequence of shape 
regular polyhedral meshes {Qh} h where h is the diameter of the largest element in 
Q h and h ----+ O. A polyhedron P is a closed domain in three dimensions with flat faces 
and straight edges. A shape-regular mesh satisfies the following minimal assumptions 
introduced originally in [84]: 

(MR) [Shape-regularity 1 There exist two positive real numbers ,AI's and Ps such 
that every mesh Qh admits a conforming sub-partition T h into shape-regular tetra­
hedra such that 

• (MRl) every polyhedron P E Q h admits a decomposition Thlp made ofless 
than JVs tetrahedra that includes all vertices of P; 

• (MR2) each tetrahedron T E Th is shape-regular: the ratio ofradius rT of the 
inscribed sphere to diameter hT is bounded from below: 

(1.63) 

Remark 1.3. We point out that only existence of a tetrahedral partition This required, 
a fact that can be easily verified in most cases. 

Assumptions (MRI )-(MR2) impose weak restrictions on the shape of admissible 
elements in order to avoid various pathological situations such as slivers and needles. 
Nonetheless, the meshes of {Qhh may contain very generally shaped elements, for 
instance, non-convex or degenerate elements. Two examples of shape-regular poly­
hedra are shown in Fig. 1.2. 

We denote the faces of polyhedron P by f, its edges bye, and its vertices (also 
called nodes) by v. Let IPI, If I and lei denote the volume of P, area off, and length 
of e, respectively. We indicate with he, hf' hp the diameter of edge e, face f and poly­
hedron P, respectively. 

Fig. 1.2. Shape-regular convex (left) and degenerate non-convex (right) polyhedra 
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Let Of be a unit nonnal vector to face f fixed once and for all, and 't'e be a unit 
tangent edge vector with a priory fixed orientation. Let Xp be the centroid of polyhe­
dron P. Similarly, we define centroids Xf and Xe for face f and edge e, respectively. 
Finally, Xv is the coordinate vector of node v. 

We denote the sets of mesh nodes v, edges e, faces f, and polyhedra P by Y, 6', §, 

and 9, respectively. Let 2 be one of these sets. We define the subsets 2(P), 2(f), 
and 2( e), which are formed by the mesh objects of 2 that are related, respectively, 
to polyhedron P, face f, and edge e. When the argument has a higher topological 
dimension, the resulting set 2(P), 2(f), or 2(e) is the collection of mesh objects 
that belong to the boundary of P, f, and e, respectively. For example, 6'(P) denotes 
all the edges fonning the boundary of polyhedron P. When the argument has a lower 
topological dimension, the resulting set 2(f), 2( e), or 2(v) is the collection of mesh 
objects sharing face f, edge e, or node v, respectively. For example, 9( e) denotes all 
polyhedra sharing edge e. When the topological degrees are the same, we consider the 
subset of items that are connected in some sense to the argument. For example, 6'( e) 
is the set of edges sharing at least a node with e. In the following we will also make 
use of the more intuitive boundary symbol in order to indicate sub-sets of vertexes, 
edges or faces. For instance {v LEdP indicates the set of vertexes of polygon P, the 
symbol {e }eEdf denotes the set of edges pertaining to face f, and so on. Finally, the 
symbol #2( cr) where cr may be v, e, f and P is the cardinality of set 2( cr), i.e., the 
number of objects that are in this set. For example, #6'(P) is the number of edges of 
polyhedron P. 

Assume for a moment that each polyhedron P is star-shaped with respect to a 
point xp E P, and each face f is star-shaped with respect to a point Xf E f. These 
points mayor may not coincide with the corresponding centroids. Then, we say that 
the sub-partition This simple if it is built in the following way. First, each face f 
is subdivided into triangles by connecting each vertex v E Y(F) with the point Xf. 

Second, each element P is decomposed into tetrahedra by connecting each vertex v 
of P and each point Xf, f E §p, with the point xp. 

In certain cases, assumption (MR) can be made stronger by adding the following 
condition: 

(MR3) each polyhedron P is star-shaped with respect to a point xp E P, and each 
face f is star-shaped with respect to a point Xf E f. Moreover, the tetrahedral sub­
partition This simple. 

This assumption imposes additional constraints on the shape of mesh elements 
with respect to assumptions (MRI )-(MR2). Still, the family of admissible meshes re­
mains significantly large to meet demands of engineering applications. Later, in anal­
ysis of mimetic discretizations, we will use either the minimal assumptions (MRl)­
(MR2) or the expanded assumptions (MRl)-(MR3). 

Remark 1.4. Another set of mesh assumptions can be found in the literature on mime­
tic discretizations, for example, in [90]. Although these assumptions seem more com­
plicated, it is possible to prove that they are equivalent to assumptions (MRI )-(MR3), 
see, e.g., [41]. Therefore, we do not list them here. 
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1.6.2 Consequences of the mesh regularity assumptions 

The regularity assumptions (MRl )-(MR2) lead to a few useful consequences. These 
consequences are not necessary for understanding the mimetic method, but will be 
extensively used in the theoretical derivations of the subsequent chapters. 

(Ml) There exist two positive integers .A/T and JVrf depending only on JVs such 
that every element P has at most JVT faces, and every face f has at most JV6 
edges. 

(M2) For every element P E Qh, all the related geometrical quantities scale in a 
uniform way. More precisely, there exists a constant a* depending only on JVs 
and Ps such that for all faces fEd P and all edges e E d P it holds 

and 

(M3) There exists a constant b* depending only on JVs and Ps such that for all 
P E Q h and all T E T hlp it holds 

(M4) [Agmon inequality] There exists a constant CAgm independent of hp and such 
that: 

L IIIPlli2(f) <::: CAgm (hpIIIIPlli2(P) +hp IP ~l(P)) 
fEdP 

(l.64) 

for any function IP E HI (P). 

(MS) [Approximation estimates] Let mEN. Then, there exists a constant cll1t 

independent of hp such that for any function q E H '+ I (P) with s E ~ and 0 <::: s <::: m 

there exists an approximating polynomial q~m) E lP m(P) such that 

lsi 
II (m) II '" hk I (m) I 111/hs+1 1 I q-qp L2(P)+L. pq-qp Hk(P)<:::C p qHs+l(p), (l.65) 

k=! 

where [s] is the integer part of s. 

Property (Ml) follows immediately from assumption (MRl) by observing that 
each edge (respectively, face) of P is the union of edges (respectively, faces) of at 
most JVs tetrahedra. 

The upper bounds on area and volume in property (M2) follow from the definition 
of hp. Since the sub-partition Th is shape regular (assumption (MRl)) and the number 
of tetrahedra in T hlp is bounded by JV"', there exists a constant C* depending only 
on JVs and Ps such that 

min hT::;:' C* max hT. 
TEThlp TEThlp 
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Since 
hp ::; L hT::; oks max hT, 

TEThlp TEThlp 

property (M3) follows immediately with b* = e;l JV.,. After that, the remaining 
inequalities in (M2) follow from (M3). For instance, 

IPI >_ okS min T > 4nJVs r3 > 4nok sp} h3 > 4np}e~ h3 
TEThlp - 3 T' - 3 T' - 3(JVs)2 p, 

where T' denotes the tetrahedron with the smallest diameter. A similar set of in equal­
ities is obtained for f . Finally, the constant a* is defined as the smallest one in all 
inequalities. 

Property (M4) is a scaled trace inequality, and is well known to hold for shape 
regular meshes made of tetrahedra, see for instance [7,28, 78]. Since This shape 
regular, we have that, for all T E T h, 

with e independent of the particular T. Due to (M3), the above bound can be written 
as 

(l.66) 

with a different e, still independent of T. Therefore, property (M4) follows from 
(l.66) by simply observing that the union of all faces f in dP is a union of faces of 
tetrahedra in T h, and thus 

which immediately gives the desired result. 
The proof of property (MS) is more involved. Indeed, the approximation result 

(l.65) is well known for star-shaped elements, see for instance [78, Lemma 4.3.8]. 
Since, accordingly to (MR), the polyhedron P may be not star shaped, the approx­
imation bound must rely on more general results in [149]. We derive them here in 
the version of [17] which better adapts to our situation. In order to keep the notation 
simpler in the following developments, we will use symbol HO for the L2 space. We 
start with the following result. 

Lemma 1.1. Let Wh be a connected conforming mesh of N shape regular tetrahedra 
satisfYing the regularity condition (l.63) and W = UTEwhT. Furthermore, let k and 
m be non-negative integer numbers. Then, there exists a constant e' = e' (ps,N,m,k) 
such that 

I (m)1 <e'l (m)1 q Hk(w) - q Hk(T) (l.67) 

Proof We only sketch the proof. Given N, there exist a finite number of possible con­
nectivity configurations of the tetrahedra in Wh. Therefore, there exist a finite number 
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of reference meshes Wh such that each admissible mesh OJh can be mapped into a 
reference mesh. Since both norms in (1.67) have the same kernel and the space lP m 

is finite dimensional, there exists a constant C" = C" (N, m, k) such that the lemma is 
true on all reference meshes. Then, the lemma follows easily from a scaling argument 
since all the maps have bounded norms due to the mesh regularity of OJh. D 

Consider an element P E Qh. Let k,m E N be non-negative integers and s E JR., 
0::; s::; m. We prove property (MS) by induction on the number N of tetrahedra in 
T hlp. Recall that N is bounded by .ks of Assumption (MRl). We start observing 
that, if Tl and T2 are two tetrahedrons (of a shape regular family of meshes) which 
share one face, then the union U = TI U T2 is star shaped with respect to a ball. More­
over the ratio of the radius of such ball divided by the diameter of U is uniformly 
bounded from below. Such result is easy to check and we do not prove it here. As a 
consequence, for any U = Tl U T2 we can apply the well known interpolation bound 
on star shaped domains, see for instance [115]. For all q E H,+I (U), there exists 
q(m) E lPm(U), such that 

h'Ulq - q(m) IHk(U) ::; Cuhft 1 lqlHS+l (U), (l.68) 

with Cu = Cu(k,m,s,ps) and where Ps is the shape regularity constant appearing 
in (MR2). Furthermore, the same result obviously applies if U is a single tetrahe­
dron. Thus we obtained that, if N = 1 or 2 the bound in (1.65) is proved with C inl = 

([s] + 1 )Cu. We now assume that (1.65) holds for meshes of up to N tetrahedra (with 
a constant C depending only on k,m,s,ps, and N). Let Thlp be composed of N + 1 
tetrahedra. Let T 1 be any tetrahedron from T hlp and let T 2 be any other tetrahedron 
from T hlp which has a common face with T I. Then, we consider the following two 
subsets of P 

It is clear that AU B = P and An B = h By the induction hypothesis, the interpola­
tion result (l.65) is true for both A and B. Given any q E H s+1 (P), let q~m) and q1m) 
in lP m( T) be the interpolation polynomials for q on subsets A and B, respectively: 

hkl (m)1 hs+11 I Aq-qA Hk(A)::;C A qH,+l(A)' 

Using property (M3), we obtain 

h% Iq - q~m) IHk(A) ::; Cltp+1IqIHs+l (A)' h% Iq - q1m) IHk(B) ::; Cltp+1IqIHs+l (B) (l.69) 

with another constant C depending only on k,m,s,ps, and fis. By the triangle in­
equality, one easily gets 

(1.70) 

For the last term above, we apply Lemma l.1 (with OJ = Band T = T2) and then the 
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triangle inequality to obtain 

I (m) (m)1 C'I (m) (m)1 
qA - qB Hk(B):::; qA - qB Hk(T2) 

:::; C' (Iq~m) - qIHk(T2) + Iq - q1m) IHk(T2)) 

:::; C' (Iq~m) - qIHk(A) + Iq - q1m) IHk(B))· 

Combining (l.70), (l.7l) and the interpolation bounds (l.69) yields 

htlq-q~m)IHk(p) :::; V2(1 +C')Ckp+1 IqIHs+l(P)' 

which implies property (MS). 

1. 7 Polygonal meshes 
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(l.7l) 

A two-dimensional polygonal mesh is a collection of polygons. The notation for the 
polygonal meshes is essentially equivalent to that for polyhedral meshes. Therefore, 
we stress only important differences. 

The sets 9, g, Y represent the sets of mesh polygons (also called elements), edges 
and vertices, respectively. Throughout the book we will use both terms, face and edge, 
to denote an edge of a polygon; however, the selected term will remain consistent 
across each chapter. Therefore, the set go; is the same as the set g. 

Assumptions (MRI )-(MR3) are easily adjusted to polygonal meshes. A sub-parti­
tion T h into tetrahedra becomes a sub-partition into triangles. In the case of (MR3), 
a simple sub-partition Th is obtained in one step by connecting each vertex v EYp 

to the point xp, see Fig. 1.3. Hereafter, we will refer to Assumptions (MRI )-(MR3) 
for analysis of both polygonal and polyhedral meshes. 

Among properties (Ml)-(MS), only the second one has to be modified slightly. 
Introducing the space dimension constant d (d = 2 in 2-D and d = 3 in 3-D), we 
reformulate this property as follows. 

Fig. 1.3. Examples for simple paliitions of shape-regular polygons 
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(M2) For every element P E Qh, the related geometrical quantities are uniformly 
bounded from above and below. More precisely, there exists a constant a* de­
pending only on JVs and Ps such that, for all faces f E JP and all edges e E JP, 
it holds 

a hd - I < If I < hd - I * P - - p , 

and 

Hereafter, we will refer to properties (Ml), modified (M2) and (M3)-(MS) for anal­
ysis of both polygonal and polyhedral meshes. 



2 

Foundations of mimetic finite difference method 

"The higher your structure is to be, 
the deeper must be itsfoundation. " 

(Saint Augustine) 

The mimetic discretization technology relies on a discrete vector and tensor calculus 
(DVTC) that deals with discrete fields and discrete operators. The DVTC makes it 
possible to reproduce (or mimic) fundamental identities of continuum calculus, such 
as kernels of operators (see Sect. 2.6) and the Helmholtz decomposition theorems 
(see Sect. 2.7), in the discrete framework. It also guarantees symmetry and positivity 
of discrete operators when these properties hold for the corresponding differential 
operators. 

The DVTC can be built in an abstract form by exploiting duality relationships be­
tween pairs of differential operators. In such construction, we first derive one discrete 
operator, called the primary operator, from first principles and then built the other 
one, called the derived operator, through a discrete analog of the integration by parts 
formula. 

To define the primary operators, i.e., gradient, divergence and curl, we consider 
their coordinate invariant formulations: 

(2.1) 

r (curlu). 0 dS = r U· 'rdL, is las (2.2) 

r divudV=j' u·odS, iv dV 
(2.3) 

where 'r is the unit vector tangent to either a curve connecting points Xa and Xb or a 
polygonal boundary d S, 'V p. 'r is the directional derivative of the scalar field p along 
such curves, and 0 is the unit normal vector to the surface S or dV (see Fig. 2.1). 

Equations (2.1 )-(2.3) are different forms of the Stokes theorem. They suggest a 
naturally choice for degrees of freedom and their relations with various mesh ob­
jects such as vertices, edges, faces and cells. Note also that (2.2) requires a proper 
orientation of the normal and tangent vectors. 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_2, © Springer International Publishing 
Switzerland 2014 
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n 

Fig. 2.1. Domain with a smooth boundary 

The duality relations for the first-order differential operators are given by Green's 
formulas: 

r pdivudV=- r V'p·udV+ r p(u·n)dS, (2.4) k k ho 

r u.divO'dV=- r V'u.O'dV+ r u·(O'·n)dS, (2.5) .Jo .Jo ho 

r u.curlvdV= r (curlu).vdV+l (uxv)·ndS. (2.6) .Jo .Jo dO 

To ease the presentation, we assume that the boundary integrals in (2.4)-(2.6) are 
zero, i.e. the functions satisfy proper boundary conditions. This assumption is quite 
natural when we deal with partial differential equations with (essential) homogeneous 
boundary conditions. For example, if p E HJ (Q) in the first formula, u E (HJ (Q))d 
in the second formula, and u E Ho ( curl, Q) in the third formula, we obtain: 

r pdivudV=- r V'p.udV, .Jo .Jo (2.7) 

r u. div 0' dV = - r V' u . 0' dV, 
.Jo .Jo (2.8) 

r u. curl v dV = r (curl u) . v dV. .Jo .Jo (2.9) 

Remark 2.1. Inhomogeneous boundary conditions can be treated by extending the 
first-order operators to the boundary, see, for instance, [206]. The DVTC that results 
from this approach is different. 

In the mimetic approach, a problem coefficient is combined with a differential 
operator and the two are discretized simultaneously. For example, let K be a positive 
definite tensor. Formula (2.7) is obviously equivalent to 

(2.10) 
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Relation (2.10) is a duality relation between the two first-order operators div and K V 
if we interpret the volume integral in the right-hand side as a weighted inner product 
for vector fields with K- i as the weight. The discrete analogs of such operators will 
satisfy a similar duality relation with respect to the discrete analog of this weighted 
inner product. 

Let §: S ----) S * represent the operator in the left-hand side of formulas (2.7)-(2.9). 
Then, the operator in the right-hand side is its dual §*: S * ----) S, and the formulas 
can be written in the abstract form 

[§U, v]s* = [u, §*v] 5 , \lUES, vES*, (2.11 ) 

where brackets indicate inner products in the corresponding spaces. These inner prod­
uct may be occasionally weighted by the problem coefficients. 

Let §h be the discrete analog of § acting from the discrete space Shinto the 
discrete space S h . We assume that the spaces Shand Share equipped with the inner 
products [', ']Sh and [', ']Sh' Then, the duality relationship 

(2.12) 

defines the unique operator §;. This discrete dual operator has a number of important 
properties. By taking Vh = §h Uh we obtain the following inequality: 

(2.l3) 

If one enriches the discrete spaces Shand S h by adding more degrees of freedom 
and modifies accordingly the primary operator §h, implicit definition (2.12) gives 
a new dual operator §;, the derived operator, for which inequality (2.l3) holds. If 
one chooses different inner products, definition (2.l2) gives again a consistent dual 
operator. For this reason, the arising discrete systems always preserve symmetry and 
positivity properties of continuum problems. 

2.1 Degrees of freedom and discrete fields 

We define a discrete field as a collection of degrees of freedom. We consider four dif­
ferent types of discrete fields defined by the degrees of freedom associated with four 
different mesh objects: vertices, edges, faces, and elements. A natural enumeration 
of mesh objects allows one to write a discrete field as an algebraic vector of degrees 
of freedom. 

• A vertex-based discrete field Ph is defined by attaching one number Ph.v (we shall 
write simply Pv) to each mesh vertex v. The discrete field Ph can be often inter­
preted as an approximation of a continuous scalar function p(x) at mesh vertices, 
e.g. Pv = p(xv). 

• An edge-based discrete field Uh is defined by attaching one number Uh.e (we shall 
write simply ue ) to each mesh edge e. The discrete field Uh can be often interpreted 
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as an approximation of the tangential component of a vector function U (x) on mesh 
edges. 

• A face-based discrete field Uh is defined by attaching one number UhJ (we shall 
write simply Uf) to each mesh face f. The discrete field Uh can be often interpreted 
as an approximation of the normal component of a vector function u(x) on mesh 
faces. 

• An element-based discrete field Ph (also called a cell-based discrete field) is de­
fined by attaching one number Ph.P (we shall write simply pp) to each mesh el­
ement P. The mesh element function Ph can be often interpreted as an approx­
imation of a continuous scalar function p(x) at centers of mesh elements, e.g. 
pp = p(xp). 

Hereafter, we denote continuous and discrete scalar fields by letters in a normal 
font (e.g. pressure p(x) and Ph), and continuous and discrete vector and tensor fields 
by letters in a bold font (e.g. velocity u(x) and Uh). 

Let'f!/" rfih, §h, and 917 denote the sets of vertex-based, edge-based, face-based, 
and element-based discrete fields, respectively. The isomorphism between discrete 
fields and algebraic vectors can be used to define the linear operations on a set of 
discrete fields. For instance, the sum of two discrete fields Ph, qh E 917 is defined via 
the sum of the two corresponding vectors. In this way, every set of discrete fields is 
given the algebraic structure of a linear space. Later, we will refer to 1/" rfih, §h, and 
917 as linear vector spaces. 

Let Yh denote anyone of the spaces'f!/" rfih, §h, or 917. We will write dim(Yh) 
for the dimension of space Yh. 

The discrete fields are illustrated in Fig. 2.2 for a single prismatic mesh element. 
Restriction of a vertex-based function to this element is marked with dots. Restric­
tions of an edge-based and a face-based functions are marked with arrows. 

Remark 2.2. Additional properties will be assigned later to discrete fields, so that 
various mathematical operations will be well defined. For instance, an element-based 
function Ph can be defined to be constant inside each element, so that its point-wise 
value will be well defined for every interior point of every mesh element. Similarly 
a face-based function can be defined to be constant over each mesh face. This is one 
of the reasons why we prefer to work with discrete fields rather than with algebraic 
vectors of degrees of freedom. 

Throughout the book we will use restrictions of discrete fields to a submesh or a 
single element. A restriction of a generic discrete field Sh E ,5/'17 to a geometric object 
Q is denoted by shlQ (or simply by sQ). A few examples are given below. 

• Let vh E 0/,. Then, vh If = (Ve)eEdf denotes the subset of degrees of freedom Ve 
attached to the edges e that form the boundary offace f. Let rfihJ denote the set of 
restrictions vhlf for all edge-based discrete fields. 

• Let vh E 0/,. Then, vhlP = (Ve)eEdP denotes the subset of degrees of freedom Ve 
attached to the edges e that form the boundary of element P. Let rfih.P denote the 
set of restrictions Vh IP for all edge-based discrete fields. 
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(a) (b) 

(c) (d) 

Fig. 2.2. Plot (a) shows a node-based discrete field; plot (b) shows an edge-based discrete 
field, the alTOWS indicate the local orientation of the edges; plot (c) shows a face-based discrete 
field, the arrows indicate the local orientation of the faces; plot (d) shows a cell-based discrete 
field 

• Let Vh E §h. Then, Vh IP = (Vf )fEdP denotes the subset of degrees of freedom Vf 

attached to the faces f that form the boundary of element P. Let §h.P denote the 
set of restrictions vhlP for all face-based discrete fields. 

Using the isomorphism with a space of algebraic vectors, each space (0"h.f, 0"h.P, and 
§h.P) may be given the algebraic structure of a linear space. Later, we will refer to 
0"h.f, 0"h.P, and §h.P as linear vector spaces. 

Remark 2.3. Up to a suitable rescaling of the quantities defined above, it is possible 
to re-interpret the entire setting in terms of co-chains [33], i.e., 3-D discrete k-forms, 
where k = 0 corresponds to 11" k = 1 to 0"h, k = 2 to §h, and k = 3 to [lI'h. Although 
the algebraic topology is a very powerful framework, we do not pursue anymore such 
topic. 

2.2 Discrete spaces and projection operators 

The projection operators translate the spaces of sufficiently smooth scalar or vector­
valued functions into the discrete spaces'f!/" 6/" §h, and [lI'h. In other words, they 
return discrete approximations of continuum scalar and vector fields. In the language 
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of differential forms, the projection operators correspond to the De Rham projection 
operators. 

We denote the projection operators by the generic symbol nY. The restriction 
of n Y to a specific mesh object Q is denoted by nc{, where Q can be a single 
mesh element. The projection operators satisfy the commuting diagram property of 
Lemma 2.2 that involve the differentiation operators V, curl, div and their discrete 
counterparts V h, curlh' divh. 

The vertex projection operator 

Let p(x) be a sufficiently regular scal~ function so that we can take its pointwise 
values, for example P E HI (0.) n CO(0.). Its approximation Ph E .'fih is obtained by 
applying the vertex projection operator n'F: 

(2.14) 

where'Y is the set of mesh vertices. Obviously, the dimension ofspace'fih is equal to 
the number of mesh vertices. The local projection operators n~ (p) for Q E {v, e, f, P} 
are defined similarly: 

r nQ (p) = (PV)VEQ' 

F or example, n~· (p) is a discrete field in 11" P defined at vertices of element P. For 
a cubic cell, the dimension of'fih.p is eight. 

The edge projection operator 

Let u(x) be a sufficiently regular vector-valued function, so that the integrals of its 
tangential component are well defined along the mesh edges. Its approximation Uh E 

0'h is obtained by applying the edge projection operator n 6 : 

Uh = n 6 (u) = (Ue)eEr\, Ue = ,~,l U ''r:edL, (2.15) 

where 0' is the set of mesh edges. Obviously, the projector is surjective and the di­
mension of space 0'h is equal to the number of mesh edges. We recall that 'r:e denotes 
the unit vector parallel to edge e. The orientation of'r:e is fixed once and for all. The 
local edge projection operators n8 (q) for Q E {v, e, f, P} are defined similarly: 

For example, nS (u) is a discrete field in 0/1,P defined on the edges of element P. For 
a cubic cell, the dimension of 0/"P is 12. 

The face projection operator 

Let u(x) be a sufficiently regular vector-valued function, so that the integrals of its 
normal component are well defined on the mesh faces. For example, u can be taken 
in the Sobolev space (Ls (0.)) d, s > 2, with divergence in L2 (0.). Its approximation 
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Uh E §h is obtained by applying the face projection operator n Y : 

(2.16) 

where § is the set of mesh faces. Obviously, the projector is surjective and the di­
mension of space §h is equal to the number of mesh edges. We recall that Of is the 
unit vector orthogonal to face f. The orientation of Of is fixed once and for all. The 
local face projection operators n& (u) for Q E {e, f, P} are defined similarly: 

For example, nt(u) is a discrete field in §h,P defined on the faces of element P. 
For a cubic cell, the dimension of §h,P is six. 

The cell projection operator 

Let p(x) be a sufficiently regular scalar function, so that its integrals on compact 
subsets of Q exist, for example pEL I (Q). Its approximation Ph E f!JJh is obtained 
by applying the cell projection operator n')': 

Ph =nY'(p) = (PP)PEY" pp = I~I ~PdV, (2.17) 

where f!JJ is the set of mesh elements. The dimension of f!JJh is equal to the number 
of the mesh cells. 

2.3 Primary mimetic operators 

The primary mimetic operators are the discrete gradient operator, V h, the discrete curl 
operator, curlh , and the discrete divergence operator, divh. These three operators are 
derived naturally from the Stokes theorem in one, two and three spatial dimensions. 

2.3.1 The discrete gradient operator V h : 1'h ---+ 0"h 

The Stokes theorem (2.1) on the one-dimensional edge e connecting the vertices VI 

and V2 (and oriented from the former to the latter) becomes: 

(2.18) 

In view of Eq. (2.18), it is straightforward to define the discrete gradient operator V h 

applied to a vertex-based discrete field Ph on edge e as follows: 

(V ) - P V2 - PVl 
hPh e - lei . (2.19) 
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In accordance with (2.12), the discrete gradient operator 'iJ, acts from 1h to Yh'. The 
linear space "fJ,* is related to the mesh edges and coincides with rfih . 

Let Ph = n r (p). If P E C2(Q), the Taylor expansion shows that Vh is the first­
order accurate approximation of the continuous gradient operator in the sense that 

The discrete gradient operator is exact for linear functions p. 

2.3.2 The discrete curl operator curlh : 0"h -----+ §h 

The Stokes theorem (2.2) applied to the two-dimensional face f gives: 

{(curlu)'OfdS=j' u''rf,e dL , Jf Jf 
(2.20) 

where the tangential vector 'rf,e is oriented counter-clockwise along of when look­
ing from the tip of the normal vector Of. In view of Eq. (2.20), it is straightforward 
to define the discrete operator curlh applied to an edge-based mesh Uh on face f as 
follows: 

(2.21 ) 

The factor lXf.e = ± 1 is determined by the mutual orientation ofthe tangential vectors 
're , 'rf,e and the normal vector Of. In accordance with (2.12), the discrete curl operator 
acts from rfih to rfih*. The linear space rfih* is related to the mesh faces and coincides 
with §h. 

Let Uh = DC, (u). Ifu E (C2(Q) )d, the mid-point quadrature gives that curlh is the 
first-order accurate approximation of the continuous curl operator in the sense that 

The discrete curl operator is exact for linear vector-valued functions u. 

2.3.3 The discrete divergence operator divh : 'SYh -----+ f!jJh 

The Stokes theorem (2.3) on the three-dimensional cell P becomes: 

{ divudV = { u,opdS, Jp .lap (2.22) 

where Op is the outward unit normal vector. In view ofEq. (2.22), it is straightforward 
to define the discrete operator divh applied to a face-based discrete field Uh on cell P 
as follows: 

(divhuh)p = -I~I 4- (XPJlfluf. 
fE,fp 

(2.23) 

The factor (XPJ = Of' opJ = ± 1 is determined by the mutual orientation of the normal 
vectors OpJ and Of. In accordance with (2.12), the discrete divergence operator acts 
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from ffh to fft. The linear space fft is related to the mesh cells and coincides with 
fJJ\. 

Let Uh = nY:: (u). If u E (C2 (Q))d, the mid-point quadrature gives that divh is the 
first-order accurate approximation ofthe continuous divergence operator in the sense 
that 

(divh Uh) p = I ~I ~ divudV = (divu)(xp) + D(hp). 

The discrete divergence operator is exact for linear vector-valued functions u. 

2.3.4 Discrete versions of the Stokes theorem 

The definition of the primary mimetic operators is based on the Stokes theorem ap­
plied to a single mesh object. Let us show that a discrete version ofthe Stokes theorem 
holds for a collection of mesh objects. 

Example 2.1. Formula (2.1) states that the line integral between two points Xa and 
Xb, corresponding to two vertices Vo and Vn does not depend on the path connecting 
them. Let us consider the mesh path Lh joining Vo and Vn through the sequence of 
mesh vertexes vo, VI, ... , Vn-I , Vn , where each pair of consecutive vertices (Vi-I, Vi, ) 
is connected by a mesh edge ei, for i = 1, ... ,n. By assuming that the discrete gradient 
of Ph E "fh is constant on each mesh edge and integrating along this path, we obtain: 

The results does not depend on the mesh path connecting Vo and Vn, see Fig. 2.3. This 
is the discrete analog of the 1-0 Stokes theorem. 

Example 2.2. LetSbe a surface embedded in the three-dimensional space and bound­
ed by a closed curve L. Formula (2.2) states that the total flux of the vorticity of a 
field u through the surface S depends only on the curve L. Let us consider a set of 
mesh faces f forming a discrete surface Sh (approximating S) which is bounded by 
a set of mesh edges e forming a closed mesh path Lh . In addition, we assume that 

Fig. 2.3. Two-dimensional illustrations for Examples 2.1 (left) and 2.2 (right) 
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the orientations of Of, f E Sh, and 1'e, e E Lh, are consistent with the orientations of 
the nonnal and tangential vectors in the Stokes theorem (2.2). By assuming that the 
discrete curl OfUh E f:h is constant on each mesh face and integrating it over Sh, we 
obtain: 

For a fixed mesh path Lh, the results does not depend on the surface Sh, see Fig. 2.3. 
This is the discrete analog of the 2-D Stokes theorem. 

Example 2.3. Let V be a simply-connected domain bounded by a surface S. Fonnula 
(2.3) states that the integral of the divergence over V is equal to the outward flux of 
a vector field through the surface S. Let us consider a set of mesh cells P forming a 
simply-connected domain VJ, (approximating V) which is bounded by a set of mesh 
faces f fonning a closed discrete surface Sh. In addition, let the normals Of, f E Sh, 
point out ofVJ,. By assuming that the discrete divergence OfUh E §h is constant inside 
each cell and integrating it over Vh, we obtain: 

This is the discrete analog ofthe 3-D Stokes theorem also known as Gauss's theorem 
or Ostrogradsky's theorem. 

2.3.5 Basic properties of the primary operators 

Discrete analogs of the fundamental calculus relationships such as curio V = 0 and 
div 0 curl = 0 hold also for the primary mimetic operators. These properties are dis­
cussed in detail in Sect. 2.6. Here, we establish a result related to the stability of 
mimetic discretizations for the diffusion problem and prove a commuting diagram 
property that involves the differential operators V, curl and div, their discrete analogs 
Vh, curlh and divh, and the projection operators of Sect. 2.2. 

To avoid unnecessary complications, we consider a polyhedral domain Q, which 
it is fully covered by the mesh. 

Lemma 2.1. Let Q have a Lipschitz continuous boundary. Then, the primary diver­
gence operator divh is surjective, i.e., img( divh) = f!JJh. 

Proof We need to prove that for any discrete field qh in f!JJh there exists a discrete 
field Vh in §h such that qh = (qp )PEJ' = divh Vh. A constructive proof of this state­
ment allows us to build Vh in a systematic way once the field qh in f!JJh is given. The 
field Vh is obtained in three steps. 

1. We define the piecewise-constant function q E L2(Q) such that qlP = qp. Note 

that qh = n3l' (q). 
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2. We define a function q> as the solution of the Laplace equation: 

i1q>=q 

q>=O 

inQ, 

onJQ. 
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Since Q h has a Lipschitz continuous boundary, there exist s > 2 such that C/> E 
WLs(Q). 

3. We take v = V q>, so that divv = q. Finally, we define Vh E §h as the face projec-
tion of v, i.e., Vh = n Y (v). 

To complete the proof, let us show that qh = divh Vh. Due to the regularity of C/>, the 
face integrals of v do exist. Starting from definition (2.23), we make the following 
developments: 

(divhvh)p = -I~I L apJlflvf [use (2.16)] 
fEdP 

1 ~. 
= -IPI L apJ v·nfdS 

fEdP f 
[collect the face integrals] 

= rR.hp v·npdS [use the divergence theorem] 

= rR h divvdV [use divv = q] 

= rR.iqdV=qp. 

This proves the assertion of the lemma. D 

Lemma 2.2. The following commuting diagram holds: 

V curl div 
Hl(Q) ___ H(curl,Q) ___ H(div,Q)--- L2(Q) 

n' j nA j nY, j n Y j 
Vh curlh divh 

1/, --- 6/, --- §h --- Y'h 

Proof To prove the left part of the commuting diagram, let q be a sufficiently regular 
scalar function on Q. Using the definitions of n,f and n r , applying the fundamen­
tal theorem of calculus, and recalling the definition of the discrete gradient operator 
in (2.19) yield 

6' () 1 j' q(xvJ - q(xvl ) ( 1) ne Vqle=~ e(Vq)·'CedL= lei = vhn (q)e' 
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which holds for any oriented edge e E g with vertices VI and V2. 

To prove the middle part of the commuting diagram, let v be a sufficiently regular 
vector function on Q. Using the definitions of n'? and n! , applying the circulation 
theorem, and recalling the definition of the discrete curl operator in (2.21) yield 

}:( ) If 1""j' n curl (v) If=-lfIJfcurlV'"fdS=-lfl L.- v''rf,e dL 
f eEdf e 

1"" (Ii) = -If I L.- lelar,eve = curlh n (v) f' 
eEdf 

To prove the right part of the commuting diagram, let v be a sufficiently regular 
vector function on Q. Using the definitions of n;J! and n}:, applying the divergence 
theorem, and recalling the definition of the discrete divergence operator in (2.23) 
yield 

W"'(divv)lp = I~I h divvdV = I~I fJ;pl V'llp,f dS 

I ~I L Iflap,fVf = (divhnY-(v))p. 
fEdP 

This proves the assertion of the lemma. 

2.3.6 Matrix representation of the primary operators 

(2.24) 

(2.25) 

D 

Recall that a discrete field can be interpreted via an algebraic vector. Similarly, the 
three primary operators V h, curlh and divh can be interpreted via matrices. There is a 
strong connection between such matrices and the topological structure of the mesh. 
In fact, the matrices representing Vh, curlh and divh are the adjacency matrices of the 
mesh up to a diagonal rescaling of their rows and columns. 

The matrix associated with V h and rescaled with the edge lengths represents vertex­
edge connections. The matrix associated with curlh and rescaled with edge and face 
measures represents edge-face connections. The matrix associated with divh and re­
scaled with face and cell measures represents face-cell connections. With a small 
abuse of notation, these matrices are denoted using the same symbol of the corre­
sponding discrete operators. 

The matrix representation is extremely useful as it allows us to reinterpret the 
action of a discrete operator as a matrix-vector product. For example, if Nt and N 6 

are, respectively, the number of nodes and edges in the mesh, the discrete gradient 
operator V h is a rectangular N 6' x N// matrix. Then, the expression Vh = V h Ph, can 
be evaluated by multiplying the matrix V h by the N r -sized vector (pp) PE;J!h' The 

result is N 6 -sized vector (Ve)eE(~h' A similar interpretation holds for curlh and divh. 
It will be always clear from the context whether V h should be interpreted as an 

operator or a matrix. For example, the expression ukV hPh means a vector-matrix­
vector product. 
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2.4 Derived mimetic operators 

The duality relationship (2.12) leads to three new mimetic operators, denoted by V h, 

curlh' and divh, that are adjoint to the primary operators divh, curlh, and V h, respec­
tively. More precisely, formula (2.12) defines uniquely an adjoint operator Pt, for 
each primary operator dh. Using this formula, we define the adjoint operators VI" 
curlh, and divh for the primary operators Vh , curlh' an~ divh, respectively. To reflect 

the nature of the adjoint operators better, we identify Vh == -divh, curlh == curlh, and 
dlv h == -VI,. Since the new operators are derived from the primary operators, we 
refer to them as the derived mimetic operators. 

A formal definition of the derived operators leaves freedom in selecting inner prod­
ucts in the discrete spaces. The results proved in this chapter do not limit this selec­
tion. In the subsequent chapters, we will show that the accuracy of mimetic discretiza­
tions does depend on this selection. The derivation of accurate inner products is in 
the heart of the mimetic technology. 

Let the spaces Y", 6/" §h, or Y'h be equipped with inner products and a matrix 
representation be available for each of them. We recall that an inner product [', -jYh' 
where SCh is one of the spaces Y", f:h, §h, or Y'h, can be represented by a symmetric 
positive definite matrix My. For the moment, we simply assume that there exists a 
matrix My such that 

(2.26) 

Let us insert the primary and adjoint operators divh and divl, into formula (2.12) 
and recall the renaming of the adjoint operators: 

(2.27) 

which holds for every Vh E §h and every Ph E Y'h. Applying formula (2.26) to the 
inner products in spaces Y'h and §h, we obtain the following algebraic expression: 

vIdivIMY'Ph = -vIMy,VhPh, 

where divI is the transpose of matrix divh. Since vectors Vh and Ph are arbitrary, we 
have the matrix relation 

from which it follows that 

n - d' * M- 1 d' T M v h = - IVh = - IVh 9" (2.28) 

In other words, the derived gradient operator is negatively adjoint to the primary 
divergence operator. Now, it becomes clear that the properties (e.g., accuracy) of the 
derived gradient operator depend on the properties of two inner product matrices. 

The duality relation between the discrete curl operator curlh and its adjoint curll, == 
curlh implies that 

(2.29) 
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holds for every wh E /#"h and every Vh E 0'h. Applying formula (2.26) to the inner 
products, we obtain its algebraic form: 

vT, curlT, My;-Wh = vT, M,fcurlhwh, 

where curlT, is the transpose of matrix curlh. Since vectors Vh and Ph are arbitrary, 
we have the matrix relation 

from which we obtain that 

(2.30) 

In the continuum setting, the curl operator is a self-adjoint operator. In the discrete 
setting, we have two distinct curl operators, the primary and the derived curl operator, 
and the derived curl operator is adjoint to the primary curl operator. 

Finally, the duality relation between the discrete gradient operator V and its adjoint 
V~ == -clivh implies that the relation 

(2.31 ) 

holds for every qh E "fh and Wh E 0'h. By applying formula (2.26) to the inner products, 
we reformulate (2.31) as follows: 

qT,VT,M;,wh = -qT,M "clivhwh, 

where VT, is the transpose of matrix Vh . Since vectors qh and Wh are arbitrary, we 
have the matrix relation 

from which we obtain that 

d~ M-I nT M 
IVh = -// v h ;". (2.32) 

In other words, the derived divergence operator is negatively adjoint to the primary 
gradient operator. 

Remark 2.4. With a few exceptions, the inner product matrices are often irreducible 
matrices for unstructured meshes. Thus, their inverse matrices are dense and the sten­
cil of the derived operators is non-local. A similar statement can be made for other 
compatible discretization methods such as the mixed finite element method. 

Remark 2.5. The derived operators also contains information about the coefficients 
of the partial differential equation. For example, let the functions q and v be zero on 
the boundary of Q. In view of the relation 

kKVq.VdV=- kqdiVKVdV, (2.33) 
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if we define a primary operator V h :::::: V, it follows that divh :::::: div(K· ). This property 
is implicit in the definition ofthe mimetic inner product that approximates the integral 
in the right-hand side of (2.33). 

2.5 Second-order discrete operators 

We can combine the~first-order primary and derived operators to form the second­
order operators divh V h, divh V h, curlh curlh, and curlh curlh' which are discrete ana­
logs of the continuum operators ,1 = div V and curl curl. These discrete operators 
preserve various properties of the continuum operators. For example, the operator 
curlh curlh: rfih ---+ rfih is self-adjoint with respect to the inner product in space rfih. It 
can be used to design a mimetic scheme for the electric field in Maxwell's equations. 
The operator curlh curlh: §h ---+ §h is self-adjoint with respect to the inner product 
in space §h. It can be used to design a mimetic scheme for solving the equations of 
magnetic diffusion. 

We also have two discrete analogs of the vector Laplace operator ..1 = V div­
curl curl, which are given by 

..1,Sh = V h divh - curlh curlh: rfih ---+ 0/, 

and 
..1.Y0, = V h divh - curlh curlh: §h ---+ §h· 

The discrete operators ..1(~h and ..1.Y0, are symmetric and semi-negative definite with 
respect to the inner products in spaces rfih and §h, respectively. Such combined op­
erators provide a quick and elegant way to design mimetic discretizations of PDEs, 
which we illustrate with a few examples. For simplicity of exposition, we assume 
that the coefficients describing material properties are equal to 1. 

Example 2.4. Let us consider the diffusion problem in mixed form: 

u=-Vp inQ, 

divu=b inQ, 

(2.34) 

(2.35) 

subject to homogeneous Dirichlet boundary conditions. We assume that b is a suffi­
ciently smooth function. 

A mimetic discretization of this problem is given by introducing two discrete fields 
Ph E f!JJh and Uh E §h that satisfy the discrete analog of (2.34)-(2.35): 

Uh = -VhPh, 

divh Uh = bh, 

(2.36) 

(2.37) 

where bh E f!JJh is the cell-based discrete field approximating b, i.e. bh = n i0(b). 

From (2.36)-(2.37) we immediately obtain the cell-centered mimetic scheme for Ph: 

(2.38) 
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This scheme is well-posed since the discrete operator divh V' h is asso~iated with a full 
rank matrix, as shown in Lemma 2.7. Moreover, the operator divh V'h is self-adjoint 
with respect to the inner product in space 9 17 • Substituting the expression ofV' h given 
by (2.28), we obtain the following linear system: 

divh My! divh M'0Ph = bh· 

We stress that this cell-centered discretization of the Poisson equation includes al­
ready the homogeneous Dirichlet boundary condition. Mimetic discretizations ofthis 
type will be the subject of Chap. 5. 

Example 2.5. Consider again the diffusion problem (2.34)-(2.35) subject to homo­
geneous Neumann boundary conditions. An alternative mimetic discretization ofthis 
problem is obtained by introducing the two discrete fields Ph E 11, and Uh E gh that 
satisfy 

Uh=-V'hPh 

divh Uh = bh 

inQ, 

inQ, 

(2.39) 

(2.40) 

where bh E 11, is the vertex-based discrete field approximating b, i.e., bh = il' (b). 
From (2.39)-(2.40) we immediately obtain the nodal mimetic scheme for Ph: 

(2.41 ) 

The kernel of the discrete operator divh V' h consists of constant discrete fields in'f!;" as 
shown in Lemma 2.8. This mimics the similar property of the continuum problem that 
has a solution defined up to an arbitrary constant. Note that the Dirichlet boundary 
condition can be imposed by setting prescribed values to the components of Ph at the 
boundary nodes and eliminating the corresponding equations from the global system. 

The operator divh V' h is also self-adjoint with respect to the inner product in space 
11,. Substituting the expression of divh given by (2.28), we obtain the following al­
gebraic system: 

M ,V'h M6 1 V'hPh = bh· 

Mimetic discretizations of this type will be the subject of Chap. 6. 

Example 2.6. Let us consider the div-curl problem for a vector potential A and a 
scalar function P which reads as 

curl(.u-lcurlA)+V'p=J inQ, 

divA=O inQ, 

Axn = 0 ondQ, 

(2.42) 

(2.43) 

(2.44) 

where J is a given current. For simplicity, we assume that the magnetic permeability 
is given by .u = 1. 

Let 0,0 denote a proper subspace of 1/, consisting of vectors whose components 
are zero for boundary nodes. Similarly, let ghO denote a proper subspace of 6/, con­
sisting of vectors whose components are zero for boundary edges. We discretize this 
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problem by introducing the discrete fields Ph E "thO and Ah E tZ:~ that satisfy 

curlhcurlhAh + VhPh = Jlll 

diYhAh = 0, 
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(2.45) 

(2.46) 

where Jh = (Je )EE6 represents the vector function J in tZ:h and the degrees of freedom 
Je are defined by (2.l5). The linear algebraic formulation follows immediately by 
using the definition of primary and derived operators: 

Mel curlT,My, curlhAh + VhPh = Jlll 

MjlvT, MrSAh = 0. 

(2.47) 

(2.48) 

Since Mel can be dense on an unstructured mesh, a computationally tractable system 
is obtained by multiplying the first equation by M6,. A symmetric system is obtained 
by multiplying the second equation by Mr. The well-posedness of this mimetic meth­
od for the general case with J1 > ° is proved in [248]. 

2.6 Exact identities 

A set of fundamental properties of the continuous calculus are exactly reproduced in 
the discrete setting by the primary and derived operators. These properties character­
ize the kernel of the partial differential operators, e.g., curl 0 V = ° and div 0 curl = 

0, and their preservation in the DVTC is one of the most important aspects of the 
mimetic methods. Indeed, they playa crucial role for the stability of the numerical 
approximation ofPDEs such as Navier-Stokes and Maxwell's equations. Other dis­
crete analogs of the continuous calculus regard the Helmholtz decomposition theorem 
that will be discussed in the next section. 

For clarity of presentation, we always assume that the computational mesh Qh is 
topologically connected in accordance with the following definition. 

Definition 2.1. A polyhedral mesh is called face-connected if it cannot be split into 
two submeshes that have no common faces but may have common vertices and edges. 

Definition 2.2. Let X denote a closed mesh surface formed by a subset of mesh faces 
without inner loops. A face-connected polyhedral mesh is called simply connected 
if, for any such X, there exists a subset Q x of mesh elements that form a simply­
connected domain with boundary X. 

We will also denote the range (or image) of a primary or derived operator d by 
img( d) and its null space by ker( d); the orthogonal complement of a linear subspace 
Q by (Q)~ and its trivial subspace, which only contains the zero element, by {O}Q. 
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2.6.1 The kernel of the primary operators 

Let us first characterize the kernel of the primary gradient operator. 

Lemma 2.3. Let Qh be a simply-connected mesh. Then, the kernel of V h is formed 
by the subset of the constant vectors of 9 17 , i. e., those vectors whose entries have the 
same value. 

Proof From definition (2.19) we can easily see that Vh Ph = 0 if and only if PVj = PV2 

for any edge e = (VI, V2)' Since the mesh is simply-connected, Ph is a constant vector. 
Thus, we can identify the subspace of the constant vectors in "fh with the null space 
ofVh. D 

Let us now characterize the kernel of the primary curl and divergence operators. 
More precisely, in the following lemma we prove that ker( curlh) = img(V h) and 
ker( divh) = img( curlh)' The two conditions are the mimetic analogs of curl 0 V = 0 
and div 0 curl = 0, respectively. 

Lemma 2.4. Let the domain Q and its mesh partition Qh be simply connected. Then, 

(2.49) 

jor some qh E "fh and 

divh Vh = 0 if and only if Vh = curlh Uh (2.50) 

Proof The "if" part of the lemma's assertion can be readily verified since from a 
straightforward calculation it follows that curlh V h = 0 and divh curlh = O. 

To prove the "only if" part of assertion (2.49) we consider a discrete field Vh E 6/, 
such that curlh Vh = O. We need to find a discrete field qh E "fh such that Vh = Vhqh. 
Let us choose a vertex VI of the mesh. As the mesh is simply connected, any other 
vertex Vi can be reached from VI through a mesh path of consecutive edges {ekh=2 
that begins at VI and ends at Vi. Let us now introduce the discrete field qh E 1/, that 
takes the value 

i 

qVi = qVl + L ai,klekl vek (2.51 ) 
k=2 

at Vi, where ai.k in (2.51) is the sign ± 1 that depends on the orientation of the k-th 
edge ek with respect to the mesh path. Now, since curlh Vh = 0 and the mesh is simply 
connected qVi is independent of the mesh path and must only depends on qVl' This 
initial value can be left undefined, which is equivalent to say that qh is defined up 
to a constant vector. By construction, it immediately holds that V 17 qh = Vh, as the 
constant vectors are in the kernel of the primary gradient operator, see Lemma 2.3. 

To prove the only if part of assertion (2.50), let us consider a discrete field Vh E 

§h such that divhVh = O. We need to find a discrete field Uh E rfih such that Vh = 

curlh Uh. On a logically rectangular mesh this result can be proved by using a simple 
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constructive argument, see, e.g., [210,215]. However, its extension to the case of 
general unstructured meshes is not trivial. Herein, we use a different argument that 
is based on the properties of the continuum operators. Let v E H( div, Q) n (CO(Q))d 
be a vector function whose restriction to each cell P is such that 

divv=O inP, 

npJ'v = ap.fvf on f E JP, 

where Vf is the component of the face-based function Vh associated with the mesh 
face f of J P. Since divv = 0 in Q, there exists a vector potential u E (HI (Q)) 3 (a 
scalar stream function in 2D) such that v = curl u. The proof can be found in [184]. 
Let us introduce the discrete field Uh, whose component are the mean values ofu· 'te 

along the mesh edges, see, e.g., (2.15). 
Now, through a straightforward calculation that starts from the definition of the 

face degrees of freedom in (2.16), we obtain 

Vf = ,~,l v·nf dS [substitute v = curlu, cf. [184]] 

= ,~,l(cUrlu) ·nfdS [apply the Circulation Theorem, see (2.2) 1 

1 j' = m ()f u . 'te dS [split the integral on Jf] 

= I~I L ~,e 1 u·'tf dL 
eE6f e 

[use definitions (2.15) and (2.21)] 

= (curlhuh)f' 

This proves the assertion of the lemma. D 

2.6.2 The kernel of the derived operators 

As for the primary operators, also the kernel of the derived operators is similarly 
characterized. The noteworthy difference is the result ofthe following lemma, which 
establishes that the derived gradient operator in this specific DVTC is injective. 

Lemma 2.5. The kernel a/the derived operator 'h is the trivial subspace {OL3''h' 

Proof Let Ph be a cell function in Y'h such that 'hPh = O. From (2.28) it follows 
that 

(2.52) 

Since M,l' is a non-singular inner product matrix, Eq. (2.52) implies that 
divI MY' Ph = 0, or, equivalently, that 

MY' Ph E ker( divI). 
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From Lemma 2.1 we know that divh is a surjective operator, i.e., img( divh) = Y'h. 
Using a standard algebraic relation yields: 

ker(divT,) = (img(divh))~ = (Y'h)~ = {OLY'h' 

This proves the assertion of the lemma. D 

It is natural to expect that the kernel of a discrete gradient operator contains the 
constant vectors as is the case ofthe kernel ofthe primary operator V' h, see Lemma 2.3. 
Thus, the assertion of Lemma 2.5 may seem strange at a first glance. However, in the 
construction of the DVTC that we carry out in this chapter we have assumed that 
the boundary integrals in fonnulas (2.7)-(2.9) are zero and the result of Lemma 2.5 
reflects this f~ct. Indeed, a comparison between formula (2.7) and (2.27) shows that 
the operator V' h incorporates also the boundary part in the right hand side of (2.27). 

For example, on an orthogonal mesh, it holds that 

(<7 ) _ {(PP2 - PP j )/d12 iff = §P j n §P2 ' 
v hPh f-

-PPj /dlf iff = §P j n dQ, 
(2.53) 

where dl2 is the distance between the centroids of PI and P2, and dlf is the distance 

between the centroid of PI and face f. Now, let V'hPh = 0. From the first relation 
in (2.53) it follows that all pp are equal. From the second relation in (2.53) it follows 
that pp is zero if ~ face of d P is also a boundary face. Therefore, all the pp are zero 

and the kernel ofV' h must be the discrete field Ph = 0. 
Let us now characterize the kernel of the derived curl and divergence op~rators. 

More precisely, in the following lemma we prove that ker( curlh) = img(V'h) and 
ker( ruvh) = img( curlh). The two conditions are the mimetic analogs of curIoV' = ° 
and div 0 curl = 0, respectively. 

Lemma 2.6. Let the domain Q and its mesh partition Qh be simply connected. Then, 

curlh Vh = ° if and only if Vh = V' hPh 

jor some Ph E Y'h and 

divh Vh = ° ifand only if Vh = curlh Uh 

(2.54) 

(2.55) 

Proof By using the matrix definitions ofVh, curlh, and ruvh given in (2.28), (2.30), 
and (2.32), respectively, and the results of Lemma 2.4, a straightforward calculation 
shows that 

curlh Vh = -Mel curlT,My;- M-yl divT, M,.Y' = -Mel (diVh curlhl My = 0, 

and 

divh curlh = -Mjl V'T,Mc; Mel curlT, M.7 = -Mjl (curlh V'hl M.7 = 0, 

which proves the "if" part of the Lemma. 
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To prove the "only if" part of assertion (2.54) let us consider a discrete field Vh E 
§h such that curlh Vh = O. We need to find a discrete field Ph E 9 h such that Vh = 

V hPh. The definition of curlh in (2.30) implies that 

curlh Vh = -M,flcurlJ M,},Vh = O. 

Since M6 is a non-singular inner product matrix, it follows that curlJ My Vh = 0, or, 
equivalently, that 

My Vh E ker( curlO. 

Now, we apply the result of Lemma 2.4, see (2.50), and a standard algebraic relation 
to obtain: 

(2.56) 

Equation (2.56) implies that there exists a vector qh E 917 such that My;-vh = divJ qh. 

As M;i' is also a non-singular matrix, we can introduce the vector Ph = - M;J qh, so 
that M§Vh = -divJ M .. YPh, and using (2.28) we obtain that 

Vh = -M:fdivJ M .. yPh = VhPh. 

To prove the "only if" part of assertion (2.55), let us consider a discrete field 
Vh E f:h such that divh Vh = O. Equation (2.32) implies that 

divh Vh = - MJ} VJ M6 Vh = O. 

Since Mr is a non-singular inner product matrix, it follows that VJ M6, Vh = 0, or, 
equivalently, that 

M6Vh E ker(VO. 

Now, we apply the result of Lemma 2.4, see (2.49), and a standard algebraic relation 
to obtain: 

ker(VJ) = (img(V h)) ~ = (ker( curlh)) ~ = img( curIJ). (2.57) 

The definition of divh in (2.57) implies that there exists a vector Wh E §h such that 
M6'Vh = curlJ Who As My is a non singular matrix, we can introduce the vector Uh = 

M:J/Wh, so that M,6'Vh = curlJ MY;-Uh, and using (2.30) we obtain that 

Vh = MC1curlJ MY;-Uh = curlh Uh· 

This proves the assertion of the lemma. D 

2.6.3 The kernel of the second-order mimetic operators 

In this section we investigate the properties of the kernels of the combined mimetic 
operators introduced in Sect. 2.5. 

The kernel of the second-order mimetic operator divh V h is characterized by the 
following lemma. 
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Lemma 2.7. The product divh Vh is afull rank matrix, i.e., ker(divh V h) = {O}Y'h' 

Proof Let us consider a cell-based discrete fie!9 qh in f!JJh such that divh V h qh = O. 
By using the definition of the derived operator V h given in (2.27) we obtain 

0= [divh Vhqh,qhlY'h = - [Vhqh, V hqh]Y0,' 

from which it follows that Vhqh = O. We apply the result of Lemma 2.5, which im­
plies that qh = O. D 

The kernel of the second-order mimetic operator CliVh V h is characterized by the 
following lemma. 

Lem~ 2.8. Let Q,h be simply-connected. The kernel of the combined mimetic oper­

ator divh Vh isjormed by the constant vectors of'fih. 

Proof Let us consider a node-based discrete field qh in 11, such that divh V h qh = O. 
By using the definition of the derived operator divh given in (2.31) we obtain 

0= [divh Vhqh,qhL" = - [Vhq," V hqh]6h' 

from which it follows that Vhqh = O. We apply the result of Lemma 2.3, which im­
plies that q h is a constant vector. D 

The kernels of the operators curlh curlh and curlh curlh are characterized by the 
following lemma. 

Lemma 2.9. Let the domain Q, and mesh Q,h be simply connected. Then, 

curlhcurlhvh=O ifandonlyif Vh=Vhqh 

jar some qh E 11" and 

jar some q h E f!JJh. 

(2.58) 

(2.59) 

Proof The "if" part of (2.58) is a consequence of Lemma 2.4. The "if" part of (2.59) 
is a consequence of Lemma 2.6. 

To prove the "only if" part of assertion (2.58), let us consider a discrete field 
Vh E 0'h such that curlh curlh Vh = O. By using the definition of the derived operator 
curlh given in (2.29) we obtain 

o = [Vh' curlh curlh, Vh L,/' = [curlh Vh, curlh vhLY-h ' 

from which it follows that curlh Vh = O. Lemma 2.4, see (2.49), implies the existence 
of a field qh E'fih such that Vh = V h qh. 
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To prove the "only if" part of assertion (2.59), let us consider a discrete field 
Vh E §h such that curlh curlh Vh = O. By using again (2.29) we obtain 

0= [Vh' curlhcurlh,VhLY-h = [curlhvh,curlhvhL\'h' 

from which it follows that curlh Vh~= O. Lemma 2.6, see (2.54), implies the existence 
of a field qh E Y'h such that Vh = 'h qh. This proves the assertion of the lemma. D 

The two mimetic operators curlh curlh and curlh curlh are also in the definition of 
the edge-based and face-based vector Laplace operators. The kernel of these latters 
is characterized by the following lemma. 

Lemma 2.10. The null space o/the vector Laplace operators L1rS/, and L1.Y0, are the 
trivial subspaces {O}(~h and {O}Jh , respectively. 

Proof (i) To prove that ker (L16i,) = {O} 6h' we consider a discrete field Vh in f:h such 
that L1(~h Vh = O. It follows that: 

0= [Vh,L16i, Vh]6h (use the definition of L16i,) 

= -[d1vhvh,d1vhvh]'/'h - [curlhvh,curlhvh]Jh' 

from which we have 

(use (2.31) and (2.29) ) 

(2.60) 

These two conditions imply that Vh = O. In fact, by using the result of Lemma 2.6, 
from the first equation in (2.60) it follows that there exists a discrete field Uh E §h 
such that Vh = curlh Uh. The second equation in (2.60) implies that curlh curlh Uh = 0, 
while Le~ma 2.9 (cf. (2.59)) implies that there exists a discrete field qh E Y'h such 
that Uh = V' h q h. We substitute back these expressions and apply again Lemma 2.6 to 
obtain that 

regardless of qh. 
(ii) To prove that ker(L1Jh) = {0}.Y0" let us consider a face vector Vh in §h such 

that L1.Y0, Vh = O. It follows that: 

0= [Vh,L1Jh Vh]Y0, 

= [Vh' V h divh Vh]3'h - [Vh' curlh curlh Vh].J'h 

= -[divhvh,divhvh]/'h - [curlhvh,curlhVh]Jh' 

from which we have: 

(use the definition of L1Y0,) 

(use (2.27) and (2.29) ) 

(2.61 ) 
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These two conditions imply that Vh = O. In fact, by using the result of Lemma 2.4, 
from the first equation in (2.61) it follows that there exists a discrete field Uh E rfih 
such that Vh = curlh Uh. The second equation in (2.61) implies that curlh curlh Uh = 0, 
while Lemma 2.9 (cf. (2.58)) implies that there exists a discrete field qh E 11, such 
that Uh = V' h qh. We substitute back these expressions and apply again Lemma 2.4 to 
obtain 

Vh = curlh Uh = curlh V' h qh = 0 

regardless of qh. This proves the assertion of the lemma. 

2.7 Discrete Helmholtz decomposition theorems 

We present two discrete versions of the Helmholtz decomposition theorem. 

D 

Theorem 2.1. Let domain Q and mesh Q h be simply-connected. Then,for any discrete 

field Vh in §h there exists a unique qh in 917 and a unique uh in 6/, with divh Uh = 0 
such that 

(2.62) 

Proof Let us first show that (2.62) is an ~rthogonal decomposition in §h. In fact, 
using the definition of the derived operator V'h and the result of Lemma 2.4, we obtain 

[curlh Uh, Vhqh] '?h = - [divhcurlh uh,qh]Y'h = O. 

We apply the primary mimetic operator divh to both sides of(2.62) and obtain the 
relation: 

(2.63) 

The combined mimetic operator divh V' h is a full rank operator, and, thus, it is non­
singular, cf. Lemma 2.7. Therefore, a solution qh E 917 to (2.63) exists and is unique 
for any discrete field Vh in §h. 

From (2.63) we immediately have that 

divh(Vh-V'hqh) =0 

and thus (Vh - V'hqh) is in the kernel of the operator divh. Therefore, by applying 
(2.50), we immediately have the existence OfUh E rfih such that (2.62) is satisfied. 

The uniqueness ofuh follows under the assumption that CliVh Uh = O. In fact, let u~ 
be another edge field such that curlh u~ = curlh Uh and clivh u~ = O. Clearly, curlh (Uh­
uD = 0, and by applying Lemma 2.4 (cf. Eq. (2.49)), we can prove the existence of 
a discrete field qh E 1/, such that Uh - u;, = V'hqh. Now, the following development 

[V'h qln V'h qhl6h = [Uh - u;" V'h qh] riCh = [diVh( Uh - u~), qh]Jh = 0, 

implies that V' h qh = 0, or, equivalently, that Uh = u;,. D 
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Corollary 2.1. Thejour discrete spaces 1/" 0'h, §h and 917 are such 

(2.64) 

Proof The orthogonality of the decomposition requires that the dimension of §h 
must be equal to th~ dimension of 917 plus the dimension of 0'h minus the dimensions 
of the kef!1els of 'h and curlh. The assertion of the corollary follows because the 
kernel ofVh has dimension equal to zero and the kernel of curlh is the image ofVh . D 

For a single polyhedron we can substitute dim( 9 h ) = 1 in the corollary's assertion 
and we obtain the famous Euler's polyhedron{ormula. 

The second discrete Helmholtz decomposition theorem holds in space 0/,. 

Theorem 2.2. Let domain Q and mesh Qh be simply-connected. Then,for any Vh E 0'h 
there exist a discrete field q 17 E );}" which is unique up to an additive constant field, 
and a unique discrete field Uh E §h with divh Uh = 0 such that 

(2.65) 

Proof Let us first show that (2.65) is an orthogonal decomposition. In fact, we use the 
definition of the derived operator curlh and the result of Lemma 2.6 (see Eq. (2.55)) 
and we obtain 

[curlh Uh, VhqhL,j, = - [dlvhcurlh uh,qh] 'h = O. 

We apply the derived mimetic operator dlvh to both sides of(2.65) and obtain the 
following relation: 

(2.66) 

The kernel of clivh V h consists ofthe constant vectors of);}" cf. Lemma 2.8. Therefore, 
for any discrete field Vh E 0'h, there exists a solution qh E );}, to (2.66). Moreover, this 
solution is unique up to an additive constant. 

Due to Eq. (2.66) it holds that (Vh - Vhqh) is in the kernel of the operator divh. 
Therefore (2.65) simply follows by applying (2.55). 

The uniqueness ofuh follows under the assumption that divh Uh = O. In fact, let u~ 
be another edge field such that curlh u~ = curlh Uh and divh u~ = O. Clearly, curlh ~h­

u~) = 0, and by applying Lemma 2.6 (cf. Eq. (2.54)), we obtain that Uh - u~ = V h qh 
for some discrete field qh E 9 h . Now, the following development is true: 

[Vhqh,Vhqh] c = [Uh-U~,Vhqh] c. = [divh(Uh-U~),qhLj' =0, 
0h 0h h 

which implies that Vhqh = 0, or, equivalently, that Uh = u;,. D 

Remark 2. 6. Using the same argument used for the proof of Corollary 2.1 we obtain 
again (2.64). 
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Mimetic inner products and reconstruction 
operators 

"Whatever good things we build 
end up building us. " 

(Jim Rohn) 

The first goal of this chapter is to derive explicit formulas for inner product matrices 
Mj', M,l', M6 , and M;.0 that were formally introduced in Chap. 2. The second goal 
is to create foundations for the theoretical analysis of mimetic discretizations. 

A reconstruction operator is an important concept in the theoretical analysis of 
mimetic schemes. It maps a mesh function into a continuum function and allows to 
describe mimetic discretizations using a finite element language. Such an interpreta­
tion exists for a large set of mimetic schemes (but not all of them) which makes it a 
valuable theoretical tool. 

3.1 Mimetic inner product 

Let:7l, denote one of the spaces introduced in Chap. 2, e.g., "fh, tZ:h, §h, or 9 17 , and 
:7I,.P be its restriction to cell P. We consider a projection operator 

Various projection operators were introduced in Sect. 2.2. 
Let gp be the space of trial functions. To build the low-order mimetic schemes, 

this space is defined as the space of constant scalar or vector functions. The trial space 
is generalized in Chap. 4 to allow building of higher-order mimetic schemes. Let Sh.P 

be a subspace ofXjp with the following properties. 

(Bl) The projection operator nr? is surjective from Sh.P to Y h•P . 

(B2) The space Sh.P contains the trial space gpo 

(B3) Let q E gp and v E Sh.P. Then, the integral ~ qvdV can be calculated exactly 

using the degrees of freedom, i.e the components of vector nr: (v). 

The assumption (Bl) states that the space Sh.P is rich enough. In all mimetic 
schemes discussed later in this book, it is defined originally as an infinite dimensional 
space. The assumption (B2) is connected with the accuracy of a mimetic scheme that 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_3, © Springer International Publishing 
Switzerland 2014 
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we want to design. In this chapter we consider the low-order schemes; hence, the 
trial space gp contains only constant functions. The assumption (B3) is problem­
dependent; a more general framework will be introduced in Chap. 4. In general, the 
space Sh.P is selected such that assumption (B3) can be easily shown. 

Each mimetic inner product is assembled from local inner products: 

[Uh,Vh]Yh = L [Uh,P,vh,Pjy1"p 
PEDh 

where Uh,P and Vh.P are the restrictions of mesh functions Uh and Vh to element P, 
respectively. 

Definition 3.1 (Consistency condition). The inner product is said to satisfy the con­
sistency condition if 

[nt'(q),nt (V)]Yh,P = ~ qvdV \lq E gp, \Iv E Sh,P. (3.1) 

For a polyhedral cell, the space of all vectors nr (q) can be smaller than the space 
y/,.p. In such a case, the consistency condition does not define the inner product 
uniquely. To avoid numerical instabilities, we need the stability condition. 

Definition 3.2 (Stability condition). The inner product is said to satisfy the stability 
condition if 

with positive constants C* and C* independent of P and Vh.P. 

Remark 3.1. In general, we do not need the infinite dimensional space Sh.P to charac­
terize the mimetic inner product in the finite dimensional space Y h.P. It is possible to 
build the mimetic method using a finite dimensional space Sh.P isomorphic to Y h.P. 
Hence, in addition to the above conditions, we may require 

(3.3) 

In such case the projection operator will clearly be an invertible mapping from Sh.P 

into y/,.P and thus the two spaces will be isomorphic. Hereafter, we assume that (3.3) 
holds true. Finally, note that a finite dimensional space Sh.P is not unique. D 

Let us consider a reconstruction operator 

that is inverse to the projection operator. Due to assumptions (B1)-(B2) and (3.3), 
each function in Sh.P is the reconstruction of a (unique) discrete field in ,5"h,P, see 
also the important Remark 3.2. 
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If the reconstruction operator would be easy to build, the local inner product could 
be defined explicitly: 

[ ] r YY 
Uh,P,Vh,P Yh'p = }pRp (uh,p)Rp (vh,p)dV. (3.4) 

Unfortunately, this is possible only for cells with simple geometry (e.g. tetrahedron 
or hexahedron). We will show, that for an arbitrary-shaped cell P, the reconstruction 
operator can be defined through the solution of a local POE problem. In this case, 
its calculation becomes a non-trivial task. For this reason, the MFO method never 
calculates the reconstruction operator explicitly. Instead, it is defined implicitly, not 
always uniquely, via properties of space Sh,P' 

In subsequent sections, we study various reconstruction operators. Then, we use 
their properties to show that the computation of the right-hand side in (3.1) does not 
depend on the behavior of the reconstructedfieldRt (Vh,P) inside cell P. We conclude 
this introductory part with an important remark and a simple example that serves the 
purpose to present the idea behind the construction. 

Remark 3.2. Selection ofa space Sh.P that satisfies (B1)-(B3) and (3.3) yields imme­
diately a definition of the reconstruction operator R~ as the inverse of nr: restricted 
to Sh,P. Viceversa, if one builds first a reconstruction operator Rt, then a space Sh,P 
will be automatically defined as the image of Rt . Both approaches are equivalent. 
Clearly the reconstruction operator needs to satisfy certain properties to ensure that 
space Sh,P can be useful for the derivation of the method. In the main part of the 
present chapter we will follow the second approach and focus our attention on recon­
struction operators and obtain the space Sh.P as an implicit consequence. In Chap. 4, 
we will employ the first approach and focus on the space Sh.P, thus avoiding the need 
to build the related reconstruction operator. D 

Example 3.1. Let us consider the case d = 2 and the mimetic space §h associated 
to the edges of a polygonal mesh. We want to build a local inner product 

[.,.] ,J'h'p : ''#"h,P x §h,P ---+ m;, 

that mimics the standard L 2 (P) scalar product and satisfies the consistency condition 
(3.1). For the space of trial functions S'"p we choose the space of constant vectors, 
S'"p = [lPo(p)f Then, 

[n/(C),Vh,P]Yh,P= hC . VdV \/VESh,P, \/CES'"p, (3.5) 

where Vh,P = n/ (v). We start by defining a finite dimensional space Sh,P of vector 
functions living on P that satisfies (B1)-(B3) and (3.3). We require that space Sh.P 
satisfies two inclusions: 

The first inclusion implies that the space Sh,P contains the constant vector functions, 
that is (B2). The second inclusion will be fundamental for property (B3). 
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There exists an infinite number of choices for Sh,P; for instance, one may build 
Sh,P by solving a set of diffusion problems on P associated with basis vectors in 
§h,P. Since, as it will be shown below, this choice does not change our conclusions, 
we do not need to elaborate on it. Thus, let the reconstruction operator be any stable 
operator 

R'Y . u;: S P .,'# h, P ---+ h,P 

that is inverse to the projection operator (and thus preserves the degrees offreedom). 
As already noted in Remark 3.2, defining Sh,P yields a definition of R't and, vicev­
ersa, defining Rt gives a definition of Sh,P. In the present example, we will focus on 
the first approach, i.e. on the definition of Sh,P. It will be convenient to characterize 
the space of test functions as the space of gradients of linear functions: 

The consistency condition (3.5) states that the inner product is exact when one of 
its arguments is a constant vector field and the other is a function from Sh, p. Using the 
definition of Sh.P, we show that the right hand side in (3.5) is computable and does not 
depend on the particular choice of R't. Indeed, replacing c = V q, where Jp q dV = 0, 
integrating by parts and using (3.6), more precisely that div(Rt (Vh,P)) E lPo(P), we 
obtain 

Note that the functions in Sh,P have constant normal component on each face f. Using 
definition (2.16) and recalling that nt 0 Rt is the identity operator, we obtain 

Inserting the last two formulas in (3.5) gives a new form ofthe consistency condition: 

The above condition does not depend on the choice of the reconstruction operator 
R't; hence, it should not be built in practice. D 

The above example will be continued in Sect. 3.4, where the consistency condition 
(3.7) will be written explicitly in a matrix-vector form. The reader can safely skip the 
intermediate theoretical sections. 
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3.2 Properties of the reconstruction operators 

Let us list the formal properties that the reconstruction operators must satisfy for 
the spaces "fh, gh, §h, and f!JJh. The existence and application of the reconstructed 
operators to building the mimetic inner product will be described in the next sections. 
By building a (local) reconstruction operator, from y/,.P into a finite dimensional 
functional space living on P, that satisfies the five properties below, we guarantee 
that the ensuing image space Sh.P satisfies (Bl)-(B3). Clearly, such a reconstruction 
operator is not always unique. 

We will use symbol K{ to denote the reconstruction operator in space .9h of 
mesh functions restricted to the geometric object (J that can be cell P, face f, edge e, 
or vertex v. The set of reconstruction operators {R:; } is defined for all meaningful 
combinations of .9h and (J. 

The reconstruction operator R't is required to satisfy the five formal properties 
labeled as (Rl )-(RS). These properties involve the projection operators n;;', the dif­
ferentiation operators V, curl, div and their discrete counterpart Vh , curlh' divh. For 
some choices of ,5/'h and (J, the five properties do not determine a unique operator 
R;:, and we obtain a family of reconstruction operators. A reconstruction operator 
R;: is called admissible if it satisfies the five properties. 

We point out that the commuting property (R3) and the locality property (RS) 
lead to the inter-dependence between the reconstruction operators. For this reason, 
the derivation of the reconstruction operators must be done in a precise order. We 
denote a constant scalar function by c, a constant vector function by c, the generic 
identity operator by I, a three-dimensional point by x, a local two-dimensional point 
on face f by ; E f, and a local one-dimensional point on edge e by ~ E e. 

(Rl) Right inverse property. Each reconstruction operator is a right inverse of the 
corresponding projection operator: 

• on p. n r oR// = 1 nG' oRG' = 1 n)' oR? = 1 np9 ' oR'p9' = I,' 'p p ,p p ,p p, 

• on f: nt oRr = I, nt oRt = I, nt oRr = I; 

• on e: n; oRZ = I, n:oR~ = I; 

• on v: n! oRt = I. 

The last case is trivial and we consider it only for the sake of completeness. 

(R2) Accuracy property. Each reconstruction operator is exact on constant func­
tions: 

• on P: R~ on~ (c) = c, R~on~(c) = c, Rt ont (c) = c, R: onf(c) = c; 
• on f- R' on'(c) = C Rrf onrf(c) = c R§ ony,(c) = c' 

'f f 'f f 'f f ' 

• one' Rron'(c)=c Rrfonrf(c)=c' . e e 'e e , 

• on v: Rt 0 nt (c) = c. 

The last case is again trivial. 
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(R3) Commuting property. The reconstruction operators commute with the con­
tinuum and discrete differentiation operators: 

• onP: R~O'Yh='YoR~, R(:ocurlh=curloR~, Rp"'odivh=divoR(:; 

• onf: Rf0'Yh='YoRr, R(ocurlh=curloRf; 

• on e: 

In the second case, we consider the two-dimensional curl operator curl cp = ~~: - ~~~ 
where cp = (</», </>2) is a two-dimensional vector field. In the third case, 'Y denotes the 
derivative :~ with respect to the local coordinate S defined along edge e. 

(R4) Orthogonality property. The reconstructed functions are orthogonal to a spe­
cial subspace oflinear polynomials with zero average. Let Xp be the barycenter of 
P, ~f be the barycenter off, and Se be the mid-point of e. Then, 

• on P: 

• on f: 

• on e: 

For RP"', R{ and R~ the orthogonality property is trivially satisfied as the recon­
structed function is a constant. Nonetheless, for Rf' ,R~ and R(: ensuring this property 
requires a careful design. These issues are discussed in Sect. 3.3. 

(RS) Data locality property. The trace of the reconstructed function on a boundary 
face f of a cell P or on the boundary edge e of a face f only depends on the local 
degrees of freedom associated with fore: 
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• on P, for every f E Jp: 

R~ (<P)lf =R/ (<Plf) 'v'<p E "th,P and <Plf E "th,f' 

[' Ii 
Rp(<P)lf =R( (<Plf) 'v'<p E 0"h,P and <Plf E 0"h,f, 

Rt ( <p) . Of = R{ ( <Plf) = <Pf 'v' <P E §h,P and <Plf E §h,f. 

• on f, for every e E Jf: 

,r 
Rf (<P)le=Re (<PIe) 'v'<pE"th,tand<PleE"th,e, 

Rf( <p) If' 're = R~( <PIe) = <Pe 'v'<p E 0"h,f and <PIe E 0"h,e' 

73 

This property expresses the local dependence of the reconstruction operators and 
guarantees continuity (in a weak or strong sense) of the reconstructed functions in 
neighboring cells. For example, consider the scalar function Rr (<p) defined on cell P 
that is reconstructed from the vertex-based mesh function <P E "th.p. The restriction 
of Rr ( <p) to a boundary face f of J P, i.e., R~ ( <p) If' is determined completely by 
the values of <P at the vertices of f, i.e., <Plf. Thus, this trace may be given by any 

admissible reconstruction operator Rr ( <Plf) acting on that face. 

3.3 Minimal reconstruction operators 

We will present a constructive proof of the existence of a unique set of admissible 
reconstruction operators that satisfy properties (Rt )-(RS). 

About one third ofthe reconstruction operators is not defined uniquely by the five 
properties (Rt )-(RS). The uniqueness is restored by solving a minimization prob­
lem. For this reason, we refer to the resulting operator as the minimal reconstruction 
operator. A family of admissible reconstruction operators can be derived from the 
minimal reconstruction operator. 

Figure 3.1 shows the inter-dependence between the reconstruction operators. For 
example, construction of operator R~ requires to know operator Rt to satisfy the 
commuting property (R3) and operator Rf to satisfy the data locality property (R4). 
F or this reason, we first define the operators RZ , R~, R{ and Rf:' located on the main 
diagonal, which are trivial and unique. Then we define the reconstruction operators 
R{, Rf, andR't located on the first sub-diagonal as the solutions of partial differential 
equations that are specifically designed to ensure properties (Rt )-(RS). As we will 
see later, the orthogonality property (R4) is a crucial condition for the derivation of 
operators Rf, R~, and Rt and deserves a careful treatment. Finally, we derive the 
remaining reconstruction operators R/, R~, and Rr 

For every non-trivial reconstruction operator, we also show that the mean value 
of the reconstructed function depends only on the input mesh function and a few ge­
ometrical quantities. Therefore, if there exists a family of admissible reconstruction 
operators, all members ofthis family return the same mean value. This average prop-
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v F Rv 

1" ReS e Re e 

f F R"': Rf Rf f f 

P 1" ReS R''}' R"·;;; Rp p p p 

'j/ ,£' § & 

Fig. 3.1. Recursive definition of the reconstruction operators: the operators are defined along 
diagonals as indicated by alTOWS staliing from the main (the largest) diagonal and moving 
down 

erty plays a crucial role in the derivation of the mimetic inner product. In short, see 
details below, it shows that this inner product does not depend on a reconstruction 
operator when one of the arguments in the inner product is the grid projection of a 
constant scalar or vector field. We will prove this property directly for the operators 
R{, R7 and Rt (on the first sub-diagonal in Fig. 3.1) and will derive a recursive 
relations for the others using properties (R4) and (RS). 

3.3.1 The reconstruction operators R!:, R~, Rf and R(f 

These reconstruction operators, which corresponds to the main diagonal in Fig. 3.1, 
are the simplest ones as they reconstruct a constant scalar field from the unique data 
available from the grid function to which they are applied: 

RZ (cp) = fPv \fcp = (fPv )VE Iv E "fh,v, (3.8) 

R~ (cp) = CPe \fcp = (CPe)eE(~~ E f:h,e, (3.9) 

J' Rf (cp) = CPf \f cP = (cpf )fEJ'f E /#'h,f, (3.10) 

Rrt (cp) = cPp \fcp = (cpp )peJ"p E 9 h,p, (3.11 ) 

Properties (Rl)-(R3) for all the operators and property (R4) for R:, R{ and Rt' 
follow immediately as such operators return constant fields. 

3.3.2 The reconstruction operators R[, Rf and R't 

These operators correspond to the second diagonal in Fig. 3.1. The operator R{ is 
defined uniquely, while the other two operators lead to a family of admissible recon­
structions. A unique reconstruction is provided by solving a minimization problem. 
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3.3.2.1 The 1-D reconstruction operator R{ 

Let ~ be the local coordinate parametrizing the position along the edge e = (VI, V2) 

and such that ~ = 0 corresponds to the vertex VI and ~ = I to the vertex V2. Let 
cP = (CfJv], CfJv2 ) be a vertex-based mesh function from 1i"e' The reconstructed func­
tion R{ ( cp) along the edge e is the unique solution of the following boundary value 
problem: 

~E[O,l], 

r r 
Re (cp) 1';=0 = CfJv 1 and Re (cp) 1';=1 = CPV2' 

The solution is the linear polynomial: 

R~ ( cP ) ( ~) = CfJv 1 + (CPV2 - CfJv 1 g. (3.12) 

Property (Rl) is satisfied because (n: 0 RZ) ( cp) returns the values of RZ ( cP ) ( ~) 
at edge end-points ~ = 0 and ~ = 1, which are CfJv] and CfJv2 ' respectively. Property 
(R2) is satisfied because, if cP is the projection of a constant function c, then CfJv2 = 

CfJv] = c and R{ (cp) (~) = c for every ~ E [0,1]. Property (R3) is satisfied because 
(V oR~) cP = dR~ (cp)/ d~ and 

C 6 C CfJv2 - CfJv] = Re (CfJv2 - CfJv]) = Re (Vh CPle) = (Re 0 Vh)cp· 

Lemma 3.1. Let e be the edge connecting vertices VI andv2. For every vertex-based 
function cP = (CfJv )vEde E'f!/"e it holds: 

(3.13) 

Proof Since R{ ( cp) is a linear function of e, the midpoint quadrature rule gives 

r R;( cp) dL = R;( cp) (xe) lei = CfJv] + CfJv2 lei, Je 2 
(3.14) 

where Xe is the edge midpoint. D 

3.3.2.2 The 2-D reconstruction operator R7 
Let cP = (CPe)eEdf be an edge-based mesh function from tZ:h.f. The two-dimensional 
vector function reconstructed from cP takes the form R7 (cp) = cP + CPo. The first func­
tion cP E H( curl, f) is the solution offollowing boundary value problem: 

curlcp = curlh cP in f, 

divcp = 0 in f, 

cP . 're = CPe on e E Jf. 

(3.15) 

(3.16) 

(3.17) 

The second function satisfies two conditions: curl lPo = 0 in f and lPo . 're = 0 on edges 
e E Jf. Since we consider here a single face f, we can assume that unit tangential 
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vectors 't'e are oriented counter-clockwise as required by the Stokes theorem; thus, 
aLe = 1. 

Condition (3.16) ensures that problem (3.15)-(3.17) has a unique solution. Con­
ditions (3.15) and (3.17) are necessary to show properties (Rl), (R3) and (RS). The 
accuracy property (R2) and the orthogonality property (R4) follow from a proper 
choice offunction lPo. 

Let us discuss these properties in details. Property (Rl) holds because the projec­
tion operator nl uses only boundary values of the reconstructed function: 

(nt oRt)(CP)le = ~ 1 Rt(cp) ·'t'e dS = ,~,l(lP+lPo) ·'t'e dS = CPe· 

Property (R3) is satisfied because curlh cP = R(( curlh cp) = (Kt 0 curlh) (cp), from 
which it follows that 

(curloRt) cP = curl(Rt(cp)) = curl(lP+ lPo) = curlhcp = (Rt ocurlh) cpo 

Property (RS) is satisfied because Rt (cp) . 't'e = (lP + lPo) . 't'e = CPe = R~ (CPle) for 

every edge e of Glf (note that R~ is unique). 
Now, we are left to determine a suitable vector function lPo to ensure properties 

(R2) and (R4). As curl lPo = 0, we take lPo = V q for some scalar function q in Hd (f). 
As q has zero trace on Glf, its tangential derivative along each edge is zero; hence the 
condition lPo . 't'e = 0 is preserved. Imposing the orthogonality condition (R4) and 
integrating by parts yield: 

{lP'(;-;f)dS=- {Vq'(;-;f)dS=2 (qdS. (3.18) 
.Jf .Jf .Jf 

Equation (3.18) gives us a necessary condition to choose q as a function of lP but the 
choice is not unique. To fix this, let us define 

X:= ~ 1 lP' (; - ;f)dS and £X (f) = {q E H6(f) such that l qdS = X}, 

and take p E Hd (f) as the unique solution of the minimization problem: 

minqEJiW) 1 V q 2 dS. 

Then, we set lPo := V p. To show that condition (R2) is satisfied by lP + lPo, we 
consider cP = nt (c) for some constant vector c E ~2. The unique solution to (3.15)­
(3.17) is lP = c, which implies that X = O. The minimization process returns q = 0 
and, hence, lPo = O. We conclude that Rf ( cp) = lP + V p is the admissible minimal 
reconstruction operator. 

A family of admissible reconstruction operators is obtained by taking lPo = 
V .4t ( lP) where .4t : lP ---+ q may be any linear operator that respects (3.18) and 
returns .4l ( c) = 0 for every constant vector function C. 

Lemma 3.2. Let ei for i = 1,2 be the i-th vector of the canonical basis of~2, and 
pi be a linear polynomial of tJl such that ei = curl pi. Then, jor every admissible 
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reconstruction operator Rt' and every edge-based mesh/unction cP = (CPe)eEdf E 6/1,f 
it holds: 

(3.19) 

Proof Using conditions of the lemma and integrating by parts, we obtain 

1 Rt ( cp) . ei dS = 1 Rt ( cp) . curl pi dS 

= - lpJ curlRt (cp) dS + L j' 're . Rt (cp )p) dL. 
if eEdf e 

(3.20) 

The first integral term in the right-hand side of(3.20) is zero. Indeed, using the com­
muting property (R3), the fact that R{ is constant on f, cf. (3.10), and the definition 
of space 6'1', we obtain: 

~pJ curlRt (cp) dS = 1 R{ (curlh cp )pJ dS = R( (curlh cp) lp) dS = O. 

The locality property (RS) and the definition of R: given in (3.9) yield 

1 're' Rf( cp )pf dL = 1 R:( CPle) pf dL = CPe 1 pI dL. 

This proves the assertion of the lemma. 

3.3.2.3 The 3-D reconstruction operator Rr; 

D 

Let cP = (cpf )fEdP be a face-based mesh function from /#"h,P' The three-dimensional 
vector function reconstructed from cP inside cell P takes the form Rr; (cp) = If' + If'o. 
The first function If' E H( div, P) is the solution of the following problem: 

div If' = divh cP 

curllf' = 0 

If' . Of = CPf 

in P, 

in P, 

\If E JP. 

(3.21 ) 

(3.22) 

(3.23) 

The second function must satisfy two conditions: div If'o = 0 in P and If'o . Of = 0 on 
faces f E JP. Since we consider here a single polyhedron P, we can assume that the 
unit normal vectors Of are exterior to P; hence, apJ = 1. 

Condition (3.22) ensures that problem (3.21)-(3.23) has a unique solution If'. Con­
ditions (3.21) and (3.23) are necessary to show properties (Rt), (R3), and (RS). The 
accuracy property (R2) and the orthogonality property (R4) follow from a proper 
choice of function If'o. 

Let us discuss these issues in details. Property (Rt) is satisfied because the pro­
jection operator nr returns the face degrees of freedom of cP due to (3.23): 
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The commuting property (R3) holds because divh cP = RP'" (divh cp) = (Rt 0 divh) cP 
from which it follows that 

The locality property (RS) is satisfied because Rt ( cp) . Of = CPf = Rf ( CPlf) for every 
f E JP. 

What is left is to determine a suitable function lpo that ensures properties (R2) 
and (R4). Since divlpo = 0, we can define lpo = curlq for some vector function q E 
Ho( curl, P). The quantity curlq . Of depends only on the tangential derivatives of q 
on f. Since q x Of = 0 on f, these derivatives are zero and the condition lpo . Of = 

curl q . Of = 0 is preserved. Imposing the orthogonality condition (R4) and integrating 
by parts yield: 

- jp lp' (c x (x - xp)) dV = h curlq· (c x (x - xp)) dV = 2 jp q . cdV, (3.24) 

which holds for every constant vector c E ~3. Equation (3.24) gives us a necessary 
condition to choose q as a function of lp but the choice is not unique. To fix this, let 
us define 

X:=~hlpX(x-xp)dV and HX(P) = {qEHO(CUrl,P): jpqdV=X}, 

and take p E Ho( curl, P) as the unique solution of the minimization problem: 

Then, we set lpo := curlp. To show that condition (R2) is satisfied by lp + lpo, we 
consider cP = nt (c) for some constant vector c E ~3. The unique solution to (3.21)­
(3.23) is lp = c, which implies that X = O. The minimization process returns q = 
0; hence, lpo = O. We conclude that Rt (cp) = lp + curl p is an admissible minimal 
reconstruction operator. 

A family of admissible reconstruction operator is obtained by taking lpo = 
curL£ ( lp), where Ai : lp ---+ q can be any vector-valued linear operator that re­
spects (3.24) and returns Ai ( c) = 0 for every constant vector function c. 

Lemma 3.3. Let ei be the i-th vector of the canonical basis o~3, i = 1,2,3. Then,for 
every admissible reconstruction operator Rr; and everyface function cP = ( CPf )fEdP E 

/#"h.P it holds: 

(3.25) 
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Proof Let ei = V' pi where pi (x) := ei' (x - xp). Using this and integrating the left 
hand side of(3.25) by parts, we obtain 

jp Rt (cp) ·ei dV = jp Rt (cp). V' pJ dV 

=- {p)divRt(cp)dV+ L {llPJ"Rt(cp)p)dV. 
Jp fEdPJf 

(3.26) 

The first integral term in the right-hand side of (3 .26) is zero. Indeed, using the com­
muting property (R3) and the fact that Rf{' is constant on P, cf. (3.11), we obtain: 

jppJdivRt (cp) dV = h Rt' (divh cp) pi dV = Rt' (divh cp) hpJ dV = O. 

The locality property (RS) and the midpoint integration rule give 

(llP.f· Rt (cp) p) dV = CPf (p) dV = CPf If I ei' (Xf - xp). 
~ . ~ 

The proves the assertion of the lemma. 

3.3.3 The reconstruction operators R{ and R~ 

D 

These two operators correspond to the third diagonal in Fig. 3.1. Their construction 
uses the reconstruction operators described above. 

3.3.3.1 The 2-D reconstruction operator Rr 
Let cp = (CPv )VEdf be a vertex function from "fh.f. A scalar function R/ ( cp) recon­
structed from cp on face f is the unique solution of the following problem: 

// 6 V'Rdcp) = RdV'hCP) inf, 

Rj( cp) = RZ( CPle) on e E df, 

(3.27) 

(3.28) 

where Rt' and R{ are the admissible reconstruction operators defined in Sect. 3.3.2. 
Property (Rl) holds because the projection operator nt evaluates function values 

at vertices v of f, which are determined uniquely by the boundary conditions (3.28) 
and the properties of R; ( cp). Property (RS) is the boundary condition (3.28). To show 
property (R2), let us take cp = nt (c) for a constant function c. Then CPv = c for every 
vertex v and V' hCP = O. Hence, the right-hand side of (3.27) is zero and the solution to 
the problem is a constant that must take the same value c. Property (R3) is implied 
directly by (3.27). 

The right-hand side in (3.27) is not unique unless we consider the minimal admis­
sible reconstruction operator Rf, see Sect. 3.3.2. Taking the divergence of both sides 
of (3.27) yields that Rr (cp) is a solution of the boundary value problem: 

in f, 

oneEdf. 

(3.29) 

(3.30) 
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Since the right-hand side of (3.30) is determined uniquely by (3.12), the solution is 
unique. Obviously, it also the solution to problem (3.27)-(3.28). 

Let us show that the accuracy property (R2) can be extended to linear functions. 
Consider cP = nt (pI) for a linear function pl. Note that the right-hand side of(3.29) 
is zero and the right-hand side of (3.30) is the trace of pIon Jf. Hence, pI is the 
solution of this problem and Rt (nt (p I)) = pl. 

Lemma 3.4. Let OLe denote the exterior unit vector orthogonal to e E Jf. Then, for 
every admissible reconstruction operator Rt and every vertex-based mesh function 
cP = (fPv )VEdf E "fh.f it holds that 

(3.31 ) 

Proof We use the identity 2 = div(; -;d and integrate the left-hand side of(3.31) 
by parts: 

21R/(cp)dS= l R/(cp)div(; -;f)dS 

=- {VR/(cp)'(;-;f)dS+ L {R/(CP)leOf,e·(;-;f)dL. (3.32) 
Jf eEdfJe 

The first integral in the right-hand side is zero. Indeed, using the commuting prop­
erty (R3) and the orthogonality property (R4), we obtain: 

{ V Rt ( cP ) . (; - ; f) d S = {Rt (V h cp) . (; - ; f ) d S = O. Jf Jf 
Note that (; -;d' OLe is constant along edge e and can be evaluated at the edge 
mid-point. Applying the locality property (R5), we obtain: 

1 R/( CP)le OLe ' (; - ;f)dL = Of ,e' (;e - ;f) 1 R~/ (CPle) dL. 

This proves the assertion of the lemma. D 

Remark 3.3. We can evaluate the integrals in the right-hand side of (3.32) using the 
result of Lemma 3.1. Thus,the average of Rt (cp) on f is the same for all admissible 
reconstruction operators Rt and depends only on cP and a few geometric quantities. 

3.3.3.2 The 3-D reconstruction operator R~ 

Let cP = (CPe)eEdP be an edge-based mesh function from G"h,P. The three-dimensional 
vector field reconstructed from cP inside cell P has the form R~ (cp) = cP + CPo. The 
first function cp E H( curl, P) is the solution of the following problem: 

'? curlcp=Rp (curlhCP) inP, (3.33) 

divcp=O 

(cp hJ = Rf( CPld 

in P, 

onfEJP, 

(3.34) 

(3.35) 
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where R't is the admissible reconstruction operator defined in Sect. 3.3.2 and (If') ~.f 
denotes the orthogonal projection on the plane of f. In other words, we fix the tan­
gential component of If' on d P. The second function If'o must satisfy two conditions: 
curllf'o = 0 in P and If'o = 0 on dP. 

Condition (3.34) is introduced to ensure that the problem (3.33)-(3.35) has a unique 
solution. Conditions (3.33) and (3.35) are necessary to ensure properties (Rt), (R3), 
and (R5). The accuracy property (R2) and the orthogonality property (R4) follow 
from a proper choice of function If'o. 

Let us discuss these properties in more details. The data locality property (R5) 
holds immediately due to selection of boundary conditions in (3.35). Property (Rt) 
holds because the projections operator n$ returns values of the reconstructed func­
tion averaged over edges. Using this and definition (3.17), we obtain: 

(n$ oR~) (CP)le = ~ 1 (If' + If'o)' 're dL = ,~,l R7 (CPlf)' 're dL = CPe, 

where f is any face to which e belongs. The commuting property (R3) holds because 

(curloR~) cP = curlR~(cp) = curl(lf'+lf'o) =Rt (curlhCP) = (kt ocurlh) cpo 

What is left is to determine a suitable function If'o to ensure properties (R2) and 
(R4). Since curllf'o = 0, we take If'o = V q for some scalar function q in Hd (P). As 
q has zero trace on d P, its tangential derivatives on each face fEd P are also zeros, 
and the condition If'o = 0 on d P is preserved. Imposing the orthogonality condition 
and integrating by parts yield: 

~ If'. (x - xp) dV = - ~ V q. (x - xp) dV = 3 ~ qdV. (3.36) 

Equation (3.36) gives us a necessary condition to choose q as a function of If' but the 
choice is not unique. To fix this, let us define 

X:=~~lf'·(x-xp)dV and £(P)={qEHd(P): jpqdV=X}, 

and take p E Hd (f) as the unique solution of the minimization problem: 

minqE)f(p) ~ V q 2 dV. (3.37) 

Then, we set If'o := V p. To show that the accuracy property (R2) is satisfied by 
If' + If'o, we consider cP = n$' (c) for some constant vector c E Jl{3. The unique solu­
tion to (3.33)-(3.35) is If' = c, which implies that X = O. The minimization process 
returns q = 0 and, hence, CPo = O. We conclude that R~ ( cp) = If' + V p is the minimal 
admissible reconstruction operator. 

A family of admissible reconstruction operators is obtained by taking If'o = 

V Jft (If') where Ai : If' ---+ q that can be any linear operator that respects (3.36) and 
such that .4t ( c) = 0 for every constant vector function C. 

Lemma 3.5. Let ei be the i-th vector of the canonical basis ofJl{3, i = 1,2,3. For 
every admissible reconstruction operator R~ and every edge-based mesh function 
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{' R~ ( q» . ei dV = ~ L af,i' {' Rt ( q>lf ) dS, 
ip 2 fEdP if 

(3.38) 

where Rt' is any admissible reconstruction operator and 

af,i = (np,f' (Xf - xp) ei + np,f' ei (xp - Xf)) Lf' (3.39) 

Proof Let us rewrite ei using the following identity 

2ei=curlp)(x) with p)(x)=eix(x-xP). (3.40) 

Substituting (3.40) in (3.38) and integrating by parts, we obtain 

2 jpR~(q».eidV= hR~(q»,curlp) dV 

= {' curlR~(q»·p)dV+ L fR~(q».(nPJxpJ)dS. 
ip fEdPif 

(3.41 ) 

The volume integral in the right-hand side of (3.41) is zero. Indeed, using the com­
muting property (R3) and the orthogonality property (R4), we obtain: 

h curlR~ (q» . p) dV = h Rt (curl" q» . p) dV = O. 

The locality property (RS) gives 

{' R~(q». (npJ x p))dS = {' Rt(q>lf)' (npJ x p\udS. if . if .. (3.42) 

Applying vector calculus, we obtain: 

np,f x pi = np,f' (x-xp)ei - (npJ ·ei) (x-xp). (3.43) 

Note that np,f . (x - xp) is a constant quantity on f. Adding and subtracting Xf, we 
rewrite (3.43) as follows: 

npJ x pi = npJ' (Xf - xp) ei - (npJ' ei) (Xf - xp) - (np,f' ei) (x - Xf) (3.44) 

The first two terms in the right-hand side form a vector parallel to the plane off. The 
same is true for the third term. Consider a local coordinate system ~ associated with 
the plane off. Then, the orthogonal projection is quite simple: 

(3.45) 

Inserting this in (3.42), we obtain: 

1 R~( q». (np,f x pI) dS = 1 Rt (q>lf) . af,i dS - (np,f' ei) 1 Rt( q>lf) . (~ - ~f) dS. 

The assertion of the lemma follows by observing that the last integral is zero due to 
the orthogonality property (R4). D 

Remark 3.4. The average of the reconstructed function R~ (q» on P depends on aver­
ages of the reconstructed functions Rf (q>lf) on faces f. According to Lemma 3.3, the 
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later do not depend on the choice ofthe reconstruction operator. Thus, the average of 
R~ ( cp) is the same for all admissible reconstruction operators and depends only on cp 
and a few geometrical quantities. 

3.3.4 The reconstruction operator Rt 
Let cp = (CPv )VEdP be a vertex-based mesh function from "th.p. A scalar function re­
constructed from cp inside cell P is the unique solution of the following problem 

in P, 

on f E dP, 

(3.46) 

(3.4 7) 

where R~ and Rt are admissible reconstruction operators defined in Sect. 3.3.3. 
From Sect. 3.3.3 we know that an admissible reconstruction operator can be writ­

ten as R~ (cp) = cp + V Jft (cp), where cp is a divergence-free field. Taking the diver­
gence of both side of (3 .46), we obtain the following necessary condition: 

,1 Rr ( cp) = ,1 .4f ( If' ). 

The solution R~ ( cp) is determined uniquely by taking Ai ( If') = p, where p is the so­
lution of the minimization problem (3.37). We refer to such a reconstruction operator 
as the minimal reconstruction operator. 

Property (Rt) holds because the projection operator n~~ returns values of the 
reconstructed function at vertices v of P and these values are defined uniquely by 
boundary conditions (3.47). To show that the accuracy property (R2) holds, let us 
consider cp = n~/ (c) for a constant function c. Since Cf>v = c for every vertex v of P, 
we have V h( cp) = 0; hence, the right-hand side of (3.46) is zero. Thus, the solution 
is constant on P and must take the same value c due to the boundary conditions. The 
commuting property (R3) follows immediately from (3.46). 

The accuracy property can be extended to linear functions. Let pi E lPl (P) and 
cp = n~/ (pi). Since V pi is a constant vector, we have: 

V Rnn~ (pi)) = R~ (Vhn~ (pi)) [use (R3)] 

=R~(n$(Vpl)) [use (R4)] 

= Vpl. 

Thus, Rr (cp) = pi satisfies (3.46). We have already proved that the reconstruction 
operator R/ is exact for linear functions; hence, R~ ( cp) = pi satisfies boundary con­
ditions (3.47). We conclude that (R~ 0 n~)(pl) = pl. 

Lemma 3.6. Let ei for i = 1,2,3 be the i-th vector of the canonical basis ofJl{3. For 
every admissible reconstruction operator Rr and every vertex-based mesh function 

cp = (Cf>v )VEdP E "th.P it holds: 

i iI '" 1//( ) Rp(cp)dV=- L. (Xf-xp)·np,f R f CPlf dS, 
. p 3 fEdP f 

(3.48) 
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where R{ is any admissible reconstruction operator defined in Sect. 3.3.3. 

Proof Let us consider the identity 3 = div(x - xp). Integrating by parts and using 
the data locality property, we obtain 

3 {R~(cp)dV= {Rt(cp)div(x-xp)dV 
Jp Jp 

=- {VR~(cp).(x-xp)dV+ L {R~(CP)lf(x-xp).np,fdS 
Jp fEdP Jf 

=- {VRt(cp).(x-xp)dV+ L {R/(CPlf)(x-xp).np,f dS. (3.49) 
Jp fEdP Jf 

The first integral term in the right-hand side is zero. Indeed, using the commuting 
property (R3) and the orthogonality property (R4), we obtain: 

{VR~(cp).(x-xp)dV= {R~(Vhcp)·(X-xp)dV=O. (3.50) 
Jp Jp 

Using (3.50) in (3.49), we rewrite it as: 

{R~(cp)dV=~ L {R{(CPIf)(x-xp).np,fdS. 
Jp 3 fEdP Jf 

(3.51 ) 

The assertion of the lemma follows by noting that (x - xp) . np,f is constant on face 
f and can be evaluated at its barycenter Xf. D 

Remark 3.5. Combining the results of Lemmas 3.6, 3.4, and 3.1, we conclude that the 
average of R~ ( cp) over cell P is the same for all admissible reconstruction operators 
and depends only on cp and a few geometrical quantities. 

3.4 Mimetic inner products for a single cell 

Let us return back to a generic space .9h that can represent 11" f:h, §h or f!JJh. Its 
restriction to cell P, SIP = .9h,p, represents 11"p, f:h,P, §h,P, or f!JJh,p. Any inner 
product can be represented by a symmetric positive-definite matrix: 

(3.52) 

We define the space ,'Yp of the test functions (see the consistency condition (3.1)) 
as the space of constant (scalar or vector) functions, i.e. ,'Yp = lPo(P). Let Vh,P = 
nrf(v) for v E Sh,P. Using property (3.3), we can rewrite the consistency condition 
in the equivalent form: 

[nFY(C),Vh,P]yh,p= ioCR(:(Vh,P)dV (3.53) 

for all Vh,P E .9h,P and any constant (scalar or vector) function c E lPo(P). 
We will systematically use this form of the consistency condition to derive its 

linear algebra form: 
(3.54) 
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where matrices Ny,p and Ry,p are computable. This is the matrix equation with 
respect to the unknown matrix My ,p. Hereafter, the construction is limited to a single 
cell P. Thus, for each particular space, we can safely drop the subscripts from our 
matrix notations and write M N = R. 

Remark 3. 6. We restrict our attention to the fundamental case of the standardL 2 scalar 
product. The extension to more a general scalar product, for instance, with a symmet­
ric and strictly positive definite tensorial weight is introduced in Part II. 

Before showing the inner products for the spaces "f}"p, 0"h,P, fjip, fJJ\,p in three 
dimensions, we complete the two-dimensional Example 3.1. 

Example 3.2. Let us recall the consistency condition (3.7) for the mimetic inner prod­
uct in space ff\p in two dimensions 

(3.55) 

where Vh.P = (VdfEdP' 

We select a natural basis for the quotient space lPl (P)/~ = span{x -xp,y - yp }, 
where x,y are the Cartesian coordinates and (xp,yp) is the barycenter of P. Inserting 
q = x - xp in (3.55), we get 

[nt(el),Vh,P] Fh,P = L Vf {(x-xp)dS (3.56) 
fEdP if 

where the vector el = (1,0 l. By enumerating the faces of P, the right hand side 
above can be written as a scalar product ofthe vectors Vh.P and RI = (RI,f )fEdP, with 

Ru = l(x-xp)dS Iff E JP. 

Let N I = nr? (eJ). Then, (3.56) can be expressed as an algebraic condition on the 
local inner product matrix: 

The same argument applied to q = Y - YP leads to the second algebraic condition 
M N2 = R2 where N2 = n: (e2), R2 = (R2,dfEdP, and R2,f = If(Y - yp) dS. We can 
combining the two algebraic conditions in one matrix equation: 

MN =R, (3.57) 

where N = [NI' N2J and R = [RI' R2J. Equation (3.57) is the algebraic form of the 
consistency condition. Solution of this equation is given briefly in Sect. 3.4.5 and in 
more details in Chap. 4. D 

As a final remark, we note that the construction of other inner product matrices 
follow the same pattern that starts from a consistency condition, that can be repre­
sented as a surface integral as in (3.55) and leads to the typical mimetic equation 
M N = R, but with different matrices Nand R. 
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3.4.1 Mimetic inner product in 1'h,P 

For every constant function c defined on cell P and any vertex-based mesh function 
cp from 1i"P, we apply the consistency condition (3.53) to obtain 

[ // 1 {1 cp,np (C)/h,P = JpRp (cp)cdV. (3.58) 

Let us take c = 1 as a basis for the space of constant functions. Applying first 
Lemma 3.6 and then Lemma 3.4, and finally Lemma 3.1, we obtain 

[ 1 1 I '" '" (J! J!) ((>vI + ((>v2 cp,np (l)//"p=- L. (Xf-Xp)'"p,f L. ~e-~f 'llf,e lei, (3.59) 
3 fEdP eEdf 2 

where we recall that ~e is the midpoint of edge e E df, ~f and Xf denote the barycenter 
of face f in a local and the global coordinate systems, and "re is the unit vector 
orthogonal to e E df in the plane containing f. Reordering the above sum yields 

[cp,n~(l)l/h'p=~ L L L (xf-xp)'"P,f(~e-~f)'"f,e((>vlel 
vEdPeEdf fEdP 

e~v f~ 

(3.60) 

with the obvious definition of coefficients Rv, I. Collecting these coefficients, we form 
a vector Rl E "fh,p: 

RI = (Rl.vLEdP· 

Let N I = n~( 1). The definition of the projection operator implies that all compo­
nents of vector N I equal to 1. Using the matrix representation of the inner product 
(see formula (3.52)), we rewrite (3.60) as follows: 

cpTMNI =cpTRI. 

Since cp is an arbitrary vector, we obtain the matrix equation 

Comparing with (3.54), we conclude that matrices Nand R are single-column matri­
ces in the considered case. 

Remark 3. 7. Recall that the reconstruction operator R~" is also exact for linear func­
tions. Therefore, the above construction can be extended in order to satisfy the con­
sistency condition (3.53) for any test function in lPI (P). 

3.4.2 Mimetic inner product in 0"h,P 

Let { el , e2, e3} denote the canonical basis of ~3. Treating ei, i = 1,2,3, as constant 
vector functions over cell P, {el,e2,e3} form a basis for [lPo(Pjp. For every i = 

1,2,3 and any edge-based mesh function cp in 0/1,P, we apply the consistency condi-
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tion (3.53) to obtain 

(3.61 ) 

We develop the right-hand side using first Lemma 3.5 and then Lemma 3.2. From 
the first lemma it follows that 

(3.62) 

where Rf is any admissible reconstruction operator for f E dP and the vector-valued 
constant af,} E ~2 is given by (3.39): 

(3.63) 

where Xf and Xp are the barycenters off and P, respectively. Each vector au lies on 
the two-dimensional face f and can be expanded in the canonical basis {TIl, Tl2} of 
~2 as: 

2 

aLi = L CXf,i,kTlk' 
k=! 

From Lemma 3.2 it follows that for for every admissible reconstruction operator 
Rf and every edge function cP = (CPe)eEdf E gh,f it holds that 

where Tlk = curlPk' The orientation of tangent vectors 'te is now important. We no 
longer can make a simplifying assumption, like in Lemma 3.2 and must carry around 
the factor CXf,e = ±1. Takingpk(;) = Tlk x (; - ;f) andre-ordering summations, we 
obtain 

= L ( - ~ ± L L CXf,i,kCXf,e lei (Tlk x (;e - ;f))) CPe 
eE6p k=! fEdP eEdf 

== LRi,eCPe, (3.64) 
e 

with the obvious definition of coefficients Ri .e . Collecting these coefficients, we form 
a vector R; E 6/,.P: 

R; = (R;,e)eEdP' 

Let Ni = nt' (ei). Using the matrix representation of the inner product (see for­
mula (3.52)), we rewrite (3.64) as follows: 

cpT M N; = cpT R;. 
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Since cp is an arbitrary vector, for each i, we obtain the matrix equation 

MN;=R;. 

Let us form matrices R = [R1' R2, R3] and N = [N1' N2 , N3]. We conclude that 
the algebraic form of the generic consistency condition (see formula (3.54)) in the 
considered case is M N = R with the three-column matrices Nand R. 

3.4.3 Mimetic inner product in §h,P 

For every constant vector e;, i = 1,2,3, as in the previous subsection, and for every 
face-based mesh function cP E /#"h,P, we apply the consistency condition (3.53), to 
obtain 

[cp,n{(ei)] Yh,P= jpRt(cp)·e;dv. (3.65) 

We develop the right-hand side using Lemma 3.3: 

[cp,nt(ei)jY0"P= L CPfei,(xf-xp)lfl= L CPfR;,f, 
fEdP fEdP 

(3.66) 

with the obvious definition of coefficients RiJ. Collecting these coefficients, we form 
a vector R; E 0/1,P, R; = (Ri,f)fEdP' Let Ni = nt(ei). Using the matrix representation 
of the inner product (see formula (3.52)), we rewrite (3.66) as follows: 

cpT M N; = cpT R;. 

Let us form matrices R = [R1' R2, R3] and N = [N1' N2 , N3]. We conclude that 
the algebraic form of the generic consistency condition (see formula (3.54)) in the 
considered case is M N = R with the three-column matrices Nand R. 

3.4.4 Mimetic inner product in !!l\ P , 

This case is trivial, since cP E 9 h,p is just the number cpp. Let lff E 9 h,p, The con­
sistency condition (3.53) with C = lffp gives 

Hence, M = !PI. 

3.4.5 Formula/or the inner product matrix 

Consider the matrix equation M N = R with matrices Nand R derived above. Here, 
we give a quick solution to this equation and leave its detailed analysis to Chap. 4 
and Part II. 

A simple proof by contradiction can be used to show that matrix N has a full 
rank. Let us show that matrix R has also a full rank. If we take Uh.P and Vh,P in 
definition (3.52) as the columns of matrix N, apply the consistency condition (3.59) 
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and the accuracy property (R3), we obtain: 

[Uh,P, Vh,P ]yh,P = NT M N j = RT Nj = h cicjdV, 

where Ci and Cj are constant (scalar or vector) functions generating vectors Ni and 
Nj , respectively. Since, functions Ci are orthogonal basis functions, the product NTR 
is the diagonal positive definite matrix; hence, non-singular. This implies that matrix 
R must have a full rank. 

A partial solution to the matrix equation is given by 

MO = R(RTN)-l RT , 

which can be verified by direct substitution. The matrix MO is positive semi-definite, 
and it is positive definite only when the number of rows in N is bigger than the number 
of columns. The problem is rectified by adding to MO another positive semi-definite 
matrix M I such that MIN = 0, e.g. 

y>o. 

The final solution, recommended for practical calculations is given by 

M = MO + Ml = R (RT N)-I RT + ~trace(MO) (1- N (NT N)-I NT), 
m 

(3.67) 

where m is the size of matrix M. It is not difficult to show that this matrix is al­
ways positive definite, for instance, using a proof by contradiction. A more difficult 
task is to prove that it satisfies the stability condition (3.2) which is only true for 
shape-regular cells. Detailed analysis of the stability condition is presented in the 
next chapter after a generalization of the consistency condition. 

Remark 3.B. Formula (3.67) gives only one of the possible solutions to the matrix 
equation M N = R. A complete family of solutions is derived later. This family con­
tains matrices M for which we can prove existence of reconstruction operators Rf{ (.) 
such that formula (3.4) holds true. It may also contain matrices for which the existing 
analysis tools are insufficient to give a definite answer. 
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Mimetic discretization of bilinear forms 

"Complexity that works is built up 
out of modules that work perfectly, 

layered one over the other. " 
(Kevin Kelly) 

In the previous chapter we described the mimetic inner products that are low-order 
approximations of classical L2 products of continuum functions u and v: 

[Uh,P,Vh,PjYh,P = jpuvdV+O(hp)IPI, 

where Uh,P, Vh,P are discrete mesh functions from a space ,5/'h: 

In this chapter, we extend the developed discretization tools to more general bilinear 
forms, More precisely, let us consider an elliptic problem: 

Find u E X such that.' 

&&(U,v)=(f,v0 \fvEX, (4.1) 

where X is a Hilbert space, ,qj : X x X ---+ lR is a symmetric, continuous and coercive 
bilinear form and f is a loading term in the dual space of X. Essential boundary con­
ditions are included in the definition of X. Natural boundary conditions are included 
in the definition of the loading term. Due to the Lax-Milgram lemma, the problem is 
well posed [80]. 

The mimetic discretization of problem (4.1) includes three steps that are typical 
for all discretization methods; however, each step has features that are unique for the 
mimetic approach. 

1. Definition of the discrete space ,Yf,. We define the space ,5/'h through the de­
grees of freedom, which are real numbers associated with a collection of vari­
ous geometric objects such as cells, faces, edges and/or vertices of a mesh Qh. 

The choice of the degrees of freedom is, obviously, problem dependent. Exam­
ples of ,5/'h include the fundamental spaces f!JJh , §," ~1l 11, introduced in Chap. 2. 
The mimetic approach allows us to mix degrees offreedom with different phys­
ical meaning (pointwise values, moments, normal and tangential components of 
tensors) associated with different geometric objects. In contrast with the finite 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_4, © Springer International Publishing 
Switzerland 2014 
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element method, no shape functions are constructed explicitly; hence, no unisol­
vency condition is needed. 

2. Construction of the discrete bilinear form @Jh : Yh x Yh ---+ R Since the MFO 
method does not use shape functions in its construction, the discrete bilinear 
forms are built from different principles called the consistency and stability con­
ditions. The consistency condition is an exactness property stating that the bilin­
ear form @Jh reproduces exactly (up to some reconstruction operator) the contin­
uum form @J when at least one of its two arguments lives in a special subspace 
of Yh. The stability condition guarantees that the discrete bilinear form @Jh is 
uniformly coercive and continuous, which leads to a well-posed scheme. 

3. Construction of the discrete loading term (f,·14) : .9h ---+ R The discrete loading 
term is a continuous linear operator that approximates the right-hand side of( 4.1). 

Once these steps are completed, the mimetic scheme reads as follows: Find Uh E .9h 

such that: 
(4.2) 

The above construction uses a direct discretization of the variational form of the 
problem and is different from the approach proposed in Chap. 2 that reformulates 
the original second-order POE as a system oftwo first-order equations. Although the 
two approaches turn out to be often equivalent (at the level of discrete equations), 
this second one has a wider range of applications. 

In the subsequent sections, we will develop a framework for a proper choice ofthe 
discrete space Y'J, and the construction of the bilinear form @Jh. We will also discuss 
the implementation of @Jh in a computer program. The construction of (f, .14) will be 
discussed in the next chapters for specific POEs. 

Remark 4.1. In the case of simplicial meshes, the MFO method leads often to the 
same scheme as a finite element method that uses the same degrees of freedom. The 
proposed framework can be used as an alternative numerical approach to the con­
struction of local stiffness and mass matrices. For instance, a practical implementa­
tion of high-order finite element methods (e.g. Argyris element) can be done more 
efficiently using the MFO framework. 

4.1 Discrete bilinear forms 

We assume that the bilinear form @J is given in the form of an integral over a computa­
tional domain Q. If Q h is a subdivision of Q into polyhedral cells P (see Sect. 1.6.2), 
@J can be split into the sum of local terms 

.%1 (u,v) = L .%lp(u,v) \;/U,VEX, (4.3) 
PEQh 

where .%lp is a symmetric and positive semi-definite bilinear form associated with 
cell P. By analogy with (4.3), we split the bilinear form @Jh into the sum of local 
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terms 

81Jh (Uh,Vh)= L 81Jh.P(Uh,P,Vh.P) \/Uh,VhEYh, 
PEDh 

93 

(4.4) 

where PlJh.P : y/,.P x y/,.P ----) m;. is a symmetric and positive semi-definite bilinear 
form associated with cell P and Yh.P = YhIP' Let nYh.P denote the dimension ofthe 
local space Yh.P' 

Let us consider a polyhedral cell P and define the kernel of the bilinear form ,%lp 

as follows: 

ker( 81Jp ) = v E Xj P such that 81Jp ( v, v) = o} . (4.5) 

We also define a sufficiently rich finite-dimensional space of trial functions ,'Yp such 
that the following inclusions hold: 

ker( 81Jp ) C;; ,'Yp C Xj P and (4.6) 

for some integer kEN. 

Remark 4.2. Our notation is tailored for spaces of scalar functions. In the case of 
spaces of vector-valued functions, we replace the second inclusion by (lP k( p))d c;; ,'Yp 

where d > 1 is the space dimension. 

Let n.,Jp denote the dimension of space ,'Yp and functions qj form a basis in this 
space: 

67 _ {I 2 11.'!p} JP - span q ,q , ... , q . 

The requirement that a polynomial space is included in ,'Yp is necessary to ensure the 
accuracy of the method. In practice, it often holds that ,'Yp = lPk(P) for some integer 
k. The other requirement, ker(,%lp) C;; ,'Yp, is used in Sect. 4.3 to assure that the local 
discrete bilinear forms 81Jh,P reproduces the kernel of the continuum form 81Jp . 

Like in the previous chapter, we consider a subspace Sh.P C Xjp. Again, this space 
is never constructed explicitly and only its generic properties are used in the MFD 
method. 

(Bl) The projection operator n~: Xjp ----) Y/"P restricted to Sh,P is surjective on 

y/"p, i.e. Yh,P = n~(Sh,p). 

(B2) Sh.P contains the trial space ,'Yp. 

(B3) 81Jp (v, q) with v E Sh,P and q E ,'Yp can be computed exactly using only q and 
the degrees of freedom of v. 

Note that the space Sh.P can be infinite dimensional and in general it may be conve­
nient (and simpler) to keep it like that avoiding to enforce further conditions on Sh.P. 

Nevertheless, one can always choose a space Sh.P (possibly by selecting a subspace) 
such that 

(4.7) 
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In such case the projection operator n~ becomes an invertible application from Sh,P 

into ,5"h, P and the discrete fields in ,5"h, P are the degrees of freedom of the functions 
in Sh.P. Thus, each function v E Sh.P is uniquely determined by its degrees of freedom 
n~(v) and the choice of Sh,P determines a reconstruction operator 

R ·Y' ,/J S 
P : J h.P ---+ h,P' 

The reconstruction operator Rf{ must satisfy a different set of conditions com­
pared to the reconstruction operators of Chap. 3. Indeed, properties (R3)-(R4) de­
pend on the definition of the bilinear form ~p. The right inverse property (Rl) and 
the accuracy property (R2) are now replaced automatically by the fact that the recon­
struction operator is the inverse of the projection operator on space Sh,P' 

Like in Chap. 3, a family of reconstruction operators may exist. Different recon­
struction operators define different spaces Sh.P. The properties (B2) and (B3) are 
common for all reconstruction operators in the family and are required to ensure the 
accuracy of the MFD method. Stability of the method is controlled by imposing uni­
form bounds on the reconstruction operators. 

The property (B3) is fundamental to establish an algebraic form of the consistency 
condition that makes the derivation ofthe method possible. This derivation uses only 
the degrees of freedom of v E Sh.P and is independent of the reconstruction opera­
tor. In low-order mimetic schemes, the degrees of freedom are often related to the 
boundary of P and the space Sh,P is selected to reduce the computation of ,%lp (v, q) 
to d P. In high-order mimetic schemes, some degrees of freedom of v may be also 
related to the interior of P such as cell moments with respect to the polynomials. In 
such a case, the computation of ~P (v, q) is more involved but again feasible with a 
proper selection of Sh.P' We stress again that in a computer program, we do not need 
to construct the space Sh.P as well as the reconstruction operator. 

Remark 4.3. In contrast to the previous chapter, in the present one we will focus more 
on the space Sh.P rather than on the reconstruction operator. The two approaches are 
equivalent, as noted in Remark 3.2. 

4.1.1 Consistency condition 

Definition 4.1 (Consistency condition). We say that the bilinear form ,%lh.P satisfies 
the consistency condition if 

Condition (4.8) is compatible with the symmetry of ~P and ~h.P, and is in fact the 
accuracy property. Whenever ~h.P is applied to the degrees offreedom of a function 
in 3'"p and of a function in Sh,P, it returns the exact value of the bilinear form ~p. 
If (4.7) holds, we can reformulate the consistency condition using the reconstruction 
operator as follows. 
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Definition 4.2 (Consistency condition, alternative definition). We say that the bi­
linear form @Jh,p satisfies the consistency condition if 

Let us illustrate these preliminary developments with an example. 

Example 4.1. Let us consider a convex polygon P and takeXjp = HI (P). Let Yh,P = 

1h.P and 

@Jp(u,v) = r KpVu·VvdV, Jp (4.10) 

where Kp is a constant tensor. Thus, we are looking for a node-based discretization 
of the Poisson equation. 

Let gp = lP I (P) be the space of linear polynomials, u = q for some q E gp, and 
Vh,P = n~ (v). Integrating the right-hand side of the consistency condition (4.8) by 
parts and noting that Kp V q is a constant vector, we obtain: 

@Jp(q,v) =- r div(K pVu)vdv+l (np·KpVq)vdV Jp dP 

= L nP,e' KpVq 1 vdS, 
eEdP e 

(4.11) 

where e denotes an edge of d P and nP.e its exterior normal vector. Each edge integral 
could be calculated exactly using, for example, the trapezoidal rule if v were a linear 
function along the edge. For the edge e connecting the couple of vertices (v I, V2), we 
could obtain: 

1 lei lei 
vdS = - (V(XV1) +v(xvJ) = -(VVI +vvJ. 

e 2 2 
(4.12) 

In general, the linearity assumption is not required. Instead, we can define Sh.P as any 
space of functions that can be integrated exactly on edges e E d P with the trapezoidal 
rule, 

and such thatSh,p contains the space gp = lPl (P). Note that the two conditions above 
are clearly compatible since the restriction of a linear function to an edge is a linear 
one dimensional function. 

One does not really need to define further the space Sh,P since the information 
above is sufficient to implement the consistency condition and build the local bilinear 
form. Nevertheless, if one prefers to define a finite dimensional space Sh.P (isomor­
phic to Yh.P), a possible choice is given by the solutions of the harmonic problems: 

div(KVv) = 0 in P, 

on e E dP, 
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where ve is the linear interpolation of the edge end-point values v(XV1 ) = VVI and 
v( xvJ = VV2' If polygon P has a non-trivial shape, explicit calculation of the basis 
functions in Sh.P will be an expensive procedure and must be avoided. In any case, 
the final form of the consistency condition for the present example becomes 

,qjJh,p(n~(q),Vh,P) = L I~I (np,e·KpV'q)(VVl +VV2) 
eEdP 

for all q E .9"p = lP j (P) and for all Vh,P E 1i"P' Note that we have derived the above 
explicit condition without the complete knowledge of the functions in ShoP. D 

4.1.2 Stability condition 

The symmetric and positive semi-definite bilinear form 3fJh.P can be represented by 
a symmetric and positive semi-definite matrix Mp: 

(4.13) 

We show later that if the dimension of the trial space .9"p is less than the size of matrix 
Mp, the consistency condition does not define a unique matrix Mp. For the bilinear 
form considered in Example 4.1, matrix M p has size n, where n is the number of 
vertices of P. Since the dimension of .9"p is three, we obtain a family of matrices that 
satisfy the consistency condition whenever n ::;:, 4. 

The aforementioned family may include ill-conditioned matrices and a stability 
condition is required to ensure the well-posedness of the discrete problem. The sta­
bility condition can be formulated in various norms. For the moment, we consider a 
local semi-norm Illvh.pll on y/"p, which is such that Illvh,pll = 0 if and only 

ifvh,p = n~(v) for some function v E ker(,qjJp), and we define the global semi-norm 
as follows: 

IllVhl1 = L Ill vh,pII12/h,p \lvh E y/,. 
PEDh 

In most practical cases, this operator defines a norm on a subspace of mesh functions 
that satisfy the essential boundary conditions. 

Definition 4.3 (Stability condition). There exist two positive constants C* and C*, 
which are independent of hand P, such that 

C* Illvh,P 111;h P ::; ,qjJh,P (Vh,P, Vh,P) ::; C*lllvh,P 111;h P \lvhoP E Y/'oP' (4.14) 

The definition of the discrete semi-norm Illvh,pll is clearly problem de-
pendent but, most importantly, it does not depend on the reconstruction opera­
tor. In practice, we often consider a semi-norm that is spectrally equivalent to 
3fJP(Rt (vh,p),RP"(Vh,P)) and is easily computable. Let us illustrate this with the 
following example. 

Example 4.2. Let us consider the bilinear form and the discrete space 1i"P from 
Example 4.1. Using definition of the primary gradient operator (2.19), we introduce 
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the mesh-dependent semi-norm 

Illvh,plll;h P = IPI L (Vh Vh,P)e 2 = IPI L 
eEdP e=(Vj,v2)EdP 

(4.15) 

Clearly, Illvh,p III 11,P = 0 if and only if Vh,P is a constant vertex-based mesh function. 

Thus, the kernels of III . III)V and:J1J h, P coincide. Indeed, let C be a constant function 

on P and Ch,P = n~(c). Since, C belongs to gp, definition (4.10) implies that: 

:J1Jh,P(Ch,P,Ch,P) = :J1Jh,p(n~(C),Ch,P) = :J1Jp (c,c) = O. 

Finally, it can be easily checked that, under suitable mesh assumptions, the local 
semi-norms above scale, with respect to the element size hp, as the HI (P) semi-
norm. D 

4.2 Algebraic form of the consistency condition 

Here, we derive the algebraic equations for the matrix M P in (4.13). In view of split­
ting (4.4), the global matrix representing :J1Jh is built by assembling the local matri­
ces Mp. In order to simplifY the exposition, let us assume that (4.7) holds. We stress 
again that such a condition is not restrictive as one can always choose a subspace of 
the space Sh.P. 

For any q E gp, v E Sh,P and Vh,P = n~(v), the right-hand side of the consis­
tency condition (4.8) is a linear functional with respect to Vh.P and thus (4.2) can be 
written as 

(4.16) 

where vector Rq E'f!/"p depends on q and the bilinear form PlJ. Note that the right hand 
sides of(4.1) and (4.2), and thus Rq, is computable thanks to assumption (B3). Vector 
Rq depends linearly on q and so does the projection operator n~(q). Therefore, it is 
sufficient to enforce the above equality only for functions qi, i = 1, ... ,n,Yp' that form 
a basis of gpo Let us define the following vectors: 

(4.17) 

Remark 4.4. Both matrices Nand R depend on the geometry of cell P. However, the 
analysis presented in the rest of this chapter is done for a single cell P, so we do not 
need a more complex notation like N P and Rp. 

Using these vectors and representation (4.13), we rewrite (4.16) as follows: 

NTMpVh,P = RT Vh,P· 

Since n~ is surjective, Vh,P is an arbitrary vector, and we obtain n,Yp algebraic equa­
tions 

(4.18) 
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Ifwe introduce two rectangular matrices, N = [N J, ... , Nny ] and R = [RJ, ... , Rny ], 
the algebraic equations can be written in the compact forni' P 

MpN = R. (4.19) 

Therefore the bilinear fonn PlJh.P in (4.13) satisfies the consistency condition if and 
only if the associated matrix Mp satisfies the following (algebraic) consistency con­
dition. 

Definition 4.4 (Algebraic consistency condition). Let columns of matrices Nand 
R be defined by (4.17). We say that matrix M p satisfies the algebraic consistency 
condition if M p N = R. 

The projection operator ll~ is defined explicitly and the basis functions qi are often 
polynomials. Hence, the vectors Ni can be easily calculated for any cell P, while for 
all low-order mimetic schemes the calculation of Ri is reduced to the evaluation of 
surface integrals, as shown in the following example. 

Example 4.3. Let us consider again the diffusion problem described in Example 4.1. 
Let n be the number of vertices in cell P. We take ql (x) = 1, q2(x) = X - Xp, and 
q3 (x) = Y - yp as the basis functions of gpo The vertex-based projection operator 
returns the point values of the basis functions: 

r 1 ! 2 r 1 
IIp (q ) Iv = 1, IIp (q ) Iv = Xv - Xp, IIp (q ) Iv = Yv - yp 

for any vertex v of P. We enumerate the vertices counterclockwise as in Fig. 4.1 by 
using the index i = 1,2, ... , n and we recall that x~ = (xv;, YV;) is the position vector 
of the i-th vertex. Let II = (1, 1, ... , 1) T be the n-sized vector all of whose components 
are equal to 1. In view of (4.17), matrix N is given by 

XVI -Xp YVI -YP 

XV2 -Xp YV2 -YP 

N = (ll, N) where N= (4.20) 

xVn -Xp YVn -YP 

p 

Fig. 4.1. Illustration for Example 4.3 
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To derive the explicit formula for matrix R, we insert (4.12) in (4.11) and change 
the summation from edges to vertices: 

,%'p(v,q) = L Lnp,e'KpVq~)Vv. 
vEdP e~v 2 

(4.21 ) 

Taking q = qi and comparing (4.21) with (4.16) gives us the formulas for the com­
ponents of column Ri . The first column, R I, corresponds to ql = 1; thus, this is the 
zero vector due to Vql = O. Let ei = (Vi, Vi+I) for i = 1,2, ... ,n (with Vn+1 == VI) be 
the clockwise enumeration of the cell edges and let ni be the unit outward normal 
vector to ei.1t is easy to see that the second sum in (4.21) has exactly two terms. For 
vertex Vi they correspond to edges ei and ei+1 (with en+1 == el). In order to calcu­
late the components of columns R2 and R3 , we use V q2 = (1,0 l and V q3 = (0, II 
in (4.21). Therefore, the matrix R takes the form 

R = (0, R) where 
1 

R=-
2 

lenl n~ + lell nf 

lei I nf + le21 nr 
Kp. (4.22) 

len-Iln~_1 + lenl n~ 

In this example we have introduced a block column partitioning of matrices Nand 
R with respect to the kernel of ~p. We will use a similar block partitioning in the 
next subsection. D 

4.3 Formula for matrix M p 

At this point we can assume that we know both matrices Nand R and solve the 
algebraic equation Mp N = R. We choose the basis functions qi E ,'Yp in such a way 
that the first n of them spans the kernel of ~p: 

1 ( Q7!)_ 12 li} cer ,::;up - span q, q , ... , q . (4.23) 

~his or~ering induces the block partitionings N = (N, N) and R = (R, R), where 

N a~d R 3orresponj to ~he first n basis functions qi. From (4.18) it is obvious that 
M p N = Rand M p N = R. The matrices introduced so far satisfy a few exact identities 
that follow from the following lemma. 

Lemma 4.1. Matrix RTN is symmetric and positive semi-definite. Moreover, 

NTR - Q7! (i j) 1 < .. < i j-'::;UP q,q, _l,}_n.yp' (4.24) 

Proof Let us take q = qj and Vh,P = n~(qi) in (4.16). Then, using the consistency 
condition (4.8), we obtain 

RJN i = '%'h,p(n~(qj),n~(qi)) = ~p(qj,qi). 
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The assertion of the lemma follows from the symmetry and positive-definiteness of 
the bilinear form. D 

Corollary 4.1. Let N, R, and R be the matrices introduced above. Then 

R = 0 and 1\;iT R = o. (4.25) 

Proof Let i s: Ii, so that qi E ker(3&p). By applying formula (4.24) with i = .i and 
Ri = Mp Ni , we obtain 

T (i i) Ni Mp Ni =3&p q,q =0. 

As Mp is posgive semi-definite, Ni is in the kernel of Mp, i.e., Ri = MpN i = 0, and 
we have that R = O. 

Let i s: Ii < j. Due to the symmetry of matrix Mp, we obtain 

NT Rj = NT Mp Nj = (Mp Ni ) T Nj . 

The second statement of the lemma follows immediately, since Ni is in the kernel of 
matrix Mp. D 

The matrix RT N plays a crucial role in the solution ofthe matrix equation M p N = 
R. Let n = n,'7p - Ii. To emphasize the block structure of RT N, we introduce a generic 
zero rectangular matrix 0 and a zero square matrix Os of size s. Corollary (4.1) im­
plies that 

(4.26) 

where matrix i\[TR has size n and is symmetric and positive definite. 
Let us comment on the relationship between the kernel of NT R and the kernel of 

3&p. A direct calculation offers an insightful characterization of the matrix kernel. 
Let us consider a vector Zh E ]RnYp and partition it as zJ; = (zJ;, in in accordance 
with the block-partitioning (4.26). It holds that 

T T ~T~T~~ 
zh N RZh =Zh N Rzh , 

and the right-hand side is zero if and only if ij, = O. Thus, Zh E ker(N T R) if and only 
if ij, = O. On the other hand, using Lemma 4.1 and the bilinearity of 3&p, we can write 

nip nip 

TNT R _ {)7! ('" i '" i) Zh zh - ,::;up L. ziq , L. ziq . 
i=! i=! 

(4.27) 

Therefore Zh E ker(NT R) if and only ifI;:r ziqi E ker(,@p), i.e., if and only ifzi = 0 
for all i > Ii due to (4.23). 

{ } l1ip n:Yp i --L S() Remark 4.5. Let Zh = Zi i=! and v = I i=! Ziq . In general, Zh I np v . 
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Now, let us introduce the pseudo-inverse of matrix NT R: 

(NTR) j' = On OT ) 
o (NTRrl . 

(4.28) 

When Ii = dim(ker( S6'p )) > 0, we recall that the product of matrix NT R and its 
pseudo-inverse is not the identity matrix 

0" OT) cf In.)'" . 
o In P 

Example 4.4. By using the matrices Rand N built in Example 4.3, one can immedi­
ately compute the matrix NTR. An alternative, and a more elegant way, is to apply 
formula (4.24). Since Vql = (O,Of, Vq2 = (I,O)T and V q3 = (0, 1)T, we obtain 

i,]TR = IPI Kp. 

Such a formula is typical for low-order mimetic methods and leads to an efficient 
calculation of matrix M p. D 

Lemma 4.2. The matrix 

M~ = R(RT N)"I'RT = R(RT N)-I RT (4.29) 

satisfies the algebraic consistency condition of Definition 4.4. 

Proof Let us first note that 

T t T (-) On OT ) ( ° ) - -T- -I-T 
R(R N) R = ORO (RTNr l RT = R(R N) R, 

which shows the second equality in (4.29). From the second equation in (4.25) we 
have RTN = 0. A straightforward calculation yields: 

M~ N = R (RT N)-l RT (N, N) = (0, R(RT N)-I RT N) = (0, R) = R, 

from which the assertion of the lemma follows. D 

Unfortunately, the matrix M~ does not always satisfy the stability~condition of Defi­

nition 4.3. Indeed, any vector that is orthogonal to the columns of R is in the kernel of 
M~, cf. (4.29). The dimension of this kernel is at least nJj,p - n,7p + Ii, which could 
be larger than Ii, the dimension of the kernel of,%lp . To fix this problem, we introduce 
a correction matrix M~ and define the final matrix as follows: 

Mp = M~+M~. (4.30) 

This correction should not break the algebraic consistency condition and must guar­
antee the stability condition. Sufficient conditions for such a correction matrix are 
given in the next lemma. 
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Lemma 4.3. Let M ~ be a symmetric and positive semi-definite matrix with the kernel 
characterization ker(M~) = img(N). Then, the matrix Mp given by (4.30) is symmet­
ric, positive semi-definite and satisfies the algebraic consistency condition. Moreover, 

(4.31 ) 

Proof The first assertion ofthe lemma follows from the definition of matrix M~ and 
the hypothesis on M~. Indeed, Mp N = (M~ + M~) N = M~ N = R. 

To prove the second assertion of the lemma, let us note that Vh E ker( M) if and 
only if 

(4.32) 

Since M~ and M~ are positive semi-definite, both tenns in the right-hand side are 
zero. The second zero tenn, vh M~ Vh = 0, implies that Vh is in the kernel of M~; 
hence, by the hypothesis Vh = NZh for some vector Zh. Writing zh = CZh,zh), the first 
zero term gives 

(4.33) 

Since RT N is a positive definite matrix, we have that Zh = 0. Thus, each vector in the 
kernel of M~ is a linear combination of the first n columns of N. The definition of 
these columns gives: 

The linear combination of the first n functions qi fonn the kernel of S6'p. D 

As shown by the previous lemma, the kernel of matrix M p corresponds bijectively 
to the kernel of the bilinear form S6'p, so that 

ker(M p) = span {n~(ql ),n~(l), ... ,n~(l) }. (4.34) 

If qi is in ker( S6'p ), the definition of M p in (4.13) and the consistency condition (4.8) 
yield: 

(4.35) 

and n~ (qi) is in ker( M p ) and viceversa. If S6'p is an L 2 scalar product, we have n = 0, 
which in tum implies that matrix M p is positive definite as expected. Moreover, since 
ker(R T N) becomes the trivial space {O}, the pseudo-inverse of this matrix equals to 
its nonnal inverse and we get the following fonnula: 
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4.4 Stability analysis 

Here, we will show how the stability of the discrete bilinear form @Jh.P defines nec­
essary bounds on the matrix M ~. The first part of our analysis is based on a suitable 
projection operator here denoted by Jt'p to describe the structure of matrix Mp. A 
similar operator has been used in the mimetic literature to derive post-processed dis­
crete solutions, but never in such a generality. In the second part, we derive a stability 
condition in a more practical Euclidean norm. 

We will keep the discussion quite general leaving the treatment of applications to 
the next chapters. However, all major steps in the analysis will be illustrated with a 
simple bilinear form. 

4.4.1 Stability result in the natural norm 

Let us assume (4.7) and define, only for the present section, a discrete semi-norm as 
follows: 

(4.36) 

or, equivalently, by 

This semi-norm has mainly a theoretical value and it is normally not used in practice. 
The stability analysis in this subsection relies on the operator Jt'p, which represents 
an orthogonal projection onto the subspace gp /ker(@Jp) with respect to the energy 
bilinear form .%lp. Part of this section takes inspiration from ideas introduced in the 
virtual element method [43]. 

Definition 4.5. Let us consider the linear operator Jt'p : .9h. p ---+ gp /ker( @Jp) such 
that for any Vh E Y/"P the function Jt'p (Vh) is such that 

(4.37) 

Remark 4. 6. If the discrete field Vh is the collection of degrees of freedom of a func­
tion v of Sh,P, i.e., Vh = n~(v), the consistency condition (4.8) implies that 

(4.38) 

and therefore the operator Jt'p is an energy projection on gp /ker(@Jp ). Indeed, for 
any trial function q of gp we use (4.37) and we obtain 

@JP(Jt'P(Vh),q) = @Jh,p(Vh,n~(q)) [substitute Vh = n~(v)l 

= .%lh,p(n~(v),n~(q)) [use (4.8)] 

= .%lp(v,q), 

which implies (4.38). D 
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Example 4.5. Let us consider again the bilinear form from Example 4.1. In this ex­
ample gp = lPI (P) with the basis functions ql = 1, q2 =X-Xp, and q3 = y-yp. The 
kernel of ker( ~p) consists of constant functions. Let Vh = n~ (v) for some function 
v E Sh.P. The scalar function 7rp (Vh) (defined up to a constant) is a linear polynomial 
of the form: 

(4.39) 

The two scalar coefficients CI and C2, which form V7rP(Uh), are determined from 
(4.37) by taking q = q2 and q = q3, respectively. Since V q2 = (1,0 l and V 7rp (Uh) 
is a constant vector on P, we obtain: 

On the other hand, 

Similar relations hold for q = q3. As Kp is a non singular matrix, we find: 

(4.40) 

Thus, V7rP(Vh) is the average of the gradient of v, and, in the next example, we will 
show that it does not depend on the behavior of v inside cell P. In order to build a 
polynomial approximation ofvh, we need to add to 7rP(Vh) a constant that represents 
an average value of Vh over P. A possible choice is to take the arithmetic average of 
all components of vector Vh. D 

The following lemma summarizes other properties of the operator 7rp. 

Lemma 4.4. The linear operator 7rp given by (4.37) satisfies thefollowingproperties: 

(i) 7rp is invariant with respect to the projection operator n~ in the sense that 

(ii) 7rp 0 n~ is self-adjoint with respect to the bilinearform ~p in the sense that 

(iii) for any pair of functions U and v of Sh.P with degrees offreedom Uh and Vh, the 
following decomposition holds: 

~p (u, v) = .%'p (7rP(Uh), 7rP(Vh)) + ~p (u - 7rP(Uh), v - 7rp (Vh)). (4.41 ) 
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Proof (i) Let q be any function from gp /ker( S6'p ). We first apply Definition 4.5 and 
then the consistency property (4.8) to obtain the relation 

The result follows from the positive semi-definiteness of the bilinear form. 
(ii) To see that 1t'p 0 n~ is symmetric with respect to the bilinear form S6'p, let us 

note that for any Vh E Y h. p the function 1t'p (Vh) belongs to gp /ker( S6'p ) and can play 
the role of q in (4.8). Thus, for any couple offunctions U and v of Sh.P, the consistency 
relation (4.8) (with q = 1t'p on~(u)) and Definition 4.5 (with Vh = n~(v)) gives: 

S6'p (1t'p 0 n~(u), v) = ,qjh,P (n~ 0 1t'p 0 n~(u), n~(v)) 

= ,qjp (1t'p 0 n~(u), 1t'p 0 n~(v)). (4.42) 

Now, we revert this argument by using Definition 4.5 (with Uh = n~(u)) and applying 
the consistency relation (4.8) (with q = 1t'p 0 n~(v)): 

,qjp (1t'p 0 n~(u), 1t'p 0 n~(v)) = S6'h,P (n~(u), n~ 0 1t'p 0 n~(v)) 

= S6'p (u, 1t'p 0 n~ (v)). 

Assertion (ii) follows by combining (4.42) and (4.43). 

(4.43) 

(iii) The isomorphism between Sh,P and Yh,p implies that Uh = n~(u) and Vh = 

n~ (v). The definition (4.37) gives S6'p (u - 1t'p (Uh), 1t'p (Vh)) = O. A similar orthog­
onality property holds when u and v are swapped. Using the above properties, we 
make the following developments: 

S6'p (1t'P(Uh), 1t'P(Vh)) + S6'p (u - 1t'P(Uh), v -1t'P(Vh)) 

= S6'p (1t'P(Uh), 1t'P(Vh)) + S6'p (u -1t'P(Uh), v) 
= S6'p (u, v) + S6'p (1t'P(Uh), 1t'P(Vh) - v) 
=S6'p(u,v). 

This completes the proof of the lemma. D 

Let us derive an explicit form for the operator 1t'p (Vh) that uses only the degrees 
of freedom. 

Lemma 4.5. For any Vh E Yh,p, the discrete field n~ 0 1t'P(Vh), is given by 

(4.44) 

Proof Since 1t'P(Vh) belongs to the quotient space gp/ker(,qjp), we can expand it 
on the set of basis functions {qn+ 1, ... qn)p }. Let c = {Cj }]= 1 be the coefficients of 
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such expansion (recall that n = ncYp -Ii), so that 

n 

7rP(Vh) = L Cjq"+j. 
j=i 

(4.45) 

Let us use expansion (4.45) as one of the arguments in the bilinear form ~P and 
ql1+i E gp as the other argument. Then, Lemma 4.1 gives 

- -n n 
fiZ) ( ( ) n+i) _ '" fiZ) ( n+ j n+i) - '" ~RT ~N - ~RT ~N =P 7rp Vh ,q - L.;Cj=P q . ,q - L.; i jCj - C. (4.46) 

j=i j=1 

Definition (4.37) of columns ofthe matrix R implies that 

(4.47) 

We combine formulas (4.46) and (4.47) to obtain the relation RTi\[ c = RT Vh from 
which it follows that 

Applying the projection operator n~ to both sides of (4.45), using its linearity and 
definition of the column of matrix N, we obtain: 

which is the assertion of the lemma. D 

Example 4.6. We apply Lemma 4.5 to the projection operator (4.39) from Exam­
ple 4.5. Note that V 7rp (Vh) = (Ci' c2l = c. Hence, 

This can be verified by a straightforward calculation using formula (4.40) and inte­
gration by parts: 

1 r 1 j' 
V7rP(Vh) = -IPI iF VvdV = -IPI L llP,evdS, 

P eEdP e 

where Vh = n~(v) and v E Sh,P. As function v belongs to Sh,P its edge integrals are 
calculated exactly using the trapezoidal quadrature rule, see Example 4.1. Let us con­
sider again the local clocJcwise enumeration of edges and vertices of polygon P. Using 
the formula for matrix R (see Example 4.3) and the main formula in Example 4.4, 
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RT i\[ = Kp I PI, we obtain: 

1 -1~T ~T~-I-T 
= TPTKp R Vh = (R N) R Vh, (4.48) 

which is exactly the value calculated applying Lemma 4.5. D 

With these developments, we can connect the matrix decomposition Mp = M~ + 
M ~ with the orthogonal decomposition (4.41). First, the projection operator np allows 
us to connect the matrix M~ with the bilinear form S6'p restricted to space gpo 

Lemma 4.6. Letu, v be/unctions/rom gp, anduh, Vh their degrees offreedom. Then, 

(4.49) 

Proof As both np (Uh) and np (Vh) are functions of gp /ker( S6'p) we can use 
Lemma 4.5 and the consistency condition to start the following chain of relations: 

.%'p(np(vh),np(uh)) = S6'h.p(n~(np(uh))' Vh) [use (4.13)] 

= n~(np(uh))T Mp Vh [use (4.44)] 

= uT,R(RTi\[)-1 i\[T MpVh [use i\[TM = RT] 

= uT,R(RTi\[)-1 RT Vh [use (4.29)] 

- TMo - uh p Vh, 

which is the assertion of the lemma. D 

Example 4.7. Referring to Example 4.1 we find that 

uT, M~Vh = r KpVnp(uh)' Vnp(vh)dV. Jp (4.50) 

Let u, v E Sh,P and Uh = n~(u), Vh = n~(v). Let us insert formula (4.50) into the 
orthogonal decomposition (4.41): 

r KpVu.VvdV=uT,M~Vh+ r KpV(u-np(uh))) .V(v-np(vh))dV. Jp Jp 
In view of this formula, matrix M ~ provides an approximation of the second term: 

uT,M~Vh R=' r KpV(u-np(uh)) .V(v-np(vh))dV. Jp 
The stability condition with respect to the energy norm must use the matrix M ~ that 
is spectrally equivalent to this term on the space orthogonal to gpo This issue is 
considered in the stability theorems that follows. D 
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Theorem 4.1. Let matrices M~ and M~ satisfy the hypothesis of Lemma 4.3. Fur­
thermore, let s* and s* be positive constants independent ofP such that 

for all Vh E Yh,P and v = R~(Vh)' Then, the local bilinearform @Jh,p, represented 
by matrix Mp = M~ + M~, satisfies the stability inequalities 

with constants C* = min( 1, s*) and C* = max ( 1, s*). 

Proof We recall that the 111·111,/ norm was defined in (4.36). We use (4.13) and 
(4.30), then (4.49), and finally thehright inequality in (4.51) and decomposition (4.41), 
to obtain: 

<::: @JP(JrP(Vh), Jrp (Vh)) + s*@Jp((v- Jrp (Vh), (v - Jrp (Vh)) 

<::: max(1 ,s*) (@JP(JrP(Vh), JrP(Vh)) +@Jp((v- Jrp(Vh), (v - JrP(Vh))) 

= max (1 ,s*) .%'p (v, v) 

= C* Illvh,pII12/j,p' (4.52) 

Using the same argument but with the left inequality in (4.51), we obtain 

T M T MO T MI Vh P Vh = Vh P Vh + Vh P Vh 

~ @JP(JrP(Vh),JrP(Vh)) +s*@Jp((v- Jrp(Vh), (v - JrP(Vh)) 

~ min(1 ,s*) (@JP(JrP(Vh),JrP(Vh)) +@Jp((v- Jrp(Vh), (v - JrP(Vh))) 

= C* Illvh,pll (4.53) 

This completes the proof of the theorem. D 

4.4.2 Stability result in the mesh-dependent norm 

Let us define a computable discrete semi-norm using the Euclidean norm of mesh 
function Vh E .5"h,P' With a little abuse of notation, we will use the same symbol 
adopted in (4.36) for the non-computable semi-norm, since the purpose of the two 
discrete semi-norms is the same. The consistency condition gives us the matrix M~ 
that is independent ofthe norm used in the stability analysis. Therefore, spectral prop­
erties of this matrix, such as its trace, can be used to define a proper scaling of the 
Euclidean norm: 
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This semi-norm is the norm on the quotient space ,5"h,P /ker(S6'h.p). To formulate the 
stability result, we introduce the effective condition number cond(M~) as the ratio 
of the maximum eigenvalue to the smallest positive eigenvalue: 

The general idea of the stabilization is to make matrix M ~ comparable to matrix 
M~ in the spectral sense. The mesh shape-regularity assumptions (MRl)-(MR2) 
play an important role in the analysis below. 

Theorem 4.2. Let matrices M~ and M~ satisfy the hypothesis of Lemma 4.3. Fur­
thermore, let us assume that 

S*A~in(M~)Vh Vh::; vh M~Vh \lvh E ker(N T ), 

vh M ~ Vh ::; s* Am ax (M~) vh Vh \lVh E Y h.P 

(4.54) 

(4.55) 

jor some positive constant s*, s* independent of P and Vh. Then, the local bilinear 
form S6'h,P, represented by matrix Mp = M~ + M~, satisfies the stability inequalities 

(4.56) 

with C* and C* independent ofP. 

Proof First, we prove the left inequality in (4.56). Consider the following orthogonal 
decomposition of vector Vh E y/,.p: 

(4.57) 

We note that M ~ Vh = 0 by the definition of this matrix. Therefore, 

(4.58) 

To estimate the first term, we bound the cross-product vh M~ vI; from below using the 
standard inequality for algebraic vectors a and b: 

which holds for every £, > O. Applying this inequality, we obtain: 

T 1 ~ (1 - £,) Vh M~ Vh + ( 1 - D (vl;{ M~ vI; = TIl + T 12· (4.59) 

In the following developments, we assume that £, < 1, so that T 11 ~ 0 and T 12 ::; O. 
The term TIl is bounded using the minimum positive eigenvalue of matrix M~: 

(4.60) 
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The term T 12 is bounded using the maximum positive eigenvalue: 

(4.61 ) 

Since ker(N T ) = (img(N)) ~, the second term in the last right-hand side of (4.58) is 
bounded by our assumption (4.54). Now, we combine inequalities (4.60), (4.61), and 
(4.54) to obtain the following lower bound: 

vh Mp Vh ~ (1- £)A~in(Mo)vh Vh + (S*A~in (Mo) + (1 - ~ )Amax(M~)) (vI; { vI;. 

Note that the coefficients in front of the vector norms are strictly positive if 

Ifwe set £ to the mid-point of this interval, after some calculations, we obtain 

T s* 2 C* 2 
vh MpVh ~ 2 IIIVhlil y = Illvhlll 

2(cond(M~)) (1 +s*)n]p hoP (cond(M~))2YhP 

The left inequality of (4.56) follows by noting that (VhVh + (vl;{ vI;) = IIvhl12 since 
Vh and vh are orthogonal. 

Second, we prove the right inequality in (4.56). Using the upper bound (4.55) 
yields: 

The proves is completed by setting C* = (1 +s*). D 

The result of the theorem implies that a better conditioning of matrix M~ improves 
the spectral bound of matrix M p. In practice, this can be achieved by scaling correctly 
the degrees of freedom. In all lower-order mimetic schemes considered in this book, 
cond(M~) depends only on the shape-regularity constants of cell P. In general, this 
effective condition number remains the primary quantity to be controlled in the de­
velopment of mimetic schemes. 

Remark 4.7. Inequalities (4.54) and (4.55) allows us to vary the stabilization matrix 
M ~ to build a scheme that has not only the prescribed order of accuracy but also 
possesses additional properties. In Chap. 11, this freedom will be used to enforce the 
discrete maximum principle on a family of meshes. 
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4.5 Construction of stabilization matrix M ~ 

The following lemma provides a general form for the family of stabilization matrices 
M~. 

Lemma 4.7. Let M~ be the matrix given in (4.29). Let D and U be any matrices with 
the following properties: 

(i) Dis afull rank matrix ofsize nYhP x (njhP - nc7p) such that img(D) = ker(N T ) 

i. e. its columns jorm a basis for ker( NT); 
(ii) U is a symmetric and positive definite matrix of size (nYhP - nyp). 

Furthermore, let M~ = D U DT and 

Then, matrix M p is symmetric, semi-positive definite, and satisfies the algebraic 
consistency condition. Moreover, 

ker(M p) = Vh E Y/"P: Vh = n~(v) jor v E ker(,qjJp)}. 

Proof The assertions ofthe lemma follow immediately from Lemma 4.3 if we prove 
that ker( M ~) = img( N). Let Zh E ker( M ~). As U is positive definite, the condition 

° =ZrM~Zh = (DTzh)TU(DTzh) 

implies that DT Zh = 0, i.e., Zh is orthogonal to the columns of D. Since 

img(D) = ker(N T) = (img(N))~, 

we have Zh E img(N). Therefore, ker(M~) C;; img(N). 
Let Zh E img(N). Then, there exists a discrete field ah such that Zh = Nah. From 

DT N = 0, which is true by the hypothesis, it follows that M~Zh = D U DT Zh = 

D U DT N ah = 0. Hence, Zh E ker(M~) and img(N) C;; ker(M~). 
We conclude that ker(M~) = img(N). D 

Remark 4.8. The columns of Nand D form a basis for ]Rny hP . 

The entries of U can be arbitrary chosen as long as the matrix remains symmetric 
and positive definite. These entries can be treated as parameters that, together with 
the positivity constraint, define a family of admissible matrices Mp satisfying the 
consistency condition The symmetry reduces the number of parameters to 

1 
- (n u - n'" + 1) (n u - n'" ). 2 . .7 h.P,/P . .7 h.P ,/P 

The stability condition imposes additional constraints on the parameters. Still, in our 
experience, these parameters may vary several orders in magnitude with a minor to 
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moderate impact on the accuracy of the mimetic scheme, see, e.g., Example 5.1. The 
optimal choice of these parameters is problem dependent and is still an open issue. For 
a computer program, we recommend the simple choice of matrix U that leads to the 
one-parameter family of well-behaved mimetic schemes of the following corollary. 

Corollary 4.2. A one-parameter family jor the matrices Mp that satisfies hypotheses 
(i) - (ii) in Lemma 4. 7 is given by 

(4.62) 

where A is real strictly positive parameter. A convenient choice for A is given by 

(4.63) 

with such choice, the matrix Mp in (4.62) satisfies the hypotheses (4.54)-(4.55) ap­
pearing in Theorem 4.2. 

Proof Formula (4.62) is easily derived by choosing 

(4.64) 

in Lemma 4.7. Indeed, columns of Nand D form a basis in Yh.P, the space of the 
nYhP -sized vectors. Moreover, the columns of D are orthogonal to that of N. Thus, 

(4.65) 

Setting A as in (4.63) takes into account the proper scaling of the matrix M~. It 
is not difficult to verify conditions (4.54) and (4.55) of the stability Theorem 4.2. 
Indeed, one easily has by the definition of D that 

and, since the involved matrix is a projection, 

Finally, trace(M~) is bounded from above by nyi,p Amax(M~) and from below by 

A~in(M~). D 

Remark 4.9. For the diffusion problem considered in Examples 4.1-4.3 the scaling 
factor in (4.63) leads to a diagonal matrix Mp when P is a square cell and the diffu­
sion tensor Kp is a scalar matrix (multiple of the identity matrix). Moreover, since 
trace(M~) is the sum of the eigenvalues of M~, we have that A belongs to the spec­
trum of M~. Another typical choice is setting 1 /d instead of2/nYhP in (4.63). D 
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4.6 The inverse of matrix M p 

Let us consider the case of ker( ~p) = 0, e.g. the case of mimetic inner products 
considered in Chap. 3. Then, the algebraic consistency condition of Definition 4.4 
can be formulated with respect to the inverse of matrix Mp and takes the form 

Wp R = N. (4.66) 

Matrix Wp is used in the efficient implementation of the mimetic schemes for the 
diffusion problems in mixed form. As for the mixed finite element method, a hy­
bridization procedure can be employed to reduce a saddle-point algebraic system to 
the equivalent system with a positive definite matrix. This procedure requires only 
the inverse matrix Mpl. Matrix Mpl can be substituted by matrix Wp . 

The general solution of Eq. (4.66) is given by 

(4.67) 

where the columns of matrix D form a basis for ker(RT ) and U is a symmetric positive 
definite matrix of parameters. A formula similar to (4.63) is found by setting 

~ 2 ( -I) with A = - .. -trace N (NT R) NT. 
nJhP 

(4.68) 

After simple algebraic manipulations, we obtain 

(4.69) 

The family of matrices W p satisfying (4.67) are the inverse of the matrices M p 

considered in Lemma 4.7 in the following sense. The inverse of ~ch m~rix M p can 
be written as in (4.67) through a suitable choice of the matrices D and U;....However, 
for a given couple of matrices Rand N, the matrix Wp in (4.69) with A given as 
in (4.68) is not the inverse of the matrix Mp in (4.62) with A given by (4.63). 
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Mimetic Discretization of Basic PDEs 



5 

The diffusion problem in mixed form 

The velocity of flow of a liquid 
through a porous medium due to difference 
in pressure is proportional to the pressure 

gradient in the direction offlow. 
(Darcy's law) 

The diffusion problem in a mixed form is governed by the following set of equations: 

u+KVp= 0 III Q, (5.1) 

divu = b III Q, (5.2) 

p=gD on rD, (5.3) 

u·n =-1" on rN, (5.4) 

where the vector variable u represents the flux of the scalar unknown p. The unknown 
p may be a pressure, a temperature, or a flow density depending on the physical inter­
pretation that we give to this mathematical model. The mixed form of the diffusion 
problem provides an opportunity for a better approximation of the flux and the exact 
satisfaction of balance condition (5.2), e.g., [90,205,208]. 

The lowest-order mimetic discretization uses one degree of freedom per mesh 
face to approximate u and one degree of freedom per mesh element to approximate 
p. It is first-order accurate for u and second-order accurate for p provided that p E 

H2(Q). On meshes of simplices (triangles in 2-D and tetrahedra in 3-D), the result­
ing mimetic discretization can be interpreted as a generalization of the lowest -order 
Raviart-Thomas finite element method, e.g. [88,282,305]. A posteriori error esti­
mates for the method of [90] where developed and analyzed in [41,53]. 

Different generalizations ofthe lowest-order scheme can be found in the literature. 
In [48,54, 192] a more accurate representation of the flux variable, with d degrees of 
freedom per face, is introduced and analyzed. A larger number of degrees of freedom 
for the flux is introduced also in [256], in order to obtain a matrix with a special struc­
ture so that all flux unknowns can be eliminated explicitly. The resulting scheme can 
also be considered as a generalization of the multi-point flux approximation (MPFA) 
methods [2,154]. Using again additional degrees offreedom for the flux, like in [256], 
but relaxing the matrix sparsity structure requirements lead to schemes in [48,54,192] 
that are second-order accurate for both p and u. Finally, a mimetic discretizations for 
the convection-diffusion problem was developed in [45, 107]. 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_5, © Springer International Publishing 
Switzerland 2014 



118 5 The diffusion problem in mixed form 

In Sect. 5.1 we present the mimetic discretization of problem (5.1)-(5.4). In 
Sect. 5.2 we carry out the convergence analysis and derive error estimates in mesh­
dependent norms. In Sect. 5.3 we reformulate the method using the exact reconstruc­
tion operator and derive a superconvergent estimate for p. In Sect. 5.4 we build a 
residual-based error indicator that can be used to drive an adaptive mesh refinement 
and derive the related a posteriori error estimates. In Sect. 5.5 we describe one exten­
sion of the scheme that has a better approximation of the flux. Throughout the chapter 
we assume the mesh regularity conditions (MRI )-(MR3) of Sect. 1.6.2. 

5.1 Mimetic discretization 

In this section, we first introduce the degrees of freedom and the associated projection 
operators. Then, we discuss two approaches based on Chaps. 2 and 4 which approxi­
mate the strong and weak forms ofthe equations. For exposition's sake, we will focus 
on the three-dimensional problem. The two-dimensional problem can be discretized 
in an analogous way. 

5.1.1 Degrees offreedom and projection operators 

The mimetic approximation of (5.1 )-(5.4) starts with a suitable definition of the de­
grees of freedom for scalar and vector fields. We use the discrete spaces from Sect. 2.2 
illustrated in Fig. 5.1. 

• The space of discrete scalar fields f!JJh is defined by attaching one degree of free­
dom to every mesh cell P E Qh. The value associated with cell P is denoted by 
qp. The collection of all degrees of freedom form the algebraic vector qh E f!JJh, 

• The space of discrete flux fields §h is defined by attaching one degree of freedom 
to each mesh face f E §. The value associated with face f is denoted by Ufo The 

Fig. 5.1. Geometric location of degrees of freedom in the low-order MFD scheme: arrows 
represent fluxes Uf (on four visible faces), dot represents pp 
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collection of all degrees of freedom form the algebraic vector Uh E §h, 

The value Uf represents the average normal flux of U across mesh face f in the 
direction Ofllf. It will be convenient to introduce the flux UpJ across f in the direction 
of llpJ. Obviously, it holds that UpJ = apJ Uf where apJ = "pJ . llf. 

The restriction of Uh to cell P E Qh is denoted by Up = (Uf )fEdP and represents 
the collection ofthe normal fluxes in the directions llf. The set of these discrete fields 
form a linear space §h, P which is the restriction of §h to P. In contrast to the previous 
chapters, we do not use in this chapter the longer notation Uh.P for Up. 

The face-based projection operator n Y : X ---+ §h is defined by (2.16) and is sta­
ble for vector functions from the following space 

X(Q) = {v E (LS(Q))d, s > 2, with divv E L2(Q)}. (5.5) 

In the sequel, it will be convenient to use a shorter symbol for the projection operator, 
vI = nY, (v). According to the definition of the projection operator, we have 

I 1 r 
vf = If! Jf V·llf dS. (5.6) 

The cell-based projection operator n;J!: L2(Q) ---+ 917 is defined by (2.17). To 
ease the notation, we will also use the new (compact) notation for this projection 
operator, qI = nY' (q). According to the definition of the projection operator, we 
have 

I 1 r 
qp = TPT Jp qdV. (5.7) 

As shown in Lemma 2.2, the projection operators (5.7) and (5.6) commute with 
the discrete divergence operator defined in (2.23). This fact reflects the consistency 
of definition (2.23) with the Gauss Theorem. We formally restate this property for 
future reference in this chapter. 

Lemma 5.1. For all v E X, it holds 

(divv)1 = divh Vi. (5.8) 

5.1.2 Strong and weak forms of the discrete equations 

We endow the spaces §h and 9 h with the mimetic inner products that are constructed 
in Sect. 3.4 for the case of the conventional L2(Q) inner product. In space 9 17 , we 
consider the inner product 

[Ph, VhL"'h = L IPlppvp. 
PEDh 

(5.9) 
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Note that formula (5.9) is exact for piecewise constant functions defined on mesh Qh. 

On its tum, we endow §h with the inner product 

[Uh,Vh]Y-h = L [up,vpjp, 
PEDh 

(5.10) 

which is assembled from local inner products [.,.j p in §h,P introduced in Sect. 3.4. 
Later in this chapter, we generalize the construction oflocal inner products described 
in Chap. 3 to the case of weighted L2 inner products. For the moment, we only note 
that the local mimetic inner product satisfies the stability and consistency conditions 
that lead to a stable and accurate numerical scheme. 

Let for a moment rN = 0 and flY = o. We approximate the differential operators 
"div" and "KY''' by using the primary and derived discrete operators introduced in 
Sects. 2.3 and 2.4: 

div ~ divh and (5.11) 

cf. equations (2.23) and (2.28). The matrices My;- and MY' are built by assembling 
the local mimetic inner product matrices MY' ,P and My;-,p respectively (see Sects. 2.3 
and 2.4). 

As pointed out in Chap. 2, the discrete operators allow us to write immediately a 
mimetic approximation of equations (5.1)-(5.2) as 

Uh+ Y'hPh = 0, 

divhUh=bI, 

where bI = n;J! (b). The linear system arising from (5.12)-(5.l3) reads: 

Uh - Myl divh My Ph = 0, 

divh Uh = bI, 

(5.12) 

(5.l3) 

(5.14) 

(5.15) 

Remark 5.1. In general, matrix M §1 is a dense matrix. We can avoid the calculation 
of this matrix by multiplying both sides ofEq. (5.14) by My;-. The linear system can 
be also symmetrized by multiplying both sides ofEq. (5.l5) by MY" 

A numerical treatment of heterogeneous Dirichlet and Neumann boundary con­
ditions is possible but a bit awkward in the classical mimetic schemes due to their 
finite difference nature. For example, for this purpose, extended discrete operators are 
introduced in [206]. An alternative approach is based on employing the mimetic dis­
cretization technology for an approximation of the weak formulation (1.18)-(1.19). 

We now introduce the variational, or weak, mimetic discretization of the problem. 
Let the boundary data flY and t! be integrable on rD and r N , respectively. Then, 
we introduce the space 

§h,g = { Vh E §h: Vf = ,~,lgN dS \If E §N} 
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where §N C § is the set of mesh faces in rN. Setting t! = 0 in the previous def­
inition gives the linear space §h,O' For function tf E Ll(rD), we define a linear 
functional 

(5.16) 

where §D C § is the set of mesh faces in rD. 
Let the loading term b be integrable on Q. Then, the mimetic discretization of the 

weak formulation (l.l8)-(l.l9) reads: 

Find (Uh,Ph) E §h,g x fY\ such that 

[Uh,VhJ'f0, - [Ph,divhvLY'h =-(tf,Vh)h 

[divh uh,qhLY'h = W,qhLY'h 

where we use the inner products introduced in (5.9) and (5.10). 

(5.17) 

(5.18) 

Remark 5.2. Formulation (5.17)-(5.18) does not require a discrete gradient operator. 
However, such an operator can be deduced from the first equation using the duality 
argument, similar to how it was done in Chap. 2. D 

Remark 5.3. In the case of homogeneous Dirichlet boundary conditions, a linear sys­
tem arising from (5.17)-(5.18) is equivalent to (5.14)-(5.15) after its symmetrization 
(see Remark 5.1). In the rest of this chapter, we will use formulation (5.17)-(5.18) 
since it provides a simpler treatment of the boundary conditions. 

5.1.3 Stability and consistency conditions 

In this section, we detail the two fundamental conditions of stability (coercivity) and 
consistency that must be satisfied by the inner product [.,.J P in order to obtain a con­
vergent method [93]. Both conditions have been introduced in the general framework 
of Chap. 4. 

Let Kp be the approximation of the diffusion tensor K on cell P given by 

Kp= ~ ~KdV. (5.19) 

If K is sufficiently regular, its cell average could also be substituted by its value at the 
barycenter of P, i.e., Kp = K(xp). Using (5.19), we define a discontinuous tensorial 
field K such that KIP = Kp. 

Since [', .]p is the inner product, it induces a norm on §h.P. This property is stated 
by the stability condition (S1) below. 

(S1) (Stability condition). There exist two positive constants cr* and cr* indepen­
dent of the mesh size h such that for every P it holds 

cr*!P1 L IVfI2::; [vp, Vp 1 p ::; cr*!P1 L IVfl2 
fEJP fEJP 
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Condition (SI) states that the inner product [., .jp is coercive; in other words, 
[vp, Vp 1 P = 0 if and only if Vp = O. Moreover, the lower and upper bounds force 
the inner product to scale as I PI, which is natural because [.,.j p approximates a vol­
ume integral over P. 
Let us define the following space: 

Sh.P = v E (L'(P)l, s > 2, with divv = canst, V·Of = canst \If E dP}. 

According to the theory developed in Part I of this book, this space must satisfY 
three assumptions (Bl)-(B3). We recall the first two assumptions, while the third 
assumption (B3) from Chap. 4 will be addressed below. 

(Bl) The local projection operator from Sh.P to §h.P must be surjective. 

(B2) The space Sh.P must contain the trial space of constant vector functions: 

,'Yp = v: P --->]Rd such that v = KpVq with q E lPI (p)}. 

It is immediate to verify that the space Sh.P above satisfies both conditions, The space 
Sh.P is used in the following condition. 

(S2) (Consistency condition). For any vector function v E Sh.P, any linear polyno­
mial q, and every element P of Qh it holds 

(5.20) 

We do not simplifY Kp in order to stress the fact that the natural L 2 inner product in 
the space offtuxes is defined with the tensorial weight Kpl. As discussed in Chaps. 3 
and 4, consistency condition (S2) is the accuracy property. To make it useful, the 
right-hand side of(5.20) must be computable easily and be independent of the values 
of v inside P. Integrating by parts and using the properties of space Sh.P, we obtain 

~ Kp(KpIVq) ·vdV = ~ Vq·vdV 

= - {" qdivvdV + L {"v.oP.fqdS 
Jp fEdPJf 

= -divpv~ {" qdV + L ap.fv} {" qdS, 
Jp fEdP Jf 

(5.21 ) 

since divp v~ = (divv)IP = canst and v} = V· Op,t = canst. Thus, average normal 
components ofv on faces f are all what is needed to calculate the integral. But, they 
are our degrees offreedom and always available in the numerical scheme. This is the 
property required by assumption (B3) in Chap. 4. 

A property similar to (S2) has been used for the first time in [257] to build a one­
parameter family of inner product matrices for a triangular cell. This family includes 
the mass matrix appearing in the lowest order Raviart-Thomas finite element method 
on triangular meshes. In the next section, we show how to build a family of inner 
product matrices for an arbitrary polyhedral element P. 
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Remark 5.4. Note that we do not require the space Sh,P to be finite dimensional and 
isomorphic to §h.P. Nevertheless nothing forbids us to choose it such that, in addition 
to the above conditions, we have 

(5.22) 

This is, for instance, what happens when reconstruction operators are introduced in 
Sect. 5.3. Each reconstruction operator defines a finite-dimensional space Sh.P that 
is isomorphic to §h,P' The general form of the consistency condition (S2) shows 
clearly that one does not need to build the space Sh.P explicitly. Indeed, Eq. (5.21) 
demonstrates that the right hand side of the consistency condition does not depend 
on the shape of functions in Sh.P; hence, the explicit knowledge of a reconstruction 
operator is not needed. D 

5.1.4 A family of mimetic schemes 

Any inner product can be represented by a symmetric and positive definite matrix: 

(5.23) 

As discussed in Chap. 3, matrix Mp satisfies equation oftype Mp Np = Rp, where Np 
and Rp are rectangular matrices. Let us show that a similar formula holds the case of a 
weighted inner product. More precisely, we use consistency condition (S2) to derive 
the matrices Rp and N p. Since, only V q is used by this condition, its simplification is 
possible if we restrict the choice ofthe polynomials q to the quotient space lPI (P) /IR, 
i.e., the linear space of polynomials of degree one with zero mean value on P. For 
such a polynomial, the volume integral in the right-hand side of (5.21) is zero and 
(S2) becomes 

(5.24) 

showing more explicitly that [.,.J p depends only on boundary data. Discarding con­
stant functions is not at all restrictive because no new information is incorporated into 
a scheme by taking q = 1. In fact, setting q = 1 in (5.21) reproduces the definition of 
the discrete divergence given in (2.23): 

o = -IPldivpv~ + L ap,fv}lfl· 
fEdP 

Now, let us consider the three polynomial functions: 

ql(X,y,Z) =X-Xp, l(x,y,z) =y-yp, and q3(x,y,z) =Z-Zp, 

where we recall that xp = (xp, YP, zp) T is the barycenter of P. We define a vector 
N i = (Kp V qi)~ = n{ (Kp V qi). Ifwe enumerate the faces ofP by an index running 
from 1 to Nt (the number of faces of P), the explicit formula for the i-th component 
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(N ')i = ~ r nf' Kp V' qj dS = nTKp. V' qj. 
J Ifil if; I I 

Let us define theN~ x 3 matrix Np = [NI' N2 , N3]. Since V' qj is the three-dimen­
sional vector with 1 at the j-th entry and zero elsewhere, the i-th row of this matrix 
is n[Kp. Thus, 

Np = Kp. (5.25) 

Now we can reformulate (5.24) as follows: 

which must hold for every discrete vector field v~. The vector Rj depends on qj and 
the geometry of cell P. Let Rp = [RI' R2 , R3]' As v~ is arbitrary, we obtain the three 
matrix conditions: 

Mp Nj = Rj , 

that can be written in the compact form 

for j = 1, 2, 3, 

Mp Np = Rp. 

(5.27) 

(5.28) 

Finally, we provide the explicit formula for matrix Rp. The face integral (see (5.26)) 
of a linear function equals to its value at the barycenter Xf times the face area. Thus, 

Rp = 

apJ1 If I I (Xfl - Xp l 
apJ21f21 (Xf2 - Xp l 

(5.29) 

The following result is the particular case of the general statement found in Lem­
ma 4.1. 

Lemma 5.2. For any polyhedral cell P, we have 

(5.30) 

Proof Without loss of generality, we place the origin of the coordinate system into 
the barycenter of P, i.e. Xp = (0, 0, ol. We denote the i-th spatial coordinate by xU), 
i.e., x = (x(1) ,x(2) ,x(3))T. Let ej be the three-dimensional vector whose j-th compo-
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nent is 1 and others are O. We write the j-th columns oflPIKp as IPIKpej to start the 
developments: 

Comparison with (5.25) and (5.29) gives 

IPIKpej = N~Rpej 

This proves the assertion of the lemma. 

j = 1,2,3. 

D 

It is easy to verify by direct substitution that all the (symmetric and positive semi­
definite) matrices of the form below satisfy (5.28): 

( T )-1 T (I) Mp=Rp R Np Rp+Mp, (5.31 ) 

where M~I) is a symmetric and positive semi-definite matrix such that ker(M~I)) = 

img(N p). As the choice of M~) is not unique, formula (5.31) represents a family 
of matrices, and, thus( a family of numerical schemes. As discussed in Sect. 4.5, an 
effective choice of Mpl) is given by the scaled orthogonal projector: 

(I) ( (T )-1 T) M p = yp I - N p N p N p N p , 1 -I T yp = -y-trace(RpKp Rp). (5.32) 
NplPl 

Theorem 5.1. Let the mesh assumptions (MR1)-(MR2) of Sect. 1.6.2 hold. More­
over, let assumption (MR3) of Sect. 1.6.2 be satisfied with xp = Xp, the barycenter 
of P, and Xf = Xf, the barycenter offace f, for every face f E a P. Then, the inner 
product matrix Mp given by (5.31) and (5.32) satisfies the stability condition (SI) 
with constants 0"* and 0"* that depend only on the space dimension d, the mesh regu­
larity constants appearing in (MR1)-(MR2), and the ellipticity constants 1(*, 1(* that 
bound the spectrum ofKp. 

Proof The boundness of Kp can be formalized as 

where II S 112 = S T S. In this proof, we indicate generic positive constants appearing in 
various inequalities by c;, i ~ 1. These constants may depend only on 1(*,1(* and on 
the regularity constants JVs and Ps of assumptions (MR1)-(MR2). Property (M2), 
see Sect. 1.6.2, implies that all geometric objects of cell P have bounded measures: 

where we recall that hp is the diameter of P and a* depends only on JVs and Pol' 
Using these results, we show a number of intermediate estimates. From the definition 
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of matrix Np in (5.25) it follows 

IIN p wl1 2 = L (DT Kpw)2::; JV"(K*)21IwI1 2 (5.33) 
fEdP 

Let now xp and Xf be the points introduced in (MR3) of Chap. 1. By our assumption, 
these points correspond to barycenters Xp and Xf, respectively. From the definitions 
of yp in (5.32) and matrix Rp in (5.29) we have 

The argument employed in the proof of (M2) can be used again to show that the 
distance between Xp and Xf is bounded (up to positive uniform constants) from below 
and above by the diameter hp. Therefore, 

A similar argument can be used to derive the following upper bound: 

d 

IIR~vpI12 = L IRT vpl2::; 311vpl12 L Ifl211xf _xpI12::; c31P1211vp112. 
i=! fEdP 

Finally, we need a special lower bound for the Euclidean norm of R~vp. Let us now 

decompose Vp = Vp,N +vp,~, where Vp,N E img(Np) and vP,~ E (img(Np) )~; hence, 
IIvpl12 = Ilvp,Nl1 2 + Ilvp,~112. Using (5.33), we obtain: 

Let us note that 

With the above developments, it is easy to obtain the upper bound in the stability 
estimate (SI) with a mesh-independent constant: 

The lower bound requires a little bit more work. We recall the following vector in­
equality: 

VE > O. 
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Using this inequality, we obtain 

Ifwe take E < 1 and apply the above inequalities, we get the following estimate: 

The lower bound is obtained by requiring both terms in the right-hand side to be 
positive. This gives E = C6 / (C6 + !C7). This proves the assertion of the theorem. D 

Example 5.1. This example shows how the accuracy of the mimetic discretization 
depend on the choice of the parameter yP other than that in formula (5.32). Let us 
add a scalar factor y > 0 to YP, so that the case y = 1 gives the scheme described 
above. Let us consider diffusion problem (5.1)-(5.4) in the unit square Q with the 
Dirichlet boundary condition on d Q. We define the diffusion tensor by 

K= 

The source term b and the boundary function flY are defined by the exact solution 

p(x,y) = x3i +xsin(2nxy) sin(2ny). 

This example has been proposed in [93]. The computational mesh and profile of the 
exact solution are shown in Fig. 5.2. 

Figure 5.3 shows relative approximation errors for p and u in mesh-dependent 
norms (see the next section) as functions of y. There exists a quite big interval y E 

, 0' 1)1 OJ 0." OJ 

~,. OJ Oil 1).1 

Fig. 5.2. Computational mesh and solution profile in Example 5.1 



128 5 The diffusion problem in mixed form 

Fig. 5.3. Dependence of the approximation errors on the parameter y (see Example 5.1) 

[2,80] where the errors vary only 3 times. What is remarkable here is that for all 
values ofywe observed the second-order convergence rate for p and 1.5 convergence 
rate for u. This example shows that there exists a big room for various optimization 
strategies like that discussed in Chap. 11. Finally, we note that similar conclusions 
can be drawn for a large range of numerical tests. 

5.2 Convergence analysis and error estimates 

In this section we derive error estimates for the mimetic scheme (5.17)-(5.18). Error 
bounds for the vector variable are proved in Sect. 5.2.3 and for the scalar variable 
in Sect. 5.2.4. These estimates show the linear convergence of the method and are 
similar to that for the lowest-order Raviart-Thomas finite element method [88,282, 
305] on simplicial meshes. 

Superconvergence is proved in Sect. 5.3 for the scalar variable under a few ad­
ditional assumptions. For simplicity of exposition, we consider only the Dirichlet 
boundary condition in the superconvergence analysis. 

The errors estimated will be proved in the following discrete norms: 

and 
Illqhlll~j'h := [qh,qhL0h = L !Pllqpl2 \/qh E &h· 

PEnh 

Due to assumption (SI), the first norm is spectrally equivalent to 

Illvhll C:: L !PI L IVfI2. 
PEnh fEdP 

These proofs combine the steps in [90] with the ideas from [48]. 
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5.2.1 Preliminary lemmas 

In this section, we collect technical results that are used in the convergence analysis. 
We will use a stronger form of property (MS), see (1.65). The modified property 
states that for any function q E H,+I (P) with s E lR and -1/2 < s ::; m for some 

given integer m we can find a polynomial q~m) of degree m such that 

(5.34) 

where [s] is the integer part of s, and CInl is a positive constant independent of hp. 
We will also need a stronger form of the trace inequality in assumption (M4), 

see (1.65). It states [256] that for every q E H' (P) with s > 1/2, we have 

(5.35) 

In addition to the strong ellipticity condition expressed in (HI), see Sect. 1.4.1, 
we assume that the diffusion tensor K is also locally Lipschitz continuous on Qh. 

(Hlb) All entries oftensor K (and, hence, ofK-1) are in W1,=(P) for every P E Qh. 

Assumption (Hlb) implies that 

(5.36) 

where Cl<. is independent of hp and the polyhedron P. A similar bound holds for Kp I 
as it is a first-order approximation of K- 1. 

Lemma 5.3. Let us consider P E Qh and v E (HI (P) )d. Then, there exists a non­
negative constant C independent of h such that 

(5.37) 

Proof This lemma follows from the definition of the face projector, cf. (5.6), and 
property (M4), see Sect. 1.6.2. D 

The proofs of the following three lemmas can be found in [48]. 

Lemma 5.4. Let q E H2(Q) and q(I) be a piecewise polynomial such that q(I)IP is 
the linear approximation of q over P satisfYing (5.34). Then, there exists a positive 
constant C2 independent of q and h such that for every Vh E §h it holds: 

(5.38) 
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Lemma 5.5. There exists a positive constant C independent ofh such that jor every 
Vh E §h and every q E H2(Q.) it holds 

(S.39) 

Lemma 5.6. Let q E H2(Q.) and q(1) be a piecewise polynomial such that q(1)IP is 
the linear approximation of q over P satisfYing (S.34). Then, there exists a positive 
constant Cj independent ofq and h such that for every Vh E §h it holds: 

(S.40) 

where (-"C4! is the bilinear form introduced in (S.16), and ap,f = ±1 takes into 
account the orientation of the face f with respect to P. 

We conclude this section by noting that the commuting diagram property (S.S) 
characterizes the numerical solution Uh and the projection ul of the exact solution as 
follows 

(S.41) 

Indeed, let X(P) be the piecewise constant function with value lover cell P and zero 
over the other cells. Taking q = X(P) in (S.lS), we have that divp Up = b~, from which 
we conclude that divh Uh = bI. Using (S.2) and (S.S) yield 

divh Uh = bI = (divu) 1= divh uI . 

5.2.2 Stability analysis 

The lemma below states a stability condition, namely, the inf-sup condition [SS], that 
is used in the convergence analysis. We present two different proofs of this lemma. 
The first proof follows [4S] and uses a result from the theory of mixed finite ele­
ments when the Raviart-Thomas lRTo -lPo scheme is applied on the submesh Th 
of simplexes introduced in assumption (MR3), see Sect. 1.6.2. This proof is valid 
for very general domains as no convexity assumption is required. The second proof 
follows [90] and is based on the solution of an auxiliary problem that requires the 
domain to be convex to have an H 2-regular solution. This proof does not use any 
regularity assumption on the submesh T h. 

We recall that the lowest-order Raviart-Thomas finite element space on This de­
fined as follows [SS,30S]: 

lRTo(Th) = {V E H(div,Q.): VIT = aT +bTX 1fT E Th, aT E 1I{d, bT E 11{} 

and 
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Lemma 5.7 (InC-sup condition). There exists a positive constant f3 independent of 
h such thatfor every cell-based mesh field qh E Y'h there exists a face-based mesh 
field Vh E §h such that 

(5.42) 

(5.43) 

First proof Let us consider the submesh Th introduced in assumption (MR). The 
submesh This a conforming partition of 0.h into shape-regular simplexes T. Let us 
identify qh with the discontinuous piecewise constant function ZiI, E lPo (T h) that takes 
values qp inside P. From [88], we know that there exists a positive constant ClR1I'o' 

independent of h, such that for every scalar function 7J.h E lPo(T h) there exists a vector 
function Hh E lRTo(Th) satisfying 

(5.44) 

and 

(5.45) 

Let us define the discrete field Vh = H~ E §h. The commuting diagram property (see 
Eq. (5.8)) gives 

divh Vh = divh H~ = (div Hh) I = (7J.h) 1= qh. 

Thus, Vh satisfies (5.42). Applying the result of Lemma 5.3 to the restriction ofH1 to 
element P, an inverse inequality from HI (P) to L2 (P), and inequality (5.45) yield: 

IllVhl1 = L 111(Hh)~III; ~ C L (1IHhlli2(p) +h~IHhl~l(p)) 
PEDh PEDh 

~ C L IIHh lli2(P) ~ ClI7J.hlli2(D)" 
PEDh 

Inequality (5.43) follows by setting f3 = C. Note that f3 depends on the stability con-
stant ClR1I'o' D 

Second proof For this proof, we assume that the problem is H 2-regular, which is 
true, for instance, when the domain 0. is a convex polyhedron. Let IfI E H2(0.) be 
the solution of 

div(KVIfI) = 7J.h 

1fI=0 

The regularity result states that 

in 0., 

in £i0.. 

(5.46) 

(5.47) 

(5.48) 
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We define Vh = (KV1Jf)[. Using the commuting diagram property expressed in Lem­
ma 5.1 and the fact that ZiI, is piecewise-constant on Qh, gives 

This proves (5.42). A straightforward calculation applying the result of Lemma 5.3 
and the regularity result (5.48) yields 

Illvhlllrh = 111( KV1Jf)[lllrh <::: C(II1JfIIHl(Q) +Ch ll1JfIIH2(Q)) 

<::: ClI1JfIIH2(Q) <::: CllqhIlL2(Q)' 

D 

The uniform stability ofthe method can be shown by combining the stability prop­
erty (S1) and the inf-sup condition from Lemma 5.7 with the classical theory of mixed 
discretizations of saddle-point problems, see [88]. In particular, a unique solution ex­
ists to problem (5.17)-(5.18). 

5.2.3 Convergence of the vector variable 

We prove the linear convergence of the numerical flux to the exact flux in Theo­
rem 5.2 below. 

Theorem 5.2. Let (u,p) with p E H2(Q) be the exact solution ofproblem (5.1)-(5.4) 
and (Uh,Ph) E §h x fY\ be the mimetic solution of problem (5.17)-(5.18) under 
assumptions (MR1)-(MR3) and (S1)-(S2). Then. 

(5.49) 

where C is independent of h. 

Proof Let p(!) be a piecewise polynomial such that p~) = p(I) IP is the linear ap­
proximation of PIP over element P that satisfies (5.34). Let Vh = U - Uh. We observe 
that 

IlIuh-UIIII~h = [Uh-uI,Vh]J:j, = [Uh,Vh]J:j, - [UI,Vh]Fh' 

Let us develop further the last two terms. We use Eq. (5.17) (with PlaQ instead of 

~) and Eq. (5.41) to obtain: 

Note that the discretization error Vh is orthogonal to Uh with respect to the inner 
product of §h if ~ = O. 
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Substituting ul = (_KVp)l, and adding and subtracting the terms (KVp(1))I and 

(KV p( I)) 1 yields 

[UI,Vh]Fh =- [(KV(p_p(I)))I,Vh]Fh - [((K-K)Vp(!))I,Vh]Ylj, 

- [(KVp(I))l,Vh]Yh' 

The last term in the right-hand side is further developed by using the consistency 
condition, more precisely equations (5.20)-(5.21) with q = p~), and noting again 
that divh Vh = 0: 

(5.50) 

Combining the above developments, we have 

Uh- Ul :J:i, =[Uh-ul,Vh]Ylj, 

=[(KV(p_p(1)))I,Vh]Ylj, + [((K-K)Vp(1))I,Vh]Fh 

+ (L L (XPJVf /p~)dS-(PldQ,Vh)h) 
PEQhfEdP if 

=Aj +A2 +A3. 

Term AI is bounded by Lemma 5.4. Term A2 is bounded by Lemma 5.5. Term A3 is 
bounded by Lemma 5.6. This proves the assertion of the theorem. D 

5.2.4 Convergence of the scalar variable 

One estimate of Illph - ilil y is given in [90], where a linear convergence rate is 
proved for convex-shaped do~ains. The convexity of the computational domain is 
required since the analysis uses an H 2-regularity estimate for solutions of elliptic 
problems. The convexity assumption has been removed in [48] using the analysis 
based on the inf-sup condition of Lemma 5.7. This approach is adopted in this section 
to obtain a more general result. 

Theorem 5.3. Let (u,p) with p E H2(Q) be the solution a/the problem (5.1)-(5.4) 
and (Uh,Ph) E:?h x 9 h be the solution a/the mimetic discretization (5.17)-(5.18) un­
der assumptions (MR1)-(MR3) and (SI)-(S2). Then, there exists a positive constant 
C independent of h such that 

(5.51) 
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Proof Let vh E /#"h be the discrete flux field provided by Lemma 5.7 for qh = Ph - pl. 
Equation (5.42) implies that divh Vh = Ph - pI, from which we obtain that 

I 2 [ I I] [ I· ] Ph - P 9'h = Ph - P ,Ph - P 9'h = Ph - P , dlvh Vh;J!h' (5.52) 

Using the discrete Eq. (5.17) yields 

(5.53) 

Let p( I) be a piecewise polynomial such that p~l) = p( I) I P is the linear approximation 
of p over element P satisfying (5.34). Let Vp be the restriction ofvh to P. Using first 
the definition ofthe inner product in Y'h, then the definition of the projection operator 

and the fact that divpvp is a constant, and finally adding and subtracting p~) yield 

[pI,divhVh]Y'h = L IPlp~divpvp= L ipdivpvpdV 
PEnh PEnh' p 

= L l(p-p~))divpvpdV+ L lp~)divpvpdv. 
PEnh p PEnh p 

(5.54) 

We transform the last term in (5.54? using the consistency condition, more precisely 
equations (5.20)-(5.21) with q = ppl), as 

Now, we add and subtract KY'p and KY'p(1) to obtain: 

L [(KpY'p(1))I, vp] P = [(KY'p(1))I, Vh]J'h = [(KY'p)I, Vh]J'h 
PEnh 

+ [(KY'(p(l) - p)I,Vh]Y-h + [((K- K)Y'p(!))I,Vh]Fh' 

Noting that ul = _(KY'p)I and substituting the above developments into (5.54), we 
have 

[pI, diVh Vh]Y'h = L r (p - p~l))divpvp dV + L L ap,tvf r p~) dS 
PEnh Jp PEnh fEdP Jf 

+ luI, Vh]J'h - [(KY'(p(l) - p)I, Vh] Ih - [(K - K)Y'p(I))I, Vh] I h' (5.55) 
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Finally, using relation (5.55) and (5.53) into (5.52), and suitably collecting the right­
hand side tenns yield 

Ph-pI 2j'h = [Uh-UI,Vh]J'h - L h(p-p~))divpvpdV 
PEQh 

+ [(KV'(p(I) - p)I, Vh]Y-h + [(K - K)V'p(l))I, Vh]]h 

+ (PldQ,Vh)h- L L ap,tvf rp~l)dS) 
PEQh fEdP .Jf 

(5.56) 

We bound each term in (5.56) separately. The tenn Tl is bounded by applying the 
Cauchy-Schwarz inequality, the convergence result of Theorem 5.2, and the inisup 
property (5.43) with qh = Ph - i: 

The term T 2 is bounded by applying twice the Cauchy-Schwarz inequality, the ap­
proximation result in (5.34), and property (5.42): 

IT21 ~ L IIp-p~1)IIL2(p)lldivpvpIIL2(P) 
PEQh 

1 

~ ( L IIp- p~)lli2(P)) 2111divhVhlllYh 
PEQh 

1 

~ (C L h~ Ipl~2(p)r Illph - pII 
PEQh 

~ Ch2IpIH2(Q) Illph -pIli (5.58) 

The tenn T3 is bounded by using the result of Lemma 5.4 with q = p and q(l) = p(l), 
and the inisup property (5.43): 

The term T4 is bounded by using Lemma 5.5 with q = p and inequality (5.43) with 
qh=Ph-pI: 

The term T 5 is bounded by using Lemma 5.6, with q = p and inequality (5.43): 

The assertion of the theorem follows by combining inequalities (5.57)-(5.61) into 
(5.56) and simplifying by Illph - illl",h, D 
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5.3 Exact reconstruction operators 

In this section we prove a superconvergence estimate for the scalar variable under the 
condition that an exact reconstruction operator exists for the mimetic scheme. The 
exact reconstruction operator reproduces exactly the mimetic inner product; how­
ever, its existence can be shown only for a subfamily of mimetic inner products. An 
exact reconstruction operator is more restrictive than the reconstruction operators of 
Chap. 3. 

Recall the space Sh.P used in the consistency condition (S2). It satisfies assump­
tions (Bl) - (B3) and the additional restriction (5.22). A local exact reconstruction 
operator Rp: §h.P ---+ Sh,P must satisfy the three conditions below. 

(Ll) For every discrete field Vp E §h.P it holds 

divRp(vp) =divpvp, 

Rp (vp ) . Of = Vf \If E a p. 

(5.62) 

(5.63) 

(L2) The reconstruction operator Rp is the left-inverse of the projection operator 
on the space 3"p of constant vector functions: 

(5.64) 

(L3) For a given mimetic inner product, the reconstruction operator Rp reproduces 
it exactly: 

(5.65) 

A reconstruction operator satisfying (Ll)-(L3) is related to the reconstruction opera­
tors of Chap. 3. In fact, the first condition in (Ll) corresponds to the commuting prop­
erty (R3). The second condition is the right-inverse property (Rl), i.e. nr? oRr = I. 
Assumption (L2) is the accuracy property (R2). 

In contrast, assumption (L3) is a stronger condition and does not correspond to 
any assumption among (Rl )-(RS). The existence of such an operator is not always 
guaranteed, although it is often true in most practical cases, as we will discuss in 
Sect. 5.3.l. 

Remark 5.5. The reconstruction operator Rp defines a finite dimensional space of 
functions, Sh.P = Rp(§h,P), that is isomorphic to §h,P. In the finite element frame­
work, the analog of such a space satisfies the unisolvency condition. In the mimetic 
finite difference framework, this space and the related reconstruction operator are not 
umque. 

Remark 5.6. We show later that assumption (L3) is too strong and the exact recon­
struction operator is not the only functional analysis tool available for proving the 
superconvergence of mimetic schemes. 
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The global exact reconstruction operator R: §h ----) X(Q) is defined such that 
its restriction to every P E Q h is the local exact reconstruction operator, R( Vh) I P = 

Rp(vp). From the definition of the mimetic inner product (S.lO) and property (L3) it 
immediately follows that 

(S.66) 

We conclude this introductory part with two technical lemmas. The first lemma 
states the uniform stability of the reconstruction operator. The second lemma gives 
an approximation result. 

Lemma 5.8. Let Rp be an exact reconstruction operator. Then, for every vector­
valuedfunction v E (HC5 (P)l with (J > 1/2 it holds 

(S.67) 

whereC isapositiveconstantindependentofP andllvll;,h,p = IlvIIZ2(P) +h~C5lvl~()'(p). 

Proof Due to the trace theorem, the projection of a function v E (HC5 (P))d with 
(J > 1/2 is well defined. We now recall the strong ellipticity of Kp and, hence, of Kp 1, 

see Assumption (HI) in Sect. 1.4.1. Using property (L3) and the stability property 
(SI) of the inner product yield 

IIRp(v~)IIZ2(P)::; K*IIK~1/2Rp(v~)IIZ2(P) = K* r KplRp(v~) .Rp(v~)dV Jp 
= K*[v~,v~lp::; K*(J*IPI L Iv}12. 

fEdP 

Applying the definition of the projection operator on §h,P and using the Cauchy­
Schwarz inequality, yield 

Inserting this in the previous inequality and using property (M2) from Sect. 1.6.2, we 
derive the following bound: 

IIRp(V~)IIZ2(P) ::; C L hpllvIIZ2(f)' 
fEdP 

(S.68) 

The assertion of the lemma follows from the trace inequality (S.3S) applied to each 
component ofv in (S.68) and property (Ml). D 

Lemma 5.9. Let Rp be an exact reconstruction operator. For every vector-valued 
function v E (HC5(Q))d with (J > 1/2 it holds 

(S.69) 

where t = min{ 1, (J} and the positive constant C is independent ofh. 
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Proof Let Vo be the constant vector function whose components are the cell aver­
ages on P of the corresponding components ofv. We use the triangle inequality, the 
accuracy property (5.64) and bound (5.67) to derive 

Ilv-Rp(v~)IIL2(P) ::; Ilv- voIIL2(P) + Ilvo -Rp(v~)IIL2(P) 

= Ilv-voIIL2(P) + IIRp(vo -v)IIIL2(P) 

::; Cllv-voIIO",h,P. 

Now, we apply the estimate (5.34) to every component of v: 

(5.70) 

(5.71) 

where t = min(l, o} The assertion of the lemma follows by first substituting (5.71) 
into (5.70), then observing that Iv - VOIHt(P) = IvIHI(P), and finally summing up all 
inequalities for cells P of Qh. D 

5.3.1 Existence of exact reconstruction operators 

Property (L3) can be reformulated as follows: given a symmetric positive definite ma­
trix Mp, which represents a mimetic inner product in the sense discussed in Sect. 5.1.4, 
does it exist a reconstruction operator Rp such that 

u~Mpvp = r KplRp(up).Rp(vp)dV Jp \fup, Vp E §h.P. (5.72) 

We consider a minimal reconstruction operator defined in Chap. 3, which is de­
noted here asRp. LetSh,p = Rp(§h.P ). In view of property (L2), the space Sh.P con­
tains all constant vector functions. Let Ci, 1 ::; i ::; d, be linearly independent constant 
functions. For example, in the three-dimensional case, Cl = (l,O,Of, C2 = (0, 1,of, 
and C3 = (0,0,1 f. We will find it convenient to choose a special basis in Sh,P. The 
basis functions Wi are defined as follows: 

(i) Wi = Ci for i = 1, ... , d; 
(ii) Wi for i = d + 1, ... ,Nt, are orthogonal to constant vector functions Ci with 

respect to the weighted L2 inner product in (5.72): 

r Kp1wi·WjdV=0, 1 ::;i::;d<j::;Nt. Jp 
From properties (i)-(ii) it follows that the weighted mass matrix Gp for the basis 
{Wi} has the block diagonal structure: 

Gp = i,j > d. (5.73) 

Let us define a transformation matrix A with columns (Wi)~ which form ~ new 

basis in §h,P. In this new basis, the mimetic inner product matrix is given by Mp = 
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A - T M pA -1. Since Sh.P satisfies properties (BI )-(B2), the consistency condition (S2) 

implies that the matrix Mp must have the same block diagonal structure as matrix Gp: 

Mp= (5.74) 

~ ~ 

where, of course, G p and M p are generally different. Indeed, the mimetic inner prod-
uct must return the exact value of the L 2 inner product when one of th~_entries corre­
sponds to a constant function and the other one is either from Sh,P or Sh,P' Thus, the 

first d rows and the first d columns in matrices Gp and Mp must coincide. 

Lemma 5.10. Let Rp be the minimal reconstructi(;.n operalf!r and Mp be a mimetic 
inner product matrix. Furthermore, Jet mprices Mp and Gp be given by formulas 
(5.74) and (5.73), respectively. If Mp - Gp is a symmetric semi-positive definite 
matrix, then, there exists an exact reconstruction operator Rp satisfying (5.72). 

Proof Starting from Rp we will build an exact reconstruction operator by changing 
its action on basis vectors (Wi)~ without breaking properties (LI )-(L2). Let q> be 
independent functions such that 

divq> =0 inP, 

q> . Of = 0 \If E d P. 

The space of such functions is infinite dimensional so that we can select a finite num­
ber oflinearly independent functions q>i' i = d + 1, ... ,Nt, such that 

Let us define a reconstruction operator that satisfies properties (Ll )-(L2) as follows: 

i 

Rp((Wi)~) = Wi+ L Zi-d,j-dq>j' 
j=d+l 

where Zi-d,j-d are some real numbers. Since (Wi)~ form a basis in §h,P, the action of 
this reconstruction operator can be calculated for any Vp E §h.P. Let us define matrix 
M p with entries 

The orthogonality properties of functions q> i imply that 

Mp= 
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where Z is the matrix with entries Z;-dj-d. This matrix coincides with the given 

matrix M p when M p = G p + Z Z T. This proves the assertion of the lemma. D 

Remark 5. 7. An exact reconstruction operator is not unique, because we have many 
options for selecting linearly independent functions Cf'i' 

Remark 5.8. The exact reconstruction operator may not satisfy some of the properties 
(Rl)-(RS) that are not equivalent to (Ll)-(L2). 

5.3.2 Superconvergence of the scalar variable 

The existence of an exact reconstruction operator Rp that fulfills conditions (Ll)­
(L3) in each cell P of Qh allows us to prove a better estimate (superconvergence) for 
the discretization error pI - Ph. For simplicity of exposition, we consider the case of a 
piecewise constant diffusion tensor and homogeneous Dirichlet boundary conditions. 
The case of a general tensor satisfYing (HI) and (HI b) (cf. Sect. 5.2.1) and heteroge­
neous boundary conditions also admits a superconvergent scheme but its analysis is 
more involved. The superconvergence property will be used in Sect. 5.4.1 to derive 
a post-processed discontinuous piecewise linear function with good approximation 
properties. 

Theorem 5.4. Let (u,p) with p E H2(Q) be the solution o{problem (5.1)-(5.4) de­
fined on a convex polyhedral domain Q with the homogeneous Dirichlet boundary 
condition on J Q. Furthermore, let K be the piecewise constant diffusion tensor, 
K = K and the source term b E HI (Q). Finally, let (Uh,Ph) E §h x 917 be the solu­
tion o{the mimetic discretization (5.17)-(5.18) under assumptions (MRl)-(MR3), 
(SI)-(S2), and (Ll)-(L3). Then, there exists a positive constant C independent of h 
such that 

(5.75) 

Proof Let vh E §h satisfy the inisup condition of Lemma 5.7 for qh = Ph - pl. Let 
lff E H2(Q) be the solution of the auxiliary dual problem (5.46)-(5.47). It holds that 
Vh = (KVlff)I and divh Vh = Ph - pl. Using (5.42) and the Eq. (5.17) with tf = 0 
yields 

(5.76) 

The second term in the right-hand side of(5.76) is further developed by applying the 
definition of the inner product, cf. (5.9), and integrating by parts element by element: 

[divhVh,pILY'h = L IPI (divpvp)p~ = L r pdivRp(vp)dV 
PEDh PEDhjp 

L (- r vp.Rp(vp)dv+l pnp.Rp(Vp)dV). (5.77) 
PEDh jp ClP 
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Since p E H2(Q) and R(Vh) . IIp.f is constant on each face f, the inter-element face 
integrals sum up to zero and the boundary terms are zero due to the homogeneous 
Dirichlet boundary condition. Now, Vp = -K-1u implies that 

[divhVh,plL"'h =-10 Vp·Rp(vp)dV= 1oK-1u.Rp(vp)dV. (5.78) 

Substituting (5.78) into (5.76) and using property (L3), allows us to connect the error 
for the scalar variable with that for the flux variable: 

By adding and subtracting KVvr, we break the error into two terms: 

Illph - pllll\ = 10 K-1 (R(Uh) - u) . (R(Vh) - KVvr) dV 

+ 10 K- 1 (R(Uh) - u) . KVvrdV 

=T 1 + T2 • 

(5.79) 

(5.80) 

To bound the term T 1, we first apply the Cauchy-Schwarz inequality and condi­
tion (HI) to obtain: 

The first factor in the right-hand side is transformed by adding and subtracting R(u') 
and using the triangular inequality: 

We bound the first term in the right-hand side of (5.82) by using the strong ellipticity 
of K, cf. (HI) in Sect. 1.4.1, property (L3), and the error estimate of Theorem 5.2: 

IIR(uh - u') Ili2(Q) <:::: 1(* II K- 1/ 2 R(Uh - u') Ili2(Q) 

= 1(* h K-1R(Uh _ul) ·R(Uh -ul)dV 

= 1(*llluh - u'll 

<:::: Ch21Ipll~2(Q)" 

Bounding the second term in the right-hand side of(5.82) by using Lemma 5.9 with 
(j = 1, we obtain: 

(5.83) 

The second factor in the right-hand side of (5.81) is estimated by recalling the def­
inition ofvh, using the result of Lemma 5.9 with (j = 1, assumption (HI), and the 
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elliptic regularity estimate (5.48): 

IIR(Vh) - KV1JfIIL2(Q) = IIR((KV1Jf)I) - KV1JfIIL2(Q) 

::; chi KV1JfIHl (Q) 

::; Ch Illph - pIlllyh • (5.84) 

To bound the term T 2, we first integrate by parts, note that the boundary integral 
is zero due to (5.47), then substitute div R( Uh) = divh Uh = bI (cf. property (LI)) and 
divu = b (cf. Eq. (5.2)), and finally observe that (bI - b) is L2-orthogonal to constant 
functions: 

T2 = r (R(Uh)-U),V1JfdV =- r 1Jfdiv(R(Uh)-u)dV JQ JQ 

= - i 1Jf (bI - b) dV = i ( 1Jf - 1JfI)( b - bI ) dV. 

Applying the Cauchy-Schwarz inequality yields 

(5.85) 

We apply the standard estimate for the interpolation error and the H 2-regularity esti­
mate (5.48) to obtain: 

Similarly, using again the estimate for the interpolation error, we have: 

(5.87) 

The assertion of the theorem follows by combining (5.83) and (5.84) in (5.81) to 
obtain an estimate for T 1, then by combining (5.86) and (5.87) in (5.85) to obtain an 
estimate for T 2, and finally using these two bounds in (5.80). D 

5.4 A posteriori estimates 

In this section we will derive an a-posteriori error estimator for the mimetic dis­
cretization described above. We refer to [8,9,355] for a detailed expositions of the a 
posteriori error estimation methodology for finite element methods. We will discuss 
the reliability and efficiency of our error indicator with respect to a suitably defined 
energy-type norm. This indicator uses a post-processed solution Ph' which is also 
interesting on its own, as it provides a better approximation of p. The results of this 
section are based on the work in [41,53]. 
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5.4.1 Post-processing of the scalar variable 

The approximation property Uh R=' U = - KV' P suggests that the discrete flux variable 
Uh carries some knowledge of the gradient of the scalar variable p. Such knowledge 
can be exploited to build a discontinuous piecewise linear functions Ph with better 
convergence properties than Ph, similarly to what is done in the Raviart-Thomas or 
lB[)nvI finite elements on simplicial meshes [334]. 

The post-processed scalar field Ph is defined as the unique piecewise linear poly­
nomial that satisfies (c.f. [41,106]) 

jpPh dV = IPlpp, (5.88) 

~ V'Ph·V'qdV=-[uh,(V'q)~lp liqElPl(P), (5.89) 

for all P E Qh. The post-processed gradient solving (5.89) can be easily computed 
by using the mimetic inner product matrix Mp. First note that 

RT(V'q)~= L ap,Flfl(xf-xp)nTV'q= (L Ifl(xf-xp)n~J)V'q=V'q. 
fEdP fEdP 

Second, note that (V' q) ~ is the linear combination of columns of matrix N p. Since 

M~) Np = 0 by the definition, we have 

IPI (V'q)TV'PhIP = ((V'q)~l (Rp Kpl R~ + IPIM~l))up = (V'ql Kpl R~up. 

Since q is arbitrary, we have 

This formula is applied element-wise and therefore carries negligible computational 
cost. Moreover, the post-processed function Ph does not depend on the particular 
inner product. 

The proof of the following theorem, that is based on the superconvergence result 
of the previous section, is found in [41, 106]. 

Theorem 5.5. Let the hypotheses of Theorem 5.4 hold. Then, there exists a positive 
constant C independent of h such that 

(5.90) 

5.4.2 A residual-based a posteriori estimator 

The difficulty in deriving a residual based a posteriori error estimator for the mimetic 
discretization is related to the lack of complete knowledge of functions in space Sh.P. 

In [41], this problem is solved by using the post-processed solution introduced in the 
previous section. 
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Let g;ext denote the set of boundary faces and g;in the set of internal faces of mesh 
flh . We denote the jump of the post-processed function Ph on an internal face f as 
[[Ph llf. Often, we will drop out the superscript f. Following [41,53], we consider the 
error indicator 11 given by: 

(5.91) 

11~ = Kp III (KV Ph)~ + Up III~ + h~ Ilbh - b~ IIZ2(P) 

+~ L. K{hf 111[[PhllIIZ2(f) + L_ K{hf 11Iph-Ph.hIIZ2(f)' 
fEdPn,Y-m fEdPn,c;; ext 

(5.92) 

where bh and Ph,h are some piecewise polynomial approximations of the source term 
b and the boundary function tf, respectively, and 

d 
Kp = , 

trace(Kp1) 
{

KP 

Kf= max(Kp, Kp') 

f E J P n g;ext , 

f E JPnJP'. 
(5.93) 

The degrees ofthe piecewise polynomial approximations bh and Ph,h depend in prac­
tice on the quadrature rule used, see Remark 5.9 below. The local coefficients Kp and 
Kf ensure that the indicator terms are properly scaled with respect to the magnitude of 
the diffusion tensor K. The error indicator 11 mimics the energy-like error err given by 

err2 = L err~, 
PEDh 

err~ = Ilu-Rp(up)IIZ2(p) +h~ Ildiv(u-Rp(up))IIZ2(p) 

+K~IIV(p-Ph)IIZ2(p)+~ L K{hf 1 11[[p-PhllIIZ2(f)' 
fEdP 

(5.94) 

(5.95) 

The local coefficients Kp and Kf are again included to achieve a uniform scaling of 
the error terms with respect to K. 

Remark 5.9. We do not need to compute the polynomial approximations bh and Ph.h. 
In theory, the quantities Ilbh - b~ IIL2(P) and Ilph - Ph,h IIL2(f) are defined as the result 
of a quadrature rule, exact for polynomial of high order, applied to lib - b~ IIL2 (P) and 

Ilph - tfIIL2(f)' respectively. The higher the order ofthe quadrature rnle, the smaller 
will be in general the oscillation terms introduced below. 

Let us introduce the oscillation terms: 

osc2 = L osc~ + L 
PEDh fEy-ext 

osc~=h~llb-bhIIZ2(P) \lPEflh , 
(5.96) 

OSC~ = hf K{I~ - Ph,h I~I (f) \If E g;ex{. 
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These oscillation terms are of higher order with respect to Tjp, provided that the source 
term and boundary data are sufficiently regular. The theorem below states the relia­
bility and local efficiency of the proposed a posteriori error indicator. Its proof can 
be found in [41,53]. 

Theorem 5.6. There exist two positive constants ClI and C, depending only on K and 
the constants appearing in assumptions (MR1)-(MR2) (see Sect. 1.6.2) and (SI) 
such that 

err ~ ClI (T/ + osc). (5.97) 

and 

T/p ~ C, ( errp + OSCp + OSCf) (5.98) 
fEdPn,Y,ext 

The constant ClI is homogeneous of degree zero with respect to the magnitude 
of K, i.e. it is not changed if K is multiplied by a positive constant on the whole 
domain Q. Likewise, the constant C[ is homogeneous of degree zero with respect to 
the magnitude of KIP for each element P E Qh. 

The reliability and efficiency estimates (5.97)-(5.98) give the upper and lower 
bounds, respectively, of the numerical error (5.94)-(5.95). The first two terms 
in (5.95) compare the exact flux U with its numerical approximation R(Uh) involving 
the reconstruction operator R which is never built explicitly. Even if R( Uh) is in gen­
eral unknown, the flux error norm in (5.95) is still meaningful. In fact, Lemma 5.3 
give 

We infer from this inequality that the convergence of R(Uh) to U in the L2-norm 
implies the convergence of Uh to U I. 

From the computational standpoint, it would be more efficient to avoid storing the 
elemental inner product matrices that are required by the first term in the right-hand 
side of (5.92). Using the stability condition, we can replace the local inner product 
by the equivalent quantity: 

2 

111(KVPh)~+uplll; ':':' IPI L (KVPh)}+Uf . (5.99) 
fEdP 

The error indicator Tjp is reliable, efficient, local and computable; hence, it can be 
used to develop adaptive strategies for mesh refinement. The mesh refinement pro­
cess turns out to be simpler and efficient than in the case of standard finite element 
methods since the MFD method works on non-conforming meshes such as meshes 
with "hanging nodes". This claim is verified with extensive numerical tests in [53]. 
In particular, the adaptive strategy driven by the indicator Tjp shows optimal conver­
gence rates with respect to the number of degrees of freedom. 

Example 5.2. In this example we consider the Poisson problem on the L-shaped do­
main, see Fig. 5.4. The source term b = 0 and the Dirichlet boundary conditions are 
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Fig. 5.4. Adaptive mesh (left), convergence rates for p (middle) and u (right). Dashed line 
corresponds to adaptive strategy. The continuous line corresponds to the unifonn refinement 
strategy 

set by the exact solution written in cylindrical coordinates: 

p(r, 8) = ,2/3 sin(28/3). 

It is easy to check that the exact solution is only in H5/3(Q) due to the presence 
of the re-entrant comer. Thus, the expected asymptotic rates of convergence on uni­
formly refined meshes are 

and 

where Np is the number of mesh cells. A successful adaptive strategy should recover 
the optimal convergence rates similar to that for a regular problem: 

and (5.100) 

The adaptive mesh in Fig. 5.4 shows the correct behavior of the adaptive strat­
egy, the mesh is refined near the re-entrant comer. Note, that the computational mesh 
contains polygonal cells with four to seven edges. All these cells are shape-regular 
according to mesh assumptions (MRl)-(MR2). The numerically calculated conver­
gence rates agree with the predictions (5.100). 

5.5 Second-order approximation of the flux 

We illustrate the flexibility of the mimetic discretization framework by building a 
scheme that is second-order accurate for both the scalar p and vector u unknowns. 
The new scheme uses the same space f!JJh to approximate p and an enriched space §,; 
to approximate u. The major difference between §h and §,; is that the latter has more 
degrees offreedom on each face f, which are sufficient to represent a linear function. 
This enrichment resembles the ]3])M mixed finite element method [86,87,283]. The 
construction ofthe new mimetic scheme is based on a new consistency condition that 
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uses linear vector functions as test functions, in contrast to the low order case that 
uses constant vector functions. The new scheme also requires a special treatment of 
non-constant diffusion tensors. 

We present a short description of the new scheme and formulate main theoretical 
results without proofs. Additional details concerning the scheme implementation and 
analysis can be found in [48,54, 192]. 

5.5.1 Derivation of the mimetic scheme 

5.5.1.1 Degrees offreedom and projection operators 

Discrete spaces for the scalar and vector unknowns are formally defined as follows, 
see also Fig. 5.5. 

• The space of discrete scalar fields f!JJh is defined by attaching one degree of free­
dom to every mesh cell. The value associated with cell P is denoted by qp. The 
collection of all degrees of freedom form the algebraic vector qh E f!JJh, 

The dimension of f!JJh equals the number of mesh cells. 

• The space of discrete vector fields §; is defined by attaching d degrees of freedom 
to each mesh face. The values associated with face f are denoted by v~ E JR and 
Vt E JRd-l. The collection of all degrees of freedom form the algebraic vector 
Vh E §;;, 

The dimension of §;; equals to d times the number of mesh faces. 

The restriction ofvh E §; to a mesh face f can be associated with a linear function: 

(5.101) 

Fig. 5.5. Geometric location of degrees of freedom in the low-order MFD scheme: arrows 
represent fluxes Uf (on four visible faces), dot represents pp 
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where; E JRd-1 is the position vector in the local coordinate system on face f and 
;f E JRd-l is the barycenter of f with respect to such coordinate system. Note that 
setting all v} for f E § to zero gives a subspace of §:; that is isometric to space §h 

of Sect. 5.1. Since the degrees of freedom are uniquely defined on each mesh face, 
the discrete flux continuity across inter-element faces is naturally embodied into the 
definition of §:; . 

The projection operator fromLl(Q) onto Y'h is given by (5.7): 

I I I r 
qp := q IP = TPT Jp qdV. 

The projection operator fromX(Q) (see (5.5)) onto §:; is defined as follows. For 
any v E X, VI E §:; is defined by the linear functions v} living on f: 

(5.102) 

When q E lPo(f), we obtain the definition of the projection operator in the low-order 
mimetic scheme, see Eq. (5.6), 

When q E lPl(f)/lPo(f), we obtain the additional condition defining the high-order 
components of the discrete flux: 

\/q E lPl (f)/lPo(f). 

5.5.1.2 The primary divergence operator 

The mimetic discrete divergence operator divh : §:; ---) Y'h is analogous to the one 
of the low order case. It is defined element by element as divh Vh = {divpvp }PE!2h 
where Vp is the restriction ofvh to cell P and 

divpvp = I~I L ap,f 1 vf(;)dS= -I~I L aPJlflv~. 
fEdP f fEdP 

(5.103) 

This definition is consistent with the Gauss divergence theorem. Furthermore, 

(divv)~ = I~I ~ divvdV = ~ lap v·np dV = I~I fJtpl v·npJdS 

= I~I L ap,f rVf(;)·nfdS=divpv~, 
fEdP Jf 

and the commuting property of the projection operators still holds: 

(5.104) 
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Let us now introduce the L2-orthogonal projector 9~1): (L2 (P))d ---+ (IPI (p))d. 

Let U E (L2 (P)l, then 

h(9~1)(U)-u).VdV=0 \lvE(IPl(P))d. (5.105) 

This operator is clearly bounded, i.e. 9~1\ u) L2(p) <::: IluIIL2(p) and its approxima­
tion properties are characterized by the following lemma. 

Lemma 5.11. Under the mesh shape-regularity assumptions (MR1)-(MR2) of 

Sect. 1.6.2, the projection operator 9~1) provides a second-order accurate approxi­
mation of vector functions from (H2 (P))d: 

(5.106) 

The proof of this lemma is the direct consequence of property (5.34), see [48] for 
more details. 

5.5.1.3 Mimetic inner products 

We equip spaces 9 h and §,; with the inner products [', lY'h and [', . Let 111'111""h 

and 111·11 be the norms induced by these inner products. The inner product on 9 h 

is the same one already introduced in (5.9). The inner product of §,; is given by 

[Uh' Vh] = L [up, Vp 1 P' (5.107) 
PEDh 

where we keep the same notation for the local inner product [".] p. It is required to 
satisfy the stability and consistency conditions. Let 

Sh,P = v E (LS(P) )d, s > 2, with divv = const, V· Of E IPI (f) \If E Jp}. 

According to the theory developed in Part I of this book, this space must satisfy the 
following properties. 

(B1) The local projection operator Or from Sh.P to §;;.P must be surjective. 

(B2) The space Sh.P must contain the trial space 

Note that the space gp is contained in [IP 1 (P)] d but may not be the whole [IP I (P)] d 

(see Remark 5.10). 

It is immediate to verify that the space Sh,P above satisfies both conditions. The space 
Sh.P is used in defining the consistency condition here below. 
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(S1) (Stability condition). There exist two positive constants 0'* and 0'* indepen­
dent of hp such that for all Vp E g;;;,P and for every element P we have 

(5.108) 

where Vf( ~) is the local linear function defined on f by (5.1 01). 

(S2) (Consistency condition). For every element P and every q E IP2(P), we have 

[(9"~I)(KY'q))~,v~]p = ~ Y'q·vdV (5.109) 

Integrating the right-hand side of (5.109) we obtain 

[ (9"~I)(KY'q))~,vp] = - {' qdivvdV + L {'(v.np,f)qdS. 
p Jp fEdPJf 

(5.110) 

The definition of space Sh,P implies that the integral arguments in the right-hand side 
are polynomials. Hence, they can be calculated using components of v~ (our degrees 
of freedom), that is property (B3) from Chap. 4. In particular, this allows us to write 
the right-hand side of (5.110) as R(ql Vp, where R(ql is the computable vector 
from g;;;,p, To ensure the symmetry of the resulting inner product, condition (S2) 
uses the projected function 9"~I) (KY' q) instead of Kp Y' q as it is done in the low­
order scheme, see (5.19). This approximation is critical for proving the second-order 
convergence of the flux in the new scheme [48]. 

As we already did a few times in this book, once the consistency condition is 
specified, we follow the standard path. First, we select a few basis functions qi in 

IP2(P). Second, we define vectors N; = (9"~I\KY'qi))~ and R; = R(qi). Then, the 
consistency condition can be written in the equivalent form as the system of matrix 
equations, 

Mp N; = Ri , 

with respect to unknown inner product matrix M p. Solution of this system of alge­
braic equations has been discussed in Sect. 5.1.4 and also in Part I. 

The following bilinear form, whose arguments are a function from L 1 (rD) and a 
vector from g;;;, is introduced in order to take into account non-homogeneous Dirich­
let boundary conditions: 

Remark 5.10. Note that, even in the case where Kp is constant, the trial space gp does 
not cover all functions in [IPI (p)]d. For instance, in the case K equal to the identity, 
the space gp is given by all vectors v = Y' q with q E IP2 (P). Since all such vectors v 
satisfy curl (v) = 0, the space gp will not contain the whole [IPI (p)]d. Nevertheless, 
since the solution to the problem satisfies u = - KY' p, the approximation provided 
by the test space gp turns out to be sufficient to obtain the desired order of accuracy. 
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5.5.1.4 Weakformulation 

Let the boundary data ~ and~ be integrable on rD and rN, respectively. Moreover, 
let (~)~, for all fErN, represent a linear approximation to ~ on face f. Using this, 
we introduce the following space: 

§/;.l = {Vh E §/;: Vf(;) = (~)~ \If ErN}. 

As usual, §/;.o indicates the space given by setting ~ = 0 on rN. The weak mimetic 
formulation of problem (5.1 )-( 5.4) reads as 

Find (Uh,Ph) E §/;.I x Y'h such that 

[Uh,Vh] -[ph,divhvh];J!h=-(~,vh)h 

[divh uh,qhLY'h = W,qh]Y'h 

5.5.2 Convergence analysis 

(5.111) 

(5.112) 

We prove that the new numerical approximation of the vector variable converges 
quadratically. Regarding the scalar variable, since the discrete space is the same as 
in the low order case, a better rate cannot be expected in principle. Nevertheless, in 
Theorem 5.10 we show that some improvement can be still obtained for the scalar 
variable, using a piecewise quadratic post-processed solution. 

Let us consider a local reconstruction operator Rp : §/;.P ---+ Sh,P that satisfies 
three conditions. As usual, the global reconstruction operator R combines all local 
reconstruction operators. 

(Lla) For all Vp E §/;.P' it holds 

divRp(vp) = divpvp 

Rp(vp )If' Of = vf 

in P, 

\If E JP. 

(5.113) 

(5.114) 

(L2a) The reconstruction operator is the left-inverse of the projection operator 
given by (5.102) on the space oflinear vector functions: 

(5.115) 

(L3a) The reconstruction operator is uniformly bounded from below and above, 
i.e. there exist positive constants P* and p* independent of P such that 

for any Vp E §,;.p' 

Requirements (Lla)-(L3a) are weaker than requirements (Ll)-(L3) used in the 
analysis of the low-order scheme. Indeed, the new reconstruction operator does not 
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reproduce the mimetic inner product. Instead, it has to be stable with respect to the 
elemental norm as expressed by (5.116). In contract to the low-order case, the ex­
istence of a reconstruction operator satisfying (Lla)-(L3a) can be always proved 
using only the mesh shape-regularity assumptions (MR1)-(MR3) of Sect. l.6. For 
example, one could immediately build Rp by solving an discrete ]3DlM l -lPo prob­
lem on an auxiliary simplicial partition of element P, see [42,192,240]. We have the 
following approximation result [48]. 

Lemma 5.12. There exists a constant C independent ofhp such that 

(5.117) 

Let q be a function such that qlP E HI(P). We denote the jump of q across the 
internal face f by [[ q llf and extend this definition to the boundary faces by setting 
[[ q llf = qlf for fed Q. All a priori estimates will be given using the mesh-dependent 
norm: 

q ~,h= L (Vq l2(P) + L hpl [[qllf l2(f))' 
PE!2h fEdP 

(5.118) 

When q is continuous across the internal faces and zero on the domain boundary, 
the norm q l.h coincides with the HI-seminorm of q which is also the norm on 

H6 (Q). Thus, norm (5.118) can be interpreted as a discrete extension of the H 1_ 

norm to the "broken" HI Sobolev space. Indeed, both the reconstructed and post­
processed numerical solutions are discontinuous functions on Q h and for this reason 
do not belong to HI (Q). 

Since the space fY\ is unchanged with respect to the low-order case and the space 
§:; is only enriched (it contains the flux space of the low-order scheme), the inf-sup 
condition proved in Lemma 5.7 holds immediately in the high-order case. 

Lemma 5.13. There exists a positive constant C independent of h such that for any 
qh E &h there exists a discrete flux field Vh E §:; satisfYing 

(5.119) 

Furthermore, an inf-sup condition holds with respect to the norm II ·111.h, see [48]. 

Lemma 5.14. There exists a positive constant C' independent ofh such that for any 
qh E &h there exists a discrete flux field Vh E §:; satisfYing 

(5.120) 

Remark 5.11. From the inf-sup condition of Lemma 5.13 and the stability assumption 
(SI) in Sect. 5.5, using the standard theory of mixed discretization methods [88], the 
uniform stability ofthe proposed scheme follows. 

The following convergence result holds for the vector variable [48]. 
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Theorem 5.7. Let (u,p) with p E H3(Q) be the exact solution of (5.1)-(5.4), and 
(Uh,Ph) E §,; x Y'h be the mimetic solution of (5.111)-(5.112) under assumptions 
(MR1)-(MR3) and (Sl)-(S2). Then, 

(5.121) 

where C is independent of h. 

Inserting the projection of the exact solution on §,; x Y'h, i.e. (uI,i), in equa­
tions (5.111)-(5.112), we obtain the consistency error of the mimetic scheme. By 
comparing the result with the mimetic scheme, we can write explicitly the error equa­
tion for Ph - pI (see Lemma 5.15) and then prove an estimate of the flux consistency 
error (see Theorem 5.8). 

Lemma 5.15 (Error equation). Let (u,p) be the solution ofproblem (5.1)-(5.4) and 
(Uh,Ph) E §:; x Y'h be the solution of the mimetic scheme (5.111)-(5.112). Under 
assumptions (L1a)-(L3a), jar every Vh E §:;, there holds: 

[Ph-pI,divhVh]Y'h = [Uh,VhLY-;+ i 'Vp·R(vh)dV. (5.122) 

Theorem 5.8 (Consistency flux error). Let (u, p) with p E H3 (Q) be the solution of 
problem (5.1)-(5.4), and (Uh,Ph) E §:; x Y'h be the solution of the mimetic scheme 
(5.111 )-(5.112) under assumptions (MR1)-(MR3), (Sl)-(S2). and (L 1 a)-(L3 a). 
Then, there exists a constant C independent of h such thatfor every Vh E §,; there 
holds: 

fr· (2 ) 1/2 L [Uh,Vp]p+ 'Vp·Rp(vp)dV <5:.Ch2 P H3(Q) L Rp(vp) L2(p) . 
PEQh P PEQh 

(5.123) 

Theorem 5.9 below states the discretization error estimates for p in the mesh­
dependent norms II . 11l.h and III . Illp . Its proof relies on Lemma 5.15 and Theo­
rem 5.8. Theorem 5.9 is more generil than the similar approximation result given 
in Theorem 5.4. More precisely, here we do not require that Q is convex, that the 
mimetic inner product is reproduced by an exact reconstruction operator, and that 
the source term belongs to HI (Q). Nonetheless, the higher-order approximation of 
the fluxes requires the H3 -regularity ofthe exact solution in order to achieve the opti­
mal convergence rate. This requirement is needed for both 11'111,h and 111'lllph norms 
of the error. 

Theorem 5.9. Let p E H3(Q) be the exact solution of problem (5.1)-(5.4), and Ph E 

Y'h be its mimetic approximation. Then, 

Ph - pI I.h <5:. Ch2 P H3(Q)' (5.124) 

Illph - pIIIIYh <5:. Ch2 P H3(Q)' (5.125) 

where constant C is independent of h. 
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Since the new mimetic fonnulation approximates the scalar solution by a piece­
wise constant function, the convergence rate of Ph to the solution P cannot exceed 
that for the low-order scheme [48]. The advantage of Theorem 5.9 with respect to 
Theorem 5.4 lays in the weaker assumptions and in the stronger norm, but not in the 
order of convergence. 

5.5.3 Solution post-processing 

The post-processing technique is based on an element-by-element reconstruction of 
a solution gradient from the discrete flux solution. It generalizes the analogous tech­
nique for the low-order mimetic scheme in Sect. 5.4.1. Using the higher-order scheme 
we can get a better approximation of the gradient within each mesh element by ex­
ploiting the more accurate representation of the discrete flux solution. 

The post processed scalar field Ph is defined as the unique piecewise quadratic 
polynomial that satisfies 

jpPh dV = IPlpPl (5.126) 

~ VPh' VqdV = - [Uhl (Vq)~ 1 p (5.127) 

for all P E Qh. 

Note that the computational cost of the post-processing procedure is negligible 
since it is calculated element-by-element and, in addition, the related local matrix to 
be inverted turns out to be diagonal. Details concerning the implementation can be 
found in [54]. 

We close this section with an error bound for Ph' see [48]. 

Theorem 5.10. Let Ph be defined by (5.126)-(5.127). Then, 

(5.128) 

where constant C is independent of h. 
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The diffusion problem in primal form 

Diffusion is one of thefimdamental 
processes by which material moves. 

The diffusion problem in primal form for the scalar variable u is governed by the 
Poisson problem, which we rewrite from Sect. 1.4.1: 

-div(KVu) = b in Q, 

u =gD on rD, 

(KVu)·n=~ on rN. 

(6.1) 

(6.2) 

(6.3) 

Here, Q C m;.d is a polyhedral domain with the Lipschitz boundary r = rD urN, K 
is the symmetric and strongly elliptic diffusion tensor, b is the forcing term, ~ and 
? are the given boundary data. 

The primal mimetic low-order discretization of (6.1 )-( 6.3) proposed in [84] can 
be considered as an extension of the linear Galerkin method for simplicial meshes to 
general polygonal and polyhedral meshes. Later, an extension of the mimetic frame­
work to arbitrary-order discretizations was introduced in [50] for polygonal meshes. 
Both low-order and arbitrary-order discretizations were unified in a Galerkin frame­
work dubbed as the virtual element method [43]. 

In Sect. 6.1, we present the main idea of the mimetic finite difference (MFD) 
method for problem (6.1)-(6.3) from two points of view. The low-order and arbitrary­
order discretizations are described in Sects. 6.2 and 6.3, respectively. In Sect. 6.4, 
we carry out the convergence analysis and derive a priory error estimates in mesh­
dependent norms. In Sect. 6.5, we present a residual-based error indicator [16] that 
can be used to drive adaptive mesh refinement algorithms and derive a posteriori error 
estimates. 

6.1 Overview of the method 

In this section, we introduce two approaches to the construction of the mimetic method 
for the diffusion problem in primal form. The first approach is based on the discrete 
vector and tensor calculus, see Chap. 2. The second approach is based on the results 
of Chap. 4 and starts with the variational formulation of the diffusion problem. 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_6, © Springer International Publishing 
Switzerland 2014 
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For the considered diffusion problem, the second approach is computationally 
more efficient. Both approaches complement each other and in general selection of a 
particular discretization strategy must be driven by the application at hand. 

6.1.1 Discretization of the strong form of the equations 

In this short section, for simplicity, we assume that rN = 0. Let us rewrite Eq. (6.1) 
in rather unusual mixed form: 

F='Vu, 

-div(KF) = b, 

(6.4) 

(6.5) 

subject to the Dirichlet boundary conditions (6.2). In contrast, to the mixed formula­
tion considered in the previous chapter, the vector function F has continuous tangen­
tial components across material interfaces. 

We discretize (6.4)-(6.5) using a pair of primary and derived operators from 
Chap. 2. The discrete unknowns are given by (see Fig. 6.1) 

• the node-based field Uh E 1/, whose components Uv approximate the nodal values 
ofu, i.e. Uh = (UV)VEr; 

• the edge-based field Fh E f:h whose components Fe approximate the tangential 
components of F on mesh edges e, i.e. Fh = (Fe )eE6' . 

With such a selection of degrees of freedom, it is natural to use the primary 
mimetic gradient operator 'V h: 11, --+ f:h and the derived mimetic divergence oper­
ator divh: f:h --+ 11, as approximations of the continuum operators 'V and div( K .), 
respectively: 

and 

The primary gradient operator is given by Eq. (2.19). According to the main prin­
ciples of the discrete vector and tensor calculus developed in Chap. 2, the derived 
divergence operator is dual to the primary gradient operator with respect to inner 

Fig. 6.1. Geometric location of degrees of freedom in the low-order MFD scheme: dots rep­
resent Uv and arrows represent Ue (on 11 visible edges) 
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products in spaces 1/, and 0'h (see also Remark 2.5). This gives formula (2.32): 

(6.6) 

where matrices M, and M,6' represent inner products in the corresponding discrete 
spaces. The mimetic operators allow us to write down the following discrete problem: 

Fh - Y'hUh = 0, 

~'f/ 
-dlVhFh = n (b), 

(6.7) 

(6.8) 

subject to the Dirichlet boundary conditions. Here n'F is the vertex projection oper­
ator defined by (2.14). 

In a finite difference setting, the boundary conditions are imposed by setting pre­
scribed values flY (xv) to the components of Uh at the boundary nodes Xv and eliminat­
ing the corresponding equations from the global system. Formally, equations (6.7)­
(6.8) have the same structure as equations (5.12)-(5.13). 

Remark 6.1. There exist two approaches for treating heterogeneous Neumann bound­
ary conditions. The first one is based on an extension of the mimetic operators and 
a modification of the inner products [206], which is not pursued in this book. The 
second approach is based on the direct approximation of a weak formulation and is 
presented in subsequent sections. 

The linear system arising from (6.7)-(6.8) reads: 

subject to the Dirichlet boundary conditions. The last formula can be written as 

(6.9) 

A more elegant way for treating boundary conditions that avoids the convoluted 
statement "subject to the Dirichlet boundary conditions" is to write (6.9) in a varia­
tional-like form. Let "fh,gD C "fh be a subspace of mesh functions whose values at 

boundary vertices Xv are set to flY (xv). First, we define a semi-inner product on "fh 
through the bilinear form: 

J4i,(Vh,Uh):= [Y'h Vh,Y'h Uh]6i, =vhY'h M6 Y'hUh' 

The bilinear form tzth represents the energy semi-norm in space 1/,. Then, the dis­
crete problem (6.9) subject to the Dirichlet boundary conditions is equivalent to the 
variational formulation: 

Find Uh E "fh,gD such that 

(6.10) 

where we recall that the scalar product [.,.] 'h is given by matrix M , . 
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According to the discrete Helmholtz decomposition Theorem 2.65, the discrete 
gradient operator acts from "th onto a proper subspace of 0'h. This subspace is much 
smaller than 0'h and only the action of matrix M,6' in this subspace is needed to de­
fine matrix A. In the following section we will show that A can be calculated more 
efficiently, bypassing the calculation of M,f' 

6.1.2 Discretization of the weakformulation 

Let us derive a mimetic discretization of problem (6.1)-(6.3) using the framework 
developed in Chap. 4. Let 

The weak formulation of problem (6.1)-(6.3) reads: 

Find u E Xg (Q) such that 

{' KY'u· Y'vdV = {' bvdV +j'/'vdS JQ JQ r N 
\Iv EXo(Q). (6.11) 

Under assumptions (HI )-(H2), see Sect. 104.1, the existence and uniqueness of the 
weak solution u can be proved [190]. 

The numerical approximation of (6.11) is performed on a sequence of polygonal or 
polyhedral conformal partitions {Qh h of the domain Q for the mesh size parameter 
h ---+ O. The mesh size parameter is given by h = maxPEQh hp where hp is the diameter 
of element P. We assume that each mesh in the sequence is shape-regular, i.e. it 
satisfies assumptions (MRl)-(MR2) of Sect. 1.6. On a mesh Qh, we approximate 
the scalar functions from Xg through a set of suitable degrees of freedom: 

(6.12) 

The definition of the linear space 1/, for the low-order and the high-order methods is 
different and is described in the next sections. It will be convenient to use a shorter 
notation for the formal projection operator n r : HI (Q) nco (Q) ---+ "th. The degrees 
of freedom of function v are given by a discrete field vI E 1/" which means that 
vi = IT 1 (v). Now, we introduce a bilinear form $/,: .'f!;, x 1/, ---+ ~ that approximates 
the left-hand side of(6.11), 

dh(ul,vl) R=' {' KY'u·Y'vdV, JQ 
and a linear functional :£'h : "th ---+ ~ that approximates the right-hand side, 

2j,(v') R=' {' bvdV + {' /,vdS. JQ JrN 
(6.13) 

The construction of $/, and :£'h is described in the next sections. 
The Dirichlet boundary conditions are embedded in the definition of the subspace 

"th,g of'f!;" which is formed by the discrete scalar fields of'f!;, whose degrees of free-
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dom associated with the Dirichlet boundary are calculated explicitly using function 
flY. The mimetic finite difference method for problem (6.11) reads: 

Find Uh E "th.g such that: 

(6.14) 

As proved in the next sections, the coercivity and the continuity of the bilinear form 
tzth imply the well-posedness of discrete problem (6.14). 

Remark 6.2. At this moment, the second mimetic approach resembles a finite element 
method. The essential difference between the two methods lies in the construction of 
the bilinear form ~,. 

6.2 Low-order mimetic method 

6.2.1 Degrees offreedom 

In the low-order MFD method, the linear space .'fih coincides with that introduced in 
Chap. 2, i.e. the degrees of freedom are associated with mesh vertices. A discrete 
scalar field Vh E "th consists of one real number Vv = Vh Iv for every vertex v E Y. 
Thus, the dimension of"th equals the number of mesh vertices.The restriction of Vh 

to element P is denoted by Vp and includes values Vv at vertices of P: 

Vp = (VV)VEJp' 

We say that Vp belongs to the local approximation space 1i"P :=J),IP' whose dimen­
sion is #( Yp ), the number of items forming the local set Yp, see Fig. 6.l. We will 
treat non-homogeneous boundary conditions by using the space "th,g C "th: 

The subspace "th,o is defined by setting flY = 0 in the definition of "th,g' 

Remark 6.3. The definition of 1i"g requires more regularity of function gD than it is 
needed to prove the well-posedness of the continuum problem. This limitation can be 
mitigated by using an average value of flY in a neighborhood of vertex Xv to define 
VV· 

Let v and Vi be two vertices connected by an edge e, i.e e = (v, Vi). The space of 
the discrete scalar fields'f!;, is endowed with the H I -like mesh-dependent norm 

(6.15) 
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where each local nonn in the right-hand side must be equivalent (with constants that 
are unifonnly bounded on the mesh) to 

IlvhllT.h,P r--' IPI L 
vv' - Vv 2 

e=(vy')EdP 

The assumption (M2) of mesh shape-regularity implies that 1P1/le12 >: h%-2, Thus, 
the local norm can be defined also as follows: 

{ 
L Vv' -vv 2 

2 e=(v,v')EdP 

Ilvhlll.h,p = '" 
hp L.; Vv' - Vv 2 

e=(v v')Edf 

ford=2, 

(6.16) 
ford = 3. 

We define the projection operator (.) I: HI (Q) ncO (Q) ---+ "fh as the unique dis­
crete scalar field vI E ''fih associated with the function v and such that 

v~ = vIlv = v(xv) \Iv E Y. 

The local projection operator from HI (P) n CO(P) to "fh.P is denoted by using the 
symbol vIp. 

6.2.2 The consistency and stability conditions 

The bilinear fonn ~ is built element-by-element using the following representation 
that reflects the additivity ofthe integration: 

~(Uh,Vh) = L dh,p(up,vp). 
PE!2h 

To derive an accurate local bilinear fonn dh,p and characterize its properties, we 
proceed along three steps. In the first step, we introduce a face quadrature rule Ji'f (vp ) 
that satisfies two conditions of data locality and lP I -exactness. 

(Q1.A) Data locality: The quadrature rule Ji'f uses only the degrees of freedom 
{VV}VEdf at the vertices fonning the polygonal boundary of face f. 

(Q1.B) lPl-exactness: The quadrature rule Ji'f is exact for linear functions. 

Assumption (Q1.B) implies that Ji'f yields at least a second-order accurate approxi­
mation of the face integral of a sufficiently smooth scalar function '1': 

r 'l'dS= Ji'f('I'~) + Ifle(h~). 
.Jf 

(6.17) 

In the second step, we approximate the diffusion tensor K on the element P by the 
constant tensor Kp , which is either K evaluated at the center of gravity of P or the 
(component-wise) average ofK over P. Although assumption (HI) (see Sect. 1.4.1) is 
sufficient to ensure the existence and uniqueness ofthe numerical solution, a stronger 
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regularity assumption on K that holds often in practice assumes that each component 
Kij is locally Lipschitz continuous. This stronger assumption allows us to derive the 
following upper bound: 

max sup I (Kp)ij - Kij(x) I <:::: CKhp, 
lSi,jSd xEP 

(6.18) 

where CK is a non-negative constant independent of hp and P. In this chapter, we use 
the modified assumption (HI). 

(Ula) The diffusion tensor K : Q ----) m;.2x2 is a d x d bounded, measurable, and 
symmetric tensor. Its components Kij belong to WI,=(P) for every P E Qh. More­
over, K is strongly elliptic, i.e., there exist two positive constants K* and K* such 
that for every x E Q it holds 

(6.19) 

where Ilvll = (v· v)I/2 is the Euclidean norm of vector v. 

In the third step, we require that the bilinear form ah.P satisfies two conditions 
of spectral stability and local consistency. Let Sh.P be a subspace of HI (P) n cO(P) 
that satisfies assumptions (BI )-(B3) formulated in Part I of this book. For the con­
sidered mimetic discretization, they read as follows. 

(BI) The projection operator (-)f is surjective from Sh.P to "fh,p. 

(B2) The space Sh.P contains the space oflinear functions. 

(B3) Functions from Sh,P are integrated exactly on faces f ofP with the quadrature 
rule (QI). 

In general, a space Sh,P satisfying all assumptions is infinite dimensional. How­
ever, as we noticed in Chaps. 3 and 4, it is not restrictive (and often useful) to assume 
that 

dim(Sh.p) = dim("fh.p), (6.20) 

In such a case the projection operator (.)1 restricted to Sh,P becomes an invertible 
mapping (y : Sh,P ----) 1i,.P and thus the two spaces are isomorphic. 

(SI) Spectral stability: There exists two positive constants cr* and cr* such that for 
every Vp E "fh.P there holds: 

(S2) Local consistency: For every If! E lP 1 (P) and every v E Sh,P there holds: 
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Note that, for any sufficiently regular function v and for any lff E lPI (P), the inte­
gration by parts gives 

r KpY'v· Y'lffdV = KpY'lff' L IIp,t r vdS. 
Jp fEdP Jf 

(6.21) 

Condition (S2) expresses the exactness of the discrete bilinear form when one of its 
arguments is the projection of a linear polynomial and the other one belongs to Sh.P. 

Due to property (B3) the right-hand side of (6.21) can be computed exactly. For­
mula (6.21) will be used in Sect. 6.2.5 to derive an algebraic form of the consistency 
condition. 

Remark 6.4. Let us write an explicit form of the integration formula Yf using weights 

{ OJf.v }VEd( 

Yf(Vp) = L OJf,vvv' 
vEdf 

(6.22) 

Then, assumptions (Q1.A)-(Q1.B) are equivalent to the assumption (Q1.AB) intro­
duced in [84]. 

(Q1.AB) For every face f there exists a set of non-negative weights {OJf.v LEdf 

associated with the vertices v of face f such that 

L OJf,v = If I and 
VEdf 

L (Xv-Xf)OJf,v=O, 
VEdf 

(6.23) 

where Xv is the position vector of vertex v and Xf is the barycenter of face f. 

We can find weights OJf.v satisfying assumption (Q1.AB) by expressing Xf as a linear 
combination of the vectors Xv for v E of. 

Remark 6.5. In the two-dimensional case the obvious choice for the numerical inte­
gration rule Yf is given by the trapezoidal rule: 

(6.24) 

where v and Vi are the end-points of edge f. 

6.2.3 Discretization of linear functional 2?h 

To discretize the volume integral in (6.13), we need one additional quadrature rule. 
Note that the quadrature below is not unique. 

(Q2) For every polyhedron P E Q h there exists a set of non-negative weights 
{ illp.v LEdP associated with its vertices v such that their sum equals I P I. 

The corresponding numerical integration formula, 

(6.25) 
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is exact for constant function lIf. A simple choice of weights that satisfy (Q2) is given 
by OJP,v = P /Nr, where Nt is the number of vertices in P. 

Using (Q2), we approximate the forcing term in (6.13) by a linear functional 
(b, . h : 11, ---+ Jl{ given by 

(b,Vh)h= Pt;h (-·~lhbdV) v~pVvOJp,v. (6.26) 

Only a low-order approximation of the integral of b is required. For instance, using 
the barycenter of P, we obtain 

1~I.t bdV ~ b(xp). (6.27) 

The boundary integral in (6.13) corresponding to the Neumann boundary condi­
tion is approximated using the quadrature rule Y'f for faces fErN. This leads to a 
linear functional (I', . ) h : 11, ---+ Jl{ given by 

(gr, Vh)h = L Wf,vgr(Xv)Vv. (6.28) 
fErN 

Summarizing, the right-hand side of (6.11) is approximated by the linear functional 
2h : 11, ---+ Jl{ that is defined by 

6.2.4 Convergence theorem 

The convergence of the low-order mimetic method has been analyzed in [84] for 
the case of homogeneous Dirichlet boundary conditions. Here, we present only the 
main result. In Sect. 6.4 we will prove a more general convergence theorem for the 
arbitrary order mimetic method of [50]. 

Theorem 6.1. Let rN = 0 and flY = O. Furthermore, let u E HJ(Q) nH2(Q) be 
the solution of variational problem (6.11), and Uh E 11,.0 be the solution of discrete 
problem (6.14) under assumptions (MRl)-(MR2) (see Chap. 1), (RIa), (Ql)-(Q2), 
and (SI)-(S2). Then, there exists a positive constant C independent ofh such that 

6.2.5 Derivation of bilinear form ,rz/h 

Let us consider the stiffness matrix M p associated with the local bilinear form 
dh,P (up, vp): 

(6.29) 
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We assume that the quadrature rule in (6.17) is given in Assumption (Q1.AB). Using 
it in Assumption (S2) and rearranging the summation terms, we obtain: 

mj"p(lff~,vp)= L Vv L Wf.vllpJ·KpY'lff \fVpE1i,.p. (6.30) 
vEdP fEdP: vEdf 

This relationship must hold for every linear polynomial lff. Since d h.P is bilinear, it 
is sufficient that (6.30) is true for a finite number of linearly independent functions 
{lffi L=O, ... ,d spanning lP 1 (P). In three-dimensions, we can take lffo = 1, lffl = X, lff2 = Y 
and lff3 = z. Note that for lffo we have 

(6.31 ) 

Since (lffO)~ = (1, 1, ... , 1l, Eq. (6.30) implies that the constant vector is in the ker­
nel of matrix Mp. Following the same arguments as in Chap. 4, we combine equa­
tions (6.29) and (6.30) to obtain 

(vp )TMp (lffi)~ = (vp l Ri, 

where Ri E "fh.P and its components (each one associated to a vertex v E JP) are 
given by 

(Ri)v= L Wfy"PJ·KpY'lffi. 
fEdP:vEdf 

Let Ni = (lffi)~' where i = 0, ... ,d. We define the rectangular matrices Rp and Np of 
size Nr x (d + 1) that collect the columns Ri and Ni , respectively. Then, the local 
consistency condition can be written in the compact matrix form: 

Mp Np = Rp. (6.32) 

Lemma 6.1. The matrices Np and Rp satisfY the/allowing identity: 

T (0 OT ) 
NpRp = 0 IPIKp . (6.33) 

Proof Since Y'x = (1,0, 0l, Y'y = (0,1, 0l, and Y'z = (0,0,1) T it holds that 

{" KpY'lffi·Y'lffidV= IPI(Kp)ij, i,j>O. 
Jp . 

(6.34) 

Now, we apply (6.21) for v = V'i and lff = lffi; then, we use Assumption (Q1.B) and, 
finally, we re-arrange the summations to obtain 

{" KpY'lffi' Y'V'i dV = KpY'lffi' L {" llpJlffjdS 
Jp fEdPJf 

= KpY'lffi' L IIp,f L Wf,vV'i(xv) 
fEdP vEdf 

= L lffi(xv) L Wfy"p,f' KpY'lffi = (Nj{Ri . 
vEdP fEdP:vEdf 
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This proves the assertion of the lemma for i,j > O. If i = 0 or j = 0 the asser­
tion follows from the symmetry of matrix NT R, e.g., (N j l Ri = (N;)T Rj , and 
Ro = (O, ... ,ol. D 

Matrix Np has the following explicit form 

Np = (6.35) 

which holds for any number of spatial dimensions. The expression for matrix Rp 
depends on the quadrature weights introduced in (6.22). In two-dimensions, a simple 
formula, which is the consequence of the trapezoidal rule, is available. Let the edges 
and vertices of polygon P be ordered either clockwise or counter clockwise. Then, 

Rp = (0, Rp), 
, 1 
Rp =-

2 
Kp. 

According to the general theory (see Lemma 4.7), a solution to (6.32) is given by 

(6.36) 

where Dp is aNt x (Nt - (d+ l))-sized matrix such that N~Dp = 0, and Up asym­
metric and positive definite (N~/ - (d + 1)) X (N~/ - (d + 1) )-sized matrix. Formula 
(6.36) can be verified by a direct substitution. 

Matrix Up cannot be totally arbitrary. To comply with the stability condition (S2), 
the positive eigenvalues of matrix M~I) should be uniformly bounded by that ofma­

trix M~). There are many ways to achieve that. For example, after making the columns 

of Dp orthonormal, we can use the scalar matrix Up = A +(M~)) I where A +(M~)) 
is a positive eigenvalue of M~) . 

Remark 6.6. Let us consider the two dimensional case with Kp = I. Then, formula 
(6.33) implies that NTRj = oijlPl for i,j > O. This vector-vector products coincide 
with the shoe-lace formula for the calculation ofthe area of polygon P. For example, 
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Let XVi = (Xi, Yi) and the vertices be ordered counter clockwise. From a simple geo­

metric argument we find that Ifi-Ilnfi_l = (yi -Yi-I ,Xi-I -Xi) T, and a similar formula 
holds for Ifilnfi . Using the above formula, we obtain: 

j F 
Np 1 1 Np 

!PI = LXi 2" ((Yi - Yi-l) + (Yi+l - Yi)) = 2" LXi (Yi+1 - Yi-I) 
i=1 i=1 

/" F j j 

1~ 1~ 1~ 1~ 
= 2" LXiYi+ 1 - 2" LXiYi-l = 2" LXiYi+1 - 2" LXi+IYi 

i=1 i=1 i=1 i=1 

1 Nt 
= 2" L (XiYi+1 -Xi+IYi). 

i=1 

6.2.6 A family of mimetic schemes 

The size of matrix Up grows linearly with the number of vertices in element P, and the 
number of its entries grows quadratically. A treatment ofthese entries as parameters 
leads to the development a new adaptation strategy dubbed m-adaptation [249]. For 
example, each element in a hexahedral mesh contributes 10 parameters. In this sec­
tion, we consider a few simple examples showing the potential of the new adaptation 
strategy and leave the in-depth discussion to Chap. 11. 

6.2.6.1 Admissible parameters 

If matrix Up satisfies the stability condition with uniformly bounded constants (j* and 
(j*, the corresponding mimetic discretization has the optimal convergence properties. 
However, it is intuitively clear that the constant C in the convergence estimate of 
Theorem 6.1 depends on ratio (j* / (j*. The effectiveness ofthe m-adaptation depends 
on how much the stability constants affect the accuracy of a mimetic scheme. 

Let us consider again the model problem from Example 5.1. In particular, we 
consider formula (6.36) where matrix Dp has orthonormal columns and Up is the 
scalar matrix, 

~ 1 (0) 
Up = Yytrace(Mp ) I. 

Np 

By varying the scaling factor y, we affect the stability constants. We apply this scheme 
to the numerical resolution of the diffusion problem (6.1)-(6.3) in a unit square Q 
with the Dirichlet conditions. The diffusion tensor is given by 

K(x ) = ((X+ 1)2 +y2 -XY) 
,Y -xy (x+l)2' 

The source term b and the boundary function flY are defined by the exact solution 

p = x3i +xsin(2nxy) sin(2ny). 
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Fig. 6.2. Dependence of the approximation errors on the parameter y 
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Figure 6.2 shows the dependence of the approximation errors for u and Vu on 
the scaling parameter y. The errors are calculated using discrete L 2-norms that are 
independent of the definition of matrix M p. The error for V u remains almost flat when 
y changes 300 times. The error for u has a well-defined minimum around y = 2. This 
example shows that if the error in the gradient is our primary objective, there is a big 
room to optimize the method. 

6.2.6.2 Special cases 

Applying the previous formulas on meshes of rectangles having size hx x hy, we re­
discover several well-known finite difference and finite element schemes [303,304]. 
Thus, these schemes belong to the family of mimetic schemes. Let us introduce two 
auxiliary quantities: 

D= ~ (hx + h).,) 
2 hy hx 

and 

A straightforward calculation shows that 

( 
+D +E -D -E) 

M(O) = ~ +E +D -E -D 
p 2 -D -E +D +E ' 

-E -D +E +D 
Np = (: :: ~). 

1 0 hy 

The rank of matrix M~) is 2. Indeed, we have that M~)zO = M~)zl = 0, where zO = 
(1,1,1, I)T and zl = (1, -1, 1, -If. The matrix Dp has a single column, and Up 
is a 1 x 1 matrix. Let Up = (s) and Dp = (a,b,c,d)T. The orthogonality condition 
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yields: 

1 b a+b+c+d 0 
o = hxb + hxc = 0 . ) (a) ( ) () 
hy ~ hyc + hyd 0 

Taking c = 1 yields b = d = -1 and a = 1. Hence, Dp = (1, -1, 1, -ll and 

-1 -1 -~ ) 
-1 . 

1 

-1 

-1 
-1 -1 

The formula of matrix Mp becomes: 

( 

~+s ~-s -~+s -~-s) 
M = ~ -s ~ +s -~ -s -~ +s 

p D E DE' 
-"2+ s -"2- s "2+ s "2- s 

E D E D -"2 -s -"2 +s "2 -s "2 +s 

Let us enumerate the vertices in rectangles as shown in Fig. 6.3. Let v be the 
central vertex marked by a filled circle. When a global assembly is performed, the 
diagonal entry in the equation of v takes contributions from matrix entries (Mp )ii, 
i = 1, ... ,4. Summing up these entries, we obtain 2D + 4s which is the central term of 
the stencil shown in Fig. 6.4. The other entries in the stencil are calculated similarly. 
For example, when we consider the global entry connecting vertex v with vertex 
Vi being the top-middle node, we sum up entries (Mp)23 and (Mp)14. This gives 
-E - 2s. Different schemes are presented in Figs. 6.6-6.9. 

4 3 4 3 

1 2 1 2 

4 3 4 3 

I 2 I 2 

Fig. 6.3. Local numbering of a rectangle vertices 
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-D/2+s -E-2s -D/2+s 

I I 

E-2s 2D+4s E-2s 

-D/2+s -E-2s -D/2+s 

Fig. 6.4. The two parameter stencil for a mesh of rectangles; hx may differ from hy 

s-I/2 -2s s-I/2 

I I 

-2s 4s+2 -2s 

s- 1/2 -2s s-I/2 

Fig. 6.5. The one-parameter stencil for a mesh of squares; hx = hy implies D = 1 and E = 0 

-1/2 o -1/2 

I I 

o 2 o 

-1/2 o -1/2 

Fig. 6.6. The stencil for a square mesh with s = 0 corresponds to the hourglass scheme 

o -I o 

-1 4 -I 

o -I o 

Fig. 6.7. The stencil for a square mesh with s = 1/2 corresponds to the 5-point Laplacian 



170 6 The diffusion problem in primal form 

-1/6 -2/3 -1/6 

I I I 

-2/3 10/3 -2/3 

I I I 

-1/6 -2/3 -1/6 

Fig. 6.S. The stencil for a square element with s = 1/3 cOlTesponds to the 9-point Laplacian 

-1/3 -1/3 -1/3 

I I I 

-1/3 8/3 -1/3 

I I I 

-1/3 -1/3 -1/3 

Fig. 6.9. The stencil for a square element with s = 1/6 cOlTesponds to the bilinear FEM 

6.3 Arbitrary-order mimetic method 

In two dimensions, the arbitrary-order mimetic method has been formulated in [50]. 
In three dimensions, the construction is also feasible, as noted without detailed ex­
planations in [50]. In the present section, we focus on the two dimensional case. 

The theoretical convergence analysis of the arbitrary-order discretization requires 
to modify mesh regularity assumption (MR) by including assumption (MR3) as dis­
cussed in Sect. 1.6.2. With a slight abuse of notation, in the rest of this chapter, we 
will refer to the extended set of mesh regularity conditions (MRl)-(MR3) as as­
sumption (MR). 

Assumption (MR3) limits slightly the set of admissible polygonal meshes by re­
quiring each polygon to be star-shaped with respect to a special point xp E P. How­
ever, a great generality of cell shapes is allowed, e.g. non-convex polygons are still 
admissible. Also, a mesh may contain degenerate polygons like those encountered 
in the AMR methods [339] which divide a straight edge in two or more sub-edges. 
When P is a convex polygon, the arithmetic average of the position vectors of its 
vertices, xp = (l/Nt)LvEdPXv, provides a convenient choice for the special 
point. 

To extend the low-order mimetic method to an arbitrary-order method, we have 
to enrich the original set of the degrees of freedom. For simplicity of exposition, we 
assume temporary that K is a constant tensor inside each polygonal cell P. We remove 
this restriction in the next subsection. Integrating by parts and splitting the boundary 
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integral into a sum of face/edge contributions, we obtain the fundamental relation: 

r KV1jf' VvdV = - r div(KV1jf)vdV + L r KV1jf·"p,fVdS. 
}p }p fEdf}f 

(6.37) 

If 1jf is a given polynomial of degree m on P, then 

• div(KV1jf) is a polynomial of degree m - 2; 
• KV1jf' IIp.f is a polynomial of degree m - 1. 

We express the divergence of KV 1jf as a linear combination of the canonical basis of 
lPm-2(P), i.e, 

(6.38) 

Since 1jf and K are known, so is div(KV1jf) and the coefficients ao, aI, a2, etc. 
A different basis with better properties is considered in the formal construction 
in the next subsection, but right now, the monomials of the canonical basis, e.g., 
{1,x,y,x2 ,xy,y2, ... }, are making a good job. Using (6.38), allows us to reformulate 
the integral over P in terms of the moments of the function v as 

r div(KV1jf) vdV = ao r 1 vdV + al r xvdV + a2 r yvdV + ... 
}p }p}p}p 

Since 1jf is known, the expression above is exact for any function v once we know 
its moments vP.o, vP.l, vP.2, etc. This fact suggests us to take these quantities as the 
degrees of freedom. By doing so, the integration of the divergence term introduces 
m(m - 1) /2 degrees of freedom, as many as there are linearly independent polyno­
mials in lPm- 2 (P). 

Each face integral in (6.37) is evaluated by using the Gauss-Lobatto formula with 
m + 1 nodes Xf,q and weights Wf,q: 

i m+1 

Vllp.f· KV1jf dV R=' L Wf,q v(Xf,q) IIp.f· KV1jf(Xf,q)' 
. f q=O 

(6.39) 

Since KV 1jf( Xf,q) . IIp,f is a known polynomial on degree m - 1, we can calculate this 
integral exactly when the trace of function v on f is a polynomial of order at most m. 
We introduce a subspace Sh,P offunctions v E H6 (P) n CO(P) with such polynomial 
trace on faces f so that (6.39) becomes the identity. This suggests us to define the 
following degrees of freedom 

Vf,q=V(Xf,q), q=O,I, ... m, (6.40) 

where Xf,O and Xf.m are the end-points of edge f. 

Remark 6. 7. We emphasize two important steps in the construction of this and other 
mimetic schemes, see Chaps. 3 and 4 for a general discussion. First, the degrees of 
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freedom are selected to support polynomials of order m. Second, the test space Sh.P 

is selected to be rich enough and integrate exactly all integrals in the right-hand side 
of(6.37). 

Remark 6.8. The MFD method has enough flexibility to mix and match various de­
grees of freedom. For instance, face-based moments can be used instead on point­
based values (6.40). Such a selection leads to a new family of mimetic schemes [247]. 

6.3.1 Degrees offreedom 

Let m be a positive integer number. We define a new discrete space'fij,. A discrete 
field Vh E 11, is written as 

(6.41) 

where 

(i) (vv )VEY consists of one real number Vv per mesh vertex v E Y; 
(ii) (Vf,i)fE,J',i= I "",m-I consists of (m - 1) real numbers Vf,i per mesh face f E .9'; 
(iii) (VP,k,i)PE'Y',k=O, .. "m-2,i=O, .. "k consists ofm(m -1)/2 real numbers Vp,k,i per 
mesh element P E f!JJ. 

Examples for m = 2,3,4,5 are shown in Fig. 6.10 for the case of a single pentago­
nal element. The first two sets of degrees of freedom can be combined together and 
written as (Vf,i)fEJ',i=O, .. "m' Their represent the nodal values of a scalar field. The last 

m=2 m=3 

m=4 m=5 

Fig. 6.10. Degrees of freedom for m = 2,3,4,5; vertex degrees of freedom are symbolically 
denoted by circles, nodal degrees of freedom at the Gauss-Lobatto nodes inside each face are 
denoted by squares, and interior moment degrees offreedom are denoted by diamonds 
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set (VP .. k.i)pe.0.k=o ..... m-2.i=O ....... k contains the moments of a scalar field over polygons 
, "" 

P. We will refer to them as the internal degrees of freedom. In a computer program, 
they can be eliminated locally. 

The nodal values are associated with the Gauss-Lobatto numerical integration rule 
with m + 1 nodes, cf. Formula 25.4.32 and Table 25.6 of [6]. The Gauss-Lobatto 
quadrature nodes are defined uniquely and symmetrically on face f and the first node 
and the last node always coincide with the end-points of f. Consistently with our 
notation, the values at the end-points are labeled by Vf.O and Vf.m. Furthermore, the 
(m + 1 )-sized set (Vf.i )i=O, ...• m of the nodal values can be identified with a polyno­
mial Vh.f E lP m (f), which is the unique one-dimensional polynomial of degree m that 
interpolates these values along f. 

The dimension of the global approximation space'f!;, is equal to N// + NY (m -
1) + NY m(m - 1) /2, where N r is the number of mesh vertices, N'? the number of 
mesh faces, and NY' the number of mesh elements. Let 11,.P denote the restriction 
of'f!;, to element P. The discrete field Vp E 11,. P collects the degrees of freedom as­
sociated with the vertices, faces and interior of P. The dimension of'Yh.p is equal 
to mlhP = N{ m + m(m - 1)/2, where N{ is the number of faces in P, Nt = 5 in 
Fig. 6.10. 

Let us define, for every P, a local projection operator (.)~ : HI (P) ncO (P) ---+ 11,.p. 
As usual, a global projection operator (.)' is a combination of all the local ones so that 
for any v E HI (0.) n CO(0.) and any P E 0.h it holds that v'IP = v~. For simplicity, 

we shall write v~ instead of (v~) v and vL instead of (v~) f.i for particular vector 
components. For the nodal degrees of freedom, we set . 

V~ = v(xv) 

vL = v(xu) 

\Iv E JP; 

\If E JP, i= 1,2, ... ,m-1. 

For the internal degrees of freedom, we set 

k=O, ... ,m, i=O,l, ... ,k, 

(6.42) 

(6.43) 

(6.44) 

where CPk.i are linearly independent polynomials forming a basis oflP m-2 (P). In this 
section, we introduce a different basis than before. It turns out that a very convenient 
choice for such functions is given by the following construction: 

• for k = i = 0 we take the constant function CPo.o = 1; 
• for k = 1, ... , m and i = 0, ... , k we choose (k + 1) polynomial functions CPk.i that 

form an L 2-orthogonal basis for . 

ih(p) = { cP E lPk(P) such that .k CPlfldV = 0 \llfI E lPk-1 (P) } . 

The linear space ih(p) is formed by the polynomials of degree exactly equal to 
k. The polynomials ({Jk,i are normalized by imposing that Ilcpk.ilIL2(P) = hp. 
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Since the polynomials in ih(p) for k ~ 1 are orthogonal to all the polynomials of 
lower degree, they are also orthogonal to CPo,o = 1 and, consequently, to constant 

functions, Furthermore, we have that lPm(P) = E8~oTI\(P), 
The convergence analysis in Sect. 6.4 measures the approximation error in the 

mesh-dependent norm: 

IlvhllI,h = L IlvpllT,h,P' (6.45) 
PEDh 

where each local term Ilvp IIT,h,P is designed to mimic the HI seminorm on the element 
P. We consider the following seminorm: 

~ 2 m-2 k 
2 "" aVh,f ( _ ) 2 "" "" 2 IlvplILh,P = L..- hp -a- 2(f)+ vP,O,o-vp + L..- L..-IVP,k,i1 , 

fEdP S L k=l i=O 

(6.46) 

where aVh.f / as is the derivative along edge f of the one-dimensional polynomial Vh,f 

of degree (m + 1) that interpolates the values Vf,i for i = 0, ... ,m, and 

(6.47) 

To enforce the Dirichlet boundary condition on r D , we consider the subset 1h,g 
of discrete fields from 1h whose restriction to a Dirichlet boundary edge is fully 
specified by function flY. Assuming that flY is continuous, we require that for each 
vertex v E rD and each face f E rD it holds that 

6.3.2 The consistency and stability conditions 

The local bilinear form ah,p is defined in three steps. In the first step, we introduce 
the L 2 orthogonal projector on the linear space of two-dimensional vectors of poly­
nomials of degree k: 

For wE H1(P) and K E L=(P), the divergence div(9"~-I(KVw)) belongs to 
lPm- 2 (P) and its expansion in the polynomial basis functions CPk,i E lPm-2(P) takes 
the form 

m-2 k 

div( 9"~'-1 (KVw)) = L L ak,icpk,i, 

k=O i=O 

where the coefficients ak,i depend on w. 

(6.48) 
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In the second step, we define the quadrature formula Y'P (vP, w) by 

m-2 k 

Y'p(vp,w) = L LIPlakJVP,kJ' 
k=O ;=0 
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(6.49) 

where VP.k.i are the internal degrees of freedom of the discrete field Vp and the co­
efficients ak.; are those used in expansion (6.48). The following argument explains 
the meaning of this quadrature rule. Let v~ be the projection of the scalar function 
v E HI (P) n CO(P) in'Yh.p (see Sect. 6.3.1). Recalling (6.44) and inserting (6.48) 
in (6.49) yields 

m-2 k r r (m-2 k ) 
Y'p (v~, w) = L L au iF vC(Ju dV = iF v L L aUC(JkJ dV 

k=O i=O P P k=O i=O 

= ~ vdiv(9~-1(KVw))dV. (6.50) 

Thus, the bilinear operator Y'P (v~, w) is an approximation of the last volume integral 
in (6.50). 

In the third step, the discrete symmetric bilinear form ah.P on "th.P x "th.P is re­
quired to satisfy the stability and consistency conditions. Let Sh.P be a subspace of 
HI (P) nCo (P) that satisfies assumptions (B 1 )-(B3) formulated in Part I of this book. 
For the considered mimetic discretization, they read as follows. 

(B1) The projection operator (-)~ is surjective from Sh,P to "th.P' 

(B2) The space Sh.P contains the space of polynomial of degree at most m. 

(B3) The trace of v E Sh,P on face f of P is a polynomial of degree at most m. 

In general, a space Sh.P satisfying all requirements is infinite dimensional. How­
ever, the complete convergence theory can be built using a finite dimensional space 
such that dim(Sh,p) = dim('Yh,p), i.e. Sh,P is isomorphic to 1i"P' In the sequel, we 
assume the latter. 

(Sl) Spectral stability: There exists two positive constants 0"* and 0"* such that for 
every Vp E 1i,.P there holds: 

(S2) Local consistency: For every If! E lPm(P) and every Vp E Sh,P there holds: 

(6.51 ) 

Note that, for any v E Sh,P, the integration by parts gives 
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The one-dimensional polynomial S7!~-1 (KVlJf) ·np,f has degree at most m -1 and the 
trace of von f is a polynomial of degree at most m. Since the Gauss-Lobatto formula 
of order m mentioned above is exact for polynomials up to degree (2m - 1) [6], it 
integrates exactly the product of S7!~-1 (KVlJf) . npJ and v. Thus, 

r Vv· S7!~-1 (KVlJf) dV = -J'p (v~, lJf) + L, :i V},i Wf,i( S7!~-1 (KVlJf) ·np,f )(Xf,i) , 
}p fEdPi=O 

(6.52) 
where Wf.i are the weights in the Gauss-Lobatto formula. Thus the right hand side of 
(6.51) is exactly computable on the basis of the existing degrees offreedom. 

Let now lJf, q> E lP m(P). Since q> E Sh.P then we can take v = q> in the consistency 
condition. Using the fact that S7!~-1 is the orthogonal projection onto the polynomials 
of degree at most m - 1 yields: 

(6.53) 

This relation implies that the bilinear form $/"P (., .) is exact for polynomials of order 
at most m and does not violates the symmetry requirement. Moreover, property (SI) 
combined with the boundary conditions allows us to prove that the bilinear form ~, 
is coercive on the vector space 1h.0, from which we can deduce that there exists a 
unique solution to the discrete problem (6.14). 

6.3.3 Discretization of linear functional ~h 

In the present section we focus on the m ::;:, 2 case since for m = lone can follow the 
same construction shown in Sect. 6.2.3. Let us consider the L2-orthogonal projector 
S7!~ : L2(P) ---) lPk(P) onto the space of polynomials of degree at most k. With a 
small abuse of notation, we use the same symbol for this projector as in Sect. 6.3.2, 
since its action is always clear from the type of its argument. Let bp = S7!~-2(b) be 

the projection of the forcing term b in (6.11) on the polynomial space. We expand bp 
as a linear combination of the basis functions q>k,i for k = 0, ... ,m - 2 and i = 0, ... ,k: 

m-2 k 

bp = L, L,Ck,iq>k,i. 
k=O i=O 

(6.54) 

This expansion uses m(m - 1) /2 coefficients Ck,i depending on b. Using these coef­
ficients and the interual degrees of freedom VPJ.k of the discrete field Vp, we define 
the local linear functional 

m-2 k 

2p(vp) = !PI L, L,Ck,iVP,k,i 
k=O i=O 

and the global one by the assembly process: 

2 h(Vh) = L, 2p(vp). 
PEDh 
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Remark 6.9. For any v E L2(P) and any loading tenn bE L2(Q) it holds that 

(6.55) 

6.3.4 Derivation of bilinear form ,rz4 

The construction of the arbitrary-order method coincides with that of the low-order 
method when we simply set m = 1. Again, we will follow the guidelines described 
in Chap. 4. Given P E Qh, we will build an elemental stiffuess matrix Mp such that 

\;/Up, Vp E 1h,P' 

The global stiffuess matrix is obtained by the standard assembly process. 
The construction of the elemental stiffness matrix is reduced to an algebraic 

equation of the fonn MpNp = Rp, as in all other mimetic discretizations. Let 
'1'1, '1'2,··· , V'n} with n = (m + 1) (m + 2) /2 be a basis for polynomial space lP m(P). 

We select the following basis functions: 

V'l(x,y)=l, 

X-Xp y-yp 
V'2(X,y) = ---y;;-' V'3(X,y) = ---y;;-' 

( ) _ (x-xp? () _ (x-xp)(y-yp) 
'1'4 X,Y - h2 ' '1'5 X,Y - h2 ' 

P p 

Here Xp = (xp, yp ) T is the barycenter of P. 

Remark 6.10. Note that IIV'iIIL2(P) rv hp, so that the theory developed later still ap­
plies, but these basis functions suit better for the practical implementation of the 
method than the orthogonal basis used in the theory. Of coarse, the coefficients ak.i 

(see (6.48)) and Ck,i (see (6.54)) must be calculated with respect to the basis {V'i };'=l' 

Let Ni = (V'i)~ be the i-th column of matrix N p. This matrix is easily calculated 
by evaluating V'i at the Gauss-Lobatto points and computing its moments over poly­
gon P. Using the divergence theorem, the calculation of the moments is reduced to 
integration of polynomials over edges f of P. 

A formula for the matrix Rp follows from the right-hand side of (6.52). For a 
given V'i' it represents a linear functional of v~, i.e. it can be written as (v~l Ri . 

Let E~ denote the vector in 1h,P whose j-th component equals to one and the other 
components are zero. Then, 

m 

(Ri)j = -J'p (E~, V'i) + L L E{q Wf,q( 9"~'-1 (KVV'i) . llPJ) (Xf,q)' 
fEdPq=O 
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This implies that RJ is the zero vector. Combining formulas (6.51), (6.52) and using 
the matrix representation of the local bilinear form, we obtain 

These n matrix equations can be written in the compact form 

MpNp = Rp (6.56) 

with rectangular (N~/ x n)-sized matrices Np and Rp. 

Lemma 6.2. The matrices Np and Rp satisfY the following identity: 

(6.57) 

for i, j = 1, ... ,n. The matrix N ~ Rp is symmetric and semi-positive definite. 

Proof The first assertion of the lemma follows from Eq. (6.53). The second assertion 
is the direct consequence of the first one. D 

Let Q p = N ~ Rp. This matrix represents the bilinear form d (" .) restricted to 
space lPm(P). It is clear from (6.57) that matrix Qp has the form 

( 0 OT) 
Qp = 0 Qp , 

where Qp ~ a positive definite (n - 1) x (n - 1 )-sized matrix. More precisely, the 

entries of Qp are given by (6.57) for i > 1 and j > 1, i.e., when we exclude the 
constant polynomial '1'1 (x,y) = 1. Let Qb E lR" xn be the pseudo-inverse of matrix Q, 
which we define as 

Since, the first column of matrix Rp is zero, we can easily verify that the solution of 
the matrix Eq. (6.56) is given by 

Mp = Rp Qb R~ + DpU p D~, (6.58) 

where Up is an arbitrary positive definite matrix of size (Nt - n - 1) and Dp is a 
rectangular matrix with the largest rank such that D~ Np is the zero matrix. 

The stability condition (S1) imposes bounds on positive eigenvalues of Dp U p D~ 
as discussed in Chap. 4. In practice, a simple formula can be used: 

(6.59) 
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where Pp is the orthogonal projector on ker(N~) and positive scalar Up is detennined 
by the consistency term: 

( T )-1 T P = 1- Np NpN p Np, 

6.4 Convergence analysis 

The main result of this section is given in Theorem 6.2. This theorem provides an esti­
mate for the discretization error in the mesh-dependent nonn 11·111,h defined in (6.45)­
(6.46). For simplicity of exposition, we assume that problem (6.1)-(6.3) is formulated 
with the homogeneous Dirichlet boundary conditions. Thus, we assume that rN = 0 
in (6.3) and ~ = 0 in (6.2). Consistently, we have u E Hd (0.) and Uh E 1/,,0, 

Theorem 6.2. Let u E H m+ 1 (0.) n Hd (0.) be the solution of variational prob­
lem (6.11) under assumptions (H1)-(H2), rN = 0 and ~ = O. Let uI E 11,.0 be 
its projector defined by (6.42)-(6.43) and (6.44). Let Uh E'Yh.o be the solution of the 
mimetic problem (6.14) under assumption (MR1)-(MR3) and (Sl)-(S2). Let us as­
sume that KIP E wm,=(P) for any polygonal element P. Then, there exists a positive 
constant C, which is independent of h, such that 

(6.60) 

The proof of Theorem 6.2 uses two theoretical tools, the reconstruction operator and 
the stability Lemma 6.5, that are presented in Sects. 6.4.1 and 6.4.2, respectively. For 
this reason, the proof is postponed to Sect. 6.4.3. 

6.4.1 Reconstruction operator 

In this subsection, we prove the existence of a local reconstruction operator 

with the following three properties. 

(L1) The reconstruction operator Rp is the right-inverse to the projection operator 
on 11,.p: 

\lvp E 1/"P' 

(L2) The trace ofthe reconstruction operator Rp on face f coincides with the inter­
polation polynomial of degree m that is uniquely defined by the degrees of freedom 
associated with the Gauss-Lobatto quadrature nodes: 

\If E dP, \lvp E 1/"P' 
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(L3) The reconstruction operator Rp is stable with respect to the mesh-dependent 
norm (6.46), i.e., there exists a positive constant C independent of P such that 

Assumption (LI) is equivalent to assumption (RI) discussed in Chap. 3 (see also 
[67]). Assumption (L2) is much weaker than assumption (R2) stating that the recon­
struction operator is the left-inverse of the projection operator on a polynomial space 
over element P. 

Let us write the reconstruction operator as the sum of two distinct terms: 

(6.61) 

The term R~) (vp) is built as follows. Let us consider the auxiliary decomposition 
T hiP' which is provided by the mesh assumption (MR3). This decomposition con­
tains a unique triangle for each face f of a P, which is labeled as T f. For each triangle 
Tf, we consider the function v%.f defined on aTf that has the following properties: 

• on face f, function v%.f coincides with the polynomial Vh,f; 

• on the to other edges connecting the internal point xp with vertices off, function 
v%.f is the linear interpolant between vp at xp (see (6.47)) and Vt,o or Vf,m' 

No~ we consider a linear map § : T ---+ Tf from the reference triangle Tonto Tf. 
On T, we first solve the harmonic problem 

- L1 (£' (vp )) = 0 in T, 

£,(vp) =v%Jo§ on aT, 

and then, set 

(6.62) 

(6.63) 

(6.64) 

A stability result holds for R~I) (vp), whose proof is omitted since it is a consequence 
of a simple scaling argument and the mesh regularity assumptions (MR). 

Lemma 6.3. There exists a constant C, independent ofhp and of the shape ofP, such 
that 

(6.65) 

This lemma is used below to prove condition (L3). For the moment, let us note 
that, by construction, the reconstruction operator R~) is exact for constant fields: 

\lc E lPo(P). (6.66) 

Furthermore, it also satisfies condition (L2). Nonetheless, we cannot consider R~I) 
as the final reconstruction operator because condition (LI) is satisfied only for the 
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nodal degrees of freedom but not for the internal ones. In order to fix this deficiency, 
we need the second operator R~), which is built as follows. 

Let us consider the m(m - 1 )/2 functions 3fJk,i E HJ (P) labeled by the index pair 
(k, i), where k = O, ... ,m - 2 and i = 0, ... ,k, that are such that 

(i) .i 3fJk,iCfJU = I PI Dk/Dij 

(ii) IIV' 3fJdIL2(P) ::; c 

for 1 = 0, ... ,m-2 andj = 0, .. . ,1; 

for k = O, ... ,m - 2 and i = 0, ... ,k. 

(6.67) 

(6.68) 

Note that relations (6.67)-(6.68) are consistent with IICfJdIL2(p) = hp. The existence 
of such functions can be proved using, for instance, reference polygons; details are 
found in [51]. The second term of the reconstruction operator is given by 

m-2 k 
(2) _ '" '" . Rp (vp) - L,; L,; Ck,i3fJk,i, (6.69) 

k=O ;=0 

where the coefficients CkJ are such that the condition (LI) holds true, i.e. 

1 r ( (1) (2)) TPTJP Rp (vp)+Rp (vp) CfJk,idV=vP,k,i' (6.70) 

Substituting (6.69) in (6.70) and using the orthogonality relations (6.67) yield: 

1 r (1) 
Ck,i = Vp,k,i - TPT Jp Rp (Vp )CfJk,idV. (6.71) 

Similarly to Lemma 6.4, a stability result holds for R~) (vp ). This result is also needed 
to prove condition (L3). 

Lemma 6.4. There exists a constant C, which is independent ofhp and of the shape 
ofP, such that 

(6.72) 

Proof We start by taking the gradient of both sides of(6.69): 

(2) m-2 k 
IIV'Rp (vp)IIL2(P) = L L Ck,iV'3fJk,i 2 [apply the triangle inequality] 

k=O ;=0 L (P) 

m-2 k 

::; L LlcdllV'3fJdIL2(P) [use inequality (6.68)] 
k=O ;=0 

m-2 k 

::; eLL Icd· (6.73) 
k=O i=O 

To estimate Icd we reformulate (6.71). Let us identify the real number vp pro­
vided by (6.47) with the constant field taking this value over P. For (k, i) = (0,0), we 
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apply the exactness property (6.66), which gives 

I ~ I ~ R~) (v~ ) CPO,o dV = ~ ~ vp CPO,o dV = vp I ~ I ~ CPO,o dV = vp. 

It allows us to write 

(6.74) 

For any pair (k, i) withk = 1, ... , m- 2 and i = 0, ... ,k, the corresponding polynomial 
CPkJ is orthogonal to constant fields by construction. Thus, 

. _ 1 r (I) - I 
Ck,i - Vp,k,i - TPT }p Rp (Vp - (vp) )cpk,idV. (6.75) 

Now, we use the Jensen and Cauchy-Schwarz inequalities, and the trivial geometric 
bound I PI::; h~ to start the development: 

1 r (I) _ I 2 
TPT}p Rp (vp - (vp) )cpk,i dV 

::; hp21IR~)(vp - (vp )I)IIL2(P) IlcpdIL2(P) 

::; hpIIIR~)(vp - (vp )I)IIL2(P) 

::; hpIIIR~)(vp) -vpIIL2(P) 

::; Cli V R ~ ) ( Vp ) II L 2 (P) 

::; Cllvplll,h,P' 

[use Ilcpk,iIIL2(P) = hpJ 

[R~) preserves constants] 

[see below] 

[use Lemma 6.3] 

(6.76) 

Let us show the fourth bound above for each triangle T f. By the construction of R~) , 
it holds that vp = R~I) (vp ) (xp ). The space of harmonic functions £ (vp ) defined by 
(6.62)-(6.63) is finite dimensional and is independent of the particular triangle Tf. 
Assuming that xp is mapped to point (0,0), a scaling argument gives 

IIR~I) (vp) - R~I) (vp )(xp) IIL2(T) = T 1/21IR~) (vp) 0 § - R~I) (vp) 0 § (0, 0) IIL2(T) 

::; C T 1/21IV(R~I) (vp) 0 §) IIL2(T) 

::; Chp IIVR~\vp)IIL2(T)' 

We substitute (6.76) into (6.74) and (6.75) to derive upper bounds for the coeffi-
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cients Ck/ 

(6.77) 

with the obvious modification for k = i = O. The assertion of the lemma is proved by 
applying estimate (6.77) in the final step of(6.73). D 

Eventually, property (L3) follows from definition (6.61), the triangle inequality 

IIVRp(vp)IIL2(P)::; IIVR~)(vp)IIL2(P) + IIVR~)(vp)IIL2(P)' 

and the stability results in Lemmas 6.3 and 6.4. 

6.4.2 Stability of the projection operator 

The stability ofthe projection operator is proved in Lemma 6.5 using the mesh-depen­
dent norm of Sect. 6.3.1. 

Lemma 6.5. Let v E H 2 (P). Then. there exists a constant C independent ofh such 
that jor any P E flh we have 

Proof We estimate separately each one of the three terms in (6.46) that form 
IIJpllI.h,P' For the first term we apply a scaling argument that provides an estimate 
that holds for every polynomial q in lP m (f): 

(6.78) 

where the right-hand side is evaluated at the Gauss-Lobatto nodes Xf.i. Let Vf = 

m If vds be the average of v evaluated over f. We identify Vf with a constant function 
over f, consequently, Vf takes the same value at the Gauss-Lobatto nodes. Inequal­
ity (6.78) and a scaling argument yield: 

2 
2 ::; qfl-1_max Iv(xu) - vfl 2 

L (f) l-O, .. "m 

::; qfl-11Iv- vfIIZ=(f) 

dV 2 

::; qfl dS L=(f) 

dV 2 
::; C =-'s u L2(f) 

(6.79) 
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Let Tf be the triangle in T hlp associated with face f E dP. We use (6.79) and the 
Agmon inequality (see (M3) of Sect. 1.6.2) to obtain: 

dVh.f 2 dv 2 L hp <C L hp -
fEdP ds L2(f) - fEdP ds L2(f) 

::; C L (1IVvIIZ2(Tfl +h~IVvl~I(Tfl) 
fEdP 

= C (Ivl~1 (P) + h~ Ivl~2(P)) . (6.80) 

We estimate the second term in (6.46) by using the definition of Vp.O.o and (6.47). 
Let us select any vertex Vi E dP. Applying a standard inequality and lensen's in­
equality, we obtain 

2 

I I - 12 vP,o,o - vp = 1 i 1 -IPI vdV - ----y:' L v(xv) 
. P Np vEdP 

(6.81) 

Now, the standard approximation result [78] gives us the following estimate: 

For every vertex v of dP, we apply first lensen's inequality and then Agmon's 
inequality (cf. property (M3) in Sect. 1.6.2) to obtain: 

Using the last two inequalities in (6.81) together with the normalization relation 
LVEdP 1 = N~/ give us the estimate 

(6.82) 
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To estimate the third term in (6.46), we use the fact that the basis functions CPk,i 
for k = 1, ... ,m - 2 and 0 ::; i ::; k are orthogonal to the constant fields: 

m-2 k m-2 k (1 {" ) 2 6 6; Iv~.d2 = k~ 6; TPT}p vcpk,idV 

(6.83) 

Using the Cauchy-Schwarz inequality, the normalization IlcpdIL2(p) = hp, the fact 

that Ch~ ::; !PI for some constant C independent of hp (which is a consequence of 
properties (M2)-(M3), see Sect. 1.6.2), and the estimate of the interpolation error 
in (MS) yield: 

The assertion of the lemma follows from estimates (6.80), (6.82) and (6.84). D 

6.4.3 Proof of the convergence theorem 

Let um be a piecewise polynomial over flh such that its restriction, up, to P belongs 
to lP m(P). Let also (um)~ E'f!/"p be the projection of um defined by (6.42)-(6.44) and 
restricted to P. Let eh = Uh - ul denote the discretization error and Vh = eh / II eh II Lh. 

The left inequality in the stability condition (SI) leads to the following developments: 

0"* II eh II Lh ::; sdh (eh' Vh) 

where 

= $/,(UI1l Vh) _$/,(u I , Vh) 

= 2;,(Vh) - dh(U I , Vh) 

= 2'h(Vh) + TI - L sdh.p((um)~,vp) 
PEnh 

T j = L dh.p((Um-u)~,vp). 
PEnh 

[use eh = Uh - uI ] 

[use (6.14)] 

[add/subtract (um)~] 

(6.85) 

(6.86) 

Using the consistency condition (S2) (see formula (6.51)) with VI = up and v = 

Rp (vp) yields: 

L $/,,P(vp,(um)~) = L 1 V(Rp(Vh))·.sop'-I(KVup)dV. 
PEnh PEnh p 

(6.87) 
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Substituting (6.87) in (6.85) and adding/subtracting V (Rp( vp)) . KVu, we obtain: 

(J*llehlll,h <:::: 2'h(Vh) + Tl - T2 - L r KVu· V(Rp(vp))dV, (6.88) 
PEDh.JP 

where 

T 2 = L r (90pz-I(KVup)-KVu).VRp(vp)dV. (6.89) 
PEDh.JP 

The variational formulation (6.l1) with vIP = Rp(vp) allows us to write: 

which substituted in (6.88) gives the final inequality 

(6.90) 

where 

(6.91) 

Estimate of term Tl. Using the continuity of the bilinear forms dh,p(-,') with re­
spect to the local mesh-dependent norms 11·111 ,h,P, then applying the Cauchy-Schwarz 
inequality, and finally using the fact that Ilvh III ,h = 1 leads to the following chain of 
inequalities: 

(6.92) 

Now, we define up as the L 2-orthogonal projection of u on lP m(P). Applying 
Lemma 6.5 to each summation argument of (6.92), and using the interpolation er­
ror estimate of (MS) (see Sect. 1.6.2) gives the following upper bound: 

ITII <:::: ( L IUP-ul~1(P)+h~lup-ul~2(P))1/2 <:::: ( L h~mluP-ul~m+l(P))1/2. 
PEDh PEDh 

(6.93) 

Estimate of term T2. Assumption (L3) and the fact that IIVhlll.h = 1 imply that 

L IIVRp(Vh)IIZ2(P) <:::: C L IlvpIIT,h,P = CllvhllT,h = C. (6.94) 
PEDh PEDh 
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To bound T2, we apply the Cauchy-Schwarz inequality and estimate (6.94): 

IT21 <::: c L 119"~-l(KY'up) -KY'uII L2(P) IIY'Rp(vp)IIL2(P) 
PE!2h 

<::: c( L 119"~'-1(KY'up) -KY'uIIZ2(p)) 1/2. 
PE!2h 

(6.95) 

In order to estimate the summation arguments of (6.95) we first add and subtract the 
quantity 9"~-1 (KY'u), then apply a standard inequality, and finally note that 

We obtain the following development: 

119"~-1 (KY'up) - KY'uIIZ2 (p) 

<::: 2 (119"~l-I(KY'up) - 9"~-1(KY'u)IIZ2(P) + 119"~'-I(KY'u) - KY'uIIZ2(p)) 

<::: 2 (1IKY'up - KY'uIIZ2(p) + 119"~'-I(KY'u) - KY'uIIZ2(p)), (6.96) 

Finally, we substitute (6.96) into (6.95), and apply the interpolation error estimate 
from (MS) (see Sect. 1.6.2) to obtain: 

IT21 <::: c( L IIKIIZ=(p)h~mluIHm+l(p) +h~mIKY'uIHm(p)) 1/2 

PE!2h 

( 2 2 2) 1/2 
<::: C L hpm IIKllwm.=(p) IIY'UIIHm(p) . 

PE!2h 

(6.97) 

Estimate ofterm T3. Assumption (LI) implies that Vp = (Rp(vp)) I for any discrete 
field vp. In particular, we have 

Vp,k,i = TR.k Rp (Vh)CPk,i dV 

Consequently, 

k=O, ... ,m-2and i=O,l, ... ,k. 

[rearrange the terms] 

= ~Rp(vp) %:~Ck,iCPk,i) dV [use (6.54)] 

= jp Rp(vp )bpdV. 

Inserting this into definition (6.91) yields: 

T3 = L r (b - bp)Rp(vp )dV. 
PE!2h Jp 

(6.98) 
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The definition of bp in (6.54) implies that h bdV = h bpdV. Thus, the integrand 

function (b - bp ) is L2 (P)-orthogonal to every constant function. Let Rp (vp) denote 
the average of the reconstructed function Rp (vp ) over P. Then, 

Using the Cauchy-Schwarz inequality, the error estimate for lib - bpII L2(P)' assump­
tion (L3), and the fact that Ilvhlll,h = 1, give us the following development: 

T3 ::; L Ilb-bp IIL2(P)IIRp(vp) -Rp(vp)IIL2(P) 
PEDh 

::; C L hplbIHm-l(p) IIVRp(vp )IIL2(P) 
PEDh 

( 2 2 ) 1/2 
::; C L hpm Ibl~-l(P) IlvhllLh 

PEDh 

( 2 2 ) 1/2 
::; C L hpmluIHm+1(P) . 

PEDh 
(6.99) 

The estimate (6.60) stated in Theorem 6.2 is deduced by combining inequali-
ties (6.93), (6.97) and (6.99) in (6.90). D 

6.4.4 L2-estimate of the approximation error 

In this subsection we discuss how to estimate the discretization error in the arbitrary­
order mimetic method in the L 2 norm. The convergence analysis of this section is 
based on the existence of an exact reconstruction operator 

Rp : 1h,P ----) Sh,P 

that satisfies the three conditions (LI )-(L3) of Sect. 6.4.1 plus the two additional 
conditions. 

(L4) The reconstruction operator reproduces the mimetic bilinear form: 

jp VRp(vp) . VRp(up) dV = ah,P (up, vp) \fup, Vp E 1h.p. 

(LS) The reconstruction operator provides a proper approximation of scalar func­
tions on every polygon P: 

where C is a uniformly bounded constant and 2::; (J ::; m + 1, (J E N. 

The qualifier "exact" in front of the reconstruction operator indicates that for a 
given mimetic scheme, there exists a reconstruction operator that produces the same 
stiffness matrix. We refer to Sect. 5.3 where the existence of the exact reconstruction 
operator is analyzed for the diffusion problem in the mixed form. Existence of such 
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an operator has been shown for a subfamily of mimetic schemes. We expect that a 
similar conclusion holds for the mimetic discretization of the diffusion problem in 
the primary fonn; however, a fonnal proof has not been yet published. 

Theorem 6.3. Let Q be a convex domain and the loading b E H rn - 1 (Q). Let u E 

H rn+ 1 (Q) be the solution of the variational problem (6.11) under assumptions (Hl)­
(H2), and Uh be the solution of the mimetic problem (6.14) under assumptions (MR1)­
(MR3), (SI)-(S2), and (Ll)-(L5). Then, there exists a positive constant C indepen­
dent of h such that: 

where the integer vrn = 0 for m = 2 and Vrn = 1 for m ~ 3. 

The proof can be found in [51]. Note that the error estimate in the L 2 nonn is subop­
timal in the case m = 2, a phenomenon confirmed by numerical tests. The reason for 
that is the approximation ofthe source term b. Indeed, as shown in [44], a more accu­
rate approximation of this tenn allows one to prove the optimal O( h3 ) convergence 
rate in the L 2 norm. 

6.5 A posteriori estimates 

In this section, we present an a posteriori error estimator for the low-order mimetic 
scheme in the space dimension d = 2 described in Sect. 6.2. This error estimator, 
together with the associated reliability and efficiency theory, was introduced in [16]; 
we refer to this work for the proofs of the results shown below. In contrast to the error 
estimator from Sect. 5.4, the estimator in this section is of a non-residual type. More 
precisely, it falls in to the class of hierarchical error estimators, see e.g. [9,37] and 
the references therein for the finite element methods. In the following, we state also 
some preliminary key results concerning the mesh refinement. 

6.5.1 Mesh refinement and related results 

Let as usual Q h represen~ a polygonal mesh. We start by showing how to build a 
unifonnly refined mesh Qh, that will be used to compute the error indicator. We 
make an additional mesh regularity assumption that holds only for the end of this 
chapter. 

(MR4) All polygons P E Q h are convex. 

Let us define point xp E P as follows: 

(6.100) 
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Vi 
e 

Fig. 6.11. The refinement strategy: coarse element P and the related fine element P. Circles 
denote vertices in the coarse, while diamonds refer to new vertices in the finer mesh 

Note that assumption (MR4) is made essentially for the sake of exposition sim­
plicity. The subsequent derivations can be modified in order to cover the case of more 
general meshes, for instance, meshes with polygons that are star-shaped with respect 
to a ball. The definition of point xp has to be modified and (6.103) below has to be 
changed in such a way that the operator pr~serves linear functions. 

We build the uniformly refined mesh Q h by subdividing each element P of Q h 

into quadrilaterals. The midpoint Xe of each edge e E J P is connected with the point 
Xp, as shown in Fig. 6.11. The quadrilaterals for all P E Qh form the new mes~ Qh. 

In the sequel, we will use the symbol "hat" for objects associated with mesh Q h to 
distinguish them from similar objects associated with the original mesh. For example, 
p w~l stand for a generic element of Qh, f will denote the set of all mesh vertices, 
and h will indicate the maximum element size. Note that the edge 1pidpoints Xe and 
the internal points xp become additional vertices in the new mesh Qh, i.e. 

Let us empl~ the construction jescribed in Sect. 6-1 on }lles~ Qh. We introduce a 
discrete space 11, associated with Qh, a bilinear form ~ : 11, x 11, ---+ Jl{ and a suitable 
discrete loading term. The fine-grid discrete mimetic problem (compare with (6.14)) 
reads: 

Find Uh E 11"g such that 

(6.101) 

Let us introduce two 5'perators mapping the fine-grid space onto the coarser one 
and viceversa. Let n : 11, ---+ 11, be defined by 

(6.102) 

Given edge e E g and its midpoint Xe, we denote by Ve and v~ the mesh vertices which 
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are the endpoints of e, see Fig. 6.11. We then define nt : );}, ---+ f;, by 

\lvE Y, 

~(vh(ve) +Vh(V~)) ifxv = Xe , e E rfi, 
(6.lO3) 

1 - L Vv 
kp VEdP 

Thus, the operator nt interpolates a coarse-space discrete field Vh by the linearity 
preserving averaging of its vertex values. Letf"c denote the subspace ofjJ, given by 
the image of operator JJt ; we will refer to it as to the interpolated coarse-grid space. 
As a complement to "the, we consider the fluctuation space 

It clearly holds that 
f;, =i{,e EBf[. (6.104) 

The global and local mesh-dependent norms on space);}, are denoted by !.h 

and . I.h.p, respectively (see also (6.l5)). In addition, we introduce an intermediate 

norm I.h.P which is the restriction ofthe global norm to a coarse element P E Qh, 

2 
Vp I.h.P' 

2 
Vp I.h.p \lvp E );}"p. 

We have the following lemma, stating the minimum angle condition between the 
spacesf;,~p and i;!p that are the restrictions of the related global spaces in (6.104) 
to element P. 

Lemma 6.6. There exists a positive constant em independent of h such that 

(6.105) 

e ~e l ~l 
for all P E Qh and all vp E "th.P and vp E "t/;.p' 

Let nJ denote restriction of the operator nt to element P. The following simple 
lemma holds [16]. 

Lemma 6.7. There exist positive constants e and e' independent of mesh such that 
for all P E Qh we have 

e Vp I.h.P<:::: n~(vp) l.h.p<::::e' Vp I.h.P \lvpE);}"p. (6.106) 



192 6 The diffusion problem in primal form 

6.5.2 A consistent coarse-grid problem 

In this section we introduce <lJ:articular coarse-grid bilinear form ~, consistent with 
the fine-grid bilinear form tzth. This will allow us to simplify the a posteriori error 
analysis, see Corollary 6.1. Although such choice is convenient, it is not mandatory 
and the generality of the analysis ~ not affected by it. ~ 

As usual, the bilinear form tzth is defined as the sum of local forms ~,i3, for 

P E Qh, that satisfy the consistency and stability conditions of Sect. 6.2.2 or, more 
precisely, their counterparts for the new discrete space and refined mesh. The 19Eal 
forms can be assembled over coarse-grid elements P E Qh into bilinear forms ah,p. 
For all P E Qh, we then define a coarse-grid bilinear form ~"p as follows: 

(6.107) 

Note that the bilinear form (6.107) satisfies both the consistency and stability condi­
tions; the proof can be found in [16]. Using the same argument, we define the fol­
lowing coarse-grid loading term: 

with 2 h, p (n~ (. )) being the local linear functional built using a construction analo­
gous to Sect. 6.2.3. 

We can now define a coarse-grid mimetic problem (6.14) by assembling the global 
bilinear form ah from the local forms (6.107) and taking the load term defined above. 
The advantage of such a coarse-grid problem is to be fully consistent with the fine­
grid problem, in a sense that will be clarified in the next section. 

6.5.3 A posteriori error analysis 

Let us consider the followingfiuctuation discrete mimetic problem: 

Find e{, E 9f such that 

(6.108) 

We observe that the right-hand side in (6.108) represents the residual ofthe approx­
imate solution Uh when tested with the fluctuation space 9{ 

We assume that the exact solution u is sufficiently regular, e.g. it belongs at least 
to H 3/ 2 (Q). In such a case, the vertex-based projection Ii' E if, is well defined. In the 
following, we assume that the following saturation assumption holds true. 

(SAT) There exists f3 < 1 such that 

(6.109) 

Assumption (SAT) means that the fine-grid solution Uh converges (uniformly) more 
rapidly to Ii' than the coarser solution Uh. Although such an assumption is not negli-
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gible, it is widely accepted in the a posteriori error analysis of finite element meth­
ods [9,38,71]. 

Theorem 6.4 (Upper bound). Let assumptions (MR1)-(MR4) and (SAT) hold. Fur­
thermore, let u solve the continuum problem (6.1 )-(6.3), Uh solve the discrete problem 

(6.14), and e{, solve (6.108). Finally, let c* = (Cm (1 - 13)21) -\ with Cmfrom (6.105). 
Then, 

The above result holds for any bilinear forms tzth and~. Ifwe choose the con­
sistent bilinear tzth introduced in (6.107), we obtain the following simpler result. 

Corollary 6.1 (Upper bound). In addition to the assumption of Theorem 6.4, let the 
coarse-grid bilinear form ~, be given by (6.107). Then, 

Observe that 
n(ii - nt (Uh)) = uI - Uh. 

Using the triangle inequality applied edge-by-edge, we can show easily that 

22-
np(vp) I.h.P::; C vp I.h.P \fvp Ei/"p, 

(6.111) 

The above two observations, allow us replace the left-hand sides of the upper 
bounds (6.l1 0) and (6.l11) by a slightly more natural error IluI - Uh III ,h' 

Theorem 6.5 (Lower bound). Let assumptions (MRl)-(MR4) and (SAT) hold true. 

Furthermore, let u solve (6.l)-(6.3), Uh solve (6.14), ande{, solve (6.108). Ifc* = 

C2 (1 + 13) (c{)-I, then 

(6.112) 

The upper bound (6.111) can be rewritten as follows: 

Ilii-ntuhll~.h::; (C*C2)2 L TJ~ (6.113) 
PEDh 

with the local terms 

TJ~ = L Ile{117.h.P· 
PEnh: PcP 

(6.114) 

Therefore, we can use quantities TJp as the local a posteriori error indicators in a mesh 
refinement strategy of an adaptive algorithm. 



194 6 The diffusion problem in primal form 

6.5.4 An inexpensive error indicator 

The computation of the error indicator TJp in (6.114) requires to solve the fluctuation 
problem (6.lO8). Since the cost of solving such a problem is comparable to that of 
solving the original one, the computation of TJp turns out to be quite demanding. Here, 
we present an inexpensive estimate of TJp. 

We make a preliminary observation. Let (6.lO8) be replaced by a more general 
fluctuation problem of the form 

(6.115) 

with a suitable bilinear form :J1Jh satisfying the stability assumption (SI). Then, the 
upper bound (6.110) and the lower bound (6.112) still hold, but possibly with differ­
ent constants. We define this bilinear form as follows: 

~h(Vh,Wh)= L VyWy . (6.116) 
YEf\1 

This form is continuous and coercive on the space f;/, with respect to the discrete 
energy norm, as stated in the lemma below. 

Lemma 6.8. The bilinear form PlJh defined in (6.l16) satisfies (SI). i.e. 

(6.117) 

We are now ready to introduce an new inexpensive error indicator TJ~: 

(TJ~)2 = L Ile{,II~.hJ3' 
PcP . 

(6.118) 

with e{, bein~the solution t~he generalized fluctuation problem (6.115) with the bi­

linear form:J1Jh instead of dh. Due to definition (6.l16), the matrix of the induced al­
gebraic problem is the identity matrix. Hence, the cost of computing TJ~ is negligible. 

The numerical results presented in [16] for both estimators, TJp and TJ~, indicate 
a satisfactory behavior of TJ~. Therefore, the estimator TJ~ may be preferable to TJp 
in many problems of practical interest. 

Example 6.1. We close this chapter by presenting a single adaptive test. We con­
sider the same L-shaped domain problem studied in Example 5.2. We remind that 
the solution u is in H 5/ 3 and not better; therefore, uniform adaptive strategies are 
expected to yield a sub-optimal convergence rate (in terms of degrees of freedom) 
when compared to more regular problems. We solve the problem applying a fixed 
fraction refinement strategy (with fraction set at 30%, see [16] for the details) driven 
by the inexpensive error estimator TJ~. The initial grid is a regular mesh composed 
mainly of hexagons. In Fig. 6.12, we plot the total error estimator TJD and the true 
error Ilif - n i' Uh Ill,h' both with respect to the total number of degrees offreedom N. 
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Fig. 6.12. Estimator TID. Left picture shows a sample mesh after 3 refinement steps. Right 
picture shows the actual and estimated elTors versus the number of degrees of freedom 

From this figure, we conclude that the adaptive method is able to recover the N-1/ 2 

rate of convergence typical of regular problems. 
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Maxwell's equations 

"Maxwell's equations have had a greater impact 
on human history than any ten presidents" 

(Carl Sagan) 

Maxwell's equations together with the Lorentz force law form the foundation of clas­
sical electrodynamics, optics, and electric circuits, Maxwell's equations are named 
after the Scottish physicist and mathematician James Clerk MaxwelL In this chapter, 
we consider three problems derived from original Maxwell's equations, Numerical 
treatment ofthese problems will exercise most tools of the discrete vector and tensor 
calculus from Chap, 2. 

7.1 Maxwell's equations 

Let H be the magnetic field and E the electric field. The constitutive relations give 
the magnetic flux density B = .uH, where .u is the magnetic permeability, and the 
dielectric displacement D = EE, where E is the electric permittivity. The magnetic 
permeability .u and the electric permittivity E can be full tensors discontinuous at 
material interfaces. The basic laws of electromagnetics in differential forms are sum­
marized by these four equations: 

Coulomb's law: 

Faraday's law: 

Amperes's law: 

Gauss's law: 

divD = p, 

dB 
curlE =-­

dt' 
dD 

curlH = J + Tt, 

divB=O, 

where J is the current density and p is the charge density. 

(7.l) 

(7.2) 

(7.3) 

(7.4) 

Let D be a bounded domain. The first problem that we consider in this chapter 
is that of the Maxwell's equations for a perfect conductor. We consider the four 
equations (7.1 )-(7.4) with J = 0 and p = 0 and the homogeneous boundary condition 
n x E = 0 on dD. 

The second problem is the magnetic diffusion. Let us take the divergence of (7.3) 
and use the Coulomb's law. A straightforward calculation yields the charge continu-

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_7, © Springer International Publishing 
Switzerland 2014 
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ity equation div J + dp / dt = O. Following a general magnetohydrodynamics (MHO) 
assumption, we assume that the materials of interest are sufficiently conducting so 
that the assumption of quasi-neutrality (negligible charge density, i.e., dp / dt R=' 0) is 
reasonable. With this assumption, the charge continuity Eq. (7.1) reduces to div J = O. 
Additionally, the displacement current term dD/dt in Ampere's law is neglected so 
that we can use the classical Ampere's law to relate the magnetic field to the current 
density. Finally, the MHD form of Ohm's law relates the electric field to the current 
vector and is derived from a simplified form of the electron momentum equation, 
E = (J-IJ. The resulting governing equations are 

dB 
curlE = -- and (J-lcurlH = E 

dt 
inQ, (7.5) 

where the conductivity (J can be a symmetric positive definite discontinuous tensor, 
and the divergence-free conditions (7.1) (for p = 0) and (7 A). We consider again the 
homogeneous boundary condition n x E = 0 on d Q. 

The third problem is the magnetostatic problem in div-curl{orm. We assume that 
the charges are either fixed or move as a steady current. Thus, the governing equa­
tions are 

divB = 0, curl" = J inQ. 

The boundary condition is obtained by approximating the radiation condition that 
" vanishes at infinity by taking the non-homogeneous condition n x " = g on 
dQ. More details on the magneto static problem in div-curl form can be found in 
Sect. 1.5 A. 

We will discuss a mimetic discretization of the first two problems in Sect. 7.2 and 
a mimetic discretization ofthe third problem in Sect. 7.3. This presentation is mailny 
focused on the three dimensional case. 

7.2 Mimetic discretizations 

7.2.1 Degrees offreedom and projection operators 

In electromagnetism, the tangential component of E and the normal component of 
B are continuous across media discontinuities [218,241, 335]. Thus, these compo­
nents are the natural choice for the discretization of these fields. We recall briefly the 
definition of the degrees of freedom, see also Chap. 2 and Fig. 7.1. 

• The space of edge-based vector fields tZ:h is defined by attaching one degree of 
freedom to every mesh edge e E tZ:. The value associated with edge e is denoted 
by Ee. The collection of all the degrees of freedom forms the algebraic vector 
Eh E tZ:h, 
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Fig. 7.1. Geometric location of degrees of freedom in the low-order MFD scheme: arrows on 
edges represent Ee (on thirteen visible edges), arrows on faces represent Bf (on four visible 
faces) 

• The space of face-based vector fields §h is defined by attaching one degree of 
freedom to every mesh face f E §. The value associated with face f is denoted 
by Bf. The collection of all the degrees of freedom forms the algebraic vector 
Bh E §h, 

The restriction ofEh to cell P is denoted by Ep = (Ee)eEdP and represents a collec­
tion of degrees of freedom on the edges of P. The set of these discrete fields forms the 
linear space 0"h,P. The restriction ofBh to cell P is defined similarly, Bp = (Bf)fEdP, 
and Bp belongs to the linear space §h.P. 

The edge-based projection operator from a sufficiently smooth space to 0/, is de­
fined by (2.15). In the sequel, it will be convenient to use a shorter symbol for this 
projection operator, EI = n° (E). According to the definition of the projection oper­
ator, we have 

(7.6) 

where're is a unit vector describing the fixed orientation of mesh edge e. 
The face-based projection operator nY::: X(Q) ---+ §h is defined by (2.16) and is 

stable for vector functions in (LS (Q))d with s > 2 and divergence in L 2 (Q). Again, it 
will be convenient to use a shorter symbol for the projection operator, BI = n)' (B): 

(7.7) 

where Of is the unit vector normal to mesh face f. Its orientation is fixed once and for 
all. 

The edge-based mesh functions are natural for discretizing the primary mimetic 
curl operator curlh : 0/, ---+ §h (see Chap. 2, Sect. 2.3.2): 

(7.8) 

where CXf,e = ±1 is determined by the mutual orientation of the tangent vector 're and 
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the normal vector 0P,f. The discrete curl operator restricted to cell P is denoted by 
curlp Ep E §h.P and uses only the degrees of freedom in Ep. 

The face-based mesh functions are natural for discretizing the primary mimetic 
divergence operator divh: §h ---+ fY\ (see Chap. 2, Sect. 2.3.3): 

(divhBh)p = -I~I 4 (XPJlfIBf, 
fE,fp 

(7.9) 

where (XPJ = Of' OpJ = ±l is determined by the mutual orientation of the fixed 
normal vector Of and the exterior normal vector OpJ to face f. 

7.2.2 Strong form of discrete equations 

Let us consider the first problem given by (7.1)-(7.4) with J = 0 and p = O. Inserting 
the constitutive relations of fields D and H, we reformulate equations (7.2)-(7.3) as 
follows: 

dB 
curlE =-­

dt 
inQ. (7.10) 

The primary mimetic operator curlh can be used to discretize the curl operator in 
the first equation, while a derived mimetic operator, denoted by curlh, must approx­
imate the differential operator 8- 1 curl,u -I, which includes the material properties. 
To derive curlh according to the framework of Chap. 2, we need a discrete analog of 
a Green formula that yields a duality relation between curl and 8- l curl,u-I. Let us 
start by establishing the relationship between the differential operators. Due to the 
homogeneous boundary conditions, the integration by parts formula reads: 

r curlE.,u-IBdV= r (8E).C 1curl(,u-I B)dV. 
In In (7.11) 

Thus, the operator 8-1 curl,u -I is dual to the operator curl with respect to the 
weighted inner products in (7.11) that use the tensorial coefficients ,u -I and 8 as 
weights. To build a discrete analog of (7.11), we introduce two modified inner prod­
ucts for spaces 0'h and §h that approximate the weighted inner products: 

[Eh' EhL~h R:;.In E· 8E dV and [Bh' BhlY0, R:; .In B· ,u-I BdV, (7.12) 

where Eh = (E)', Eh = (E)', Bh = (B)', and Bh = (B)'. In the mimetic method, the 
duality relation between the primary operator curlh and the derived operator curlh is 
formulated with respect to these inner products: 

(7.13) 

This is the discrete analog of Green's formula (7.11) mentioned above. The accuracy 
of this approximation depends on the accuracy of the inner products. The theory 
presented in Chaps. 3 and 4 requires these inner products to satisfy the consistency 
and stability conditions. We consider them in details in the subsequent sections. For 
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the moment, we assume that the matrices M 6 and M ,j: representing the inner products 
are known: 

(7.14) 

Inserting these formulas into (7.l3), we obtain the explicit matrix formula for the 
derived curl operator: 

(7.15) 

The conditions div B = 0 and div EE = 0 are discretized using the discrete analogs 
ofthe operators div and div E. To this purpose, we use the integration by part formula 
with the weight E and the natural homogeneous boundary condition D . n = 0 on d Q: 

10 udiv(EE) dV = - jQ VU'EE dV. (7.16) 

This suggests us to define the discrete analog of operator div E as the negative adjoint 
of the primary mimetic operator Vh : 11, ---+ f:h (see Chap. 2, Sect. 2.3.1): 

(V ) Pv - Pv' 
hPh e = lei ' e = (v, Vi). (7.17) 

Space 11, is defined in Sect. 2.2 and contains all vertex-based functions of the form 

which associates a value with each mesh vertex v E Y. The derived divergence op­
erator is given implicitly by 

(7.18) 

which is a discrete analog of (7.16). Let matrix M represents the inner product 
[.,' hI, in 11" so that the left-hand side of (7.18) can be written as the vector-matrix­
vector product: 

(7.19) 

Using (7.19) and the first relation of (7.14) in (7.18) yields the matrix form of the 
derived divergence operator: 

d~ M-inTM 
IVh = -r v h 6' . (7.20) 

The derived operators curlh and divh are different from those introduced in Chap. 2 
as they incorporate the material properties. Nonetheless, they still satisfy important 
relations of the DVTC; in particular, a discrete analog of div curl = 0 holds true again: 

divhcurlh = _M- i VT,M,6 M;;,;i curlT, M.y;- = -Mjl (curlh Vh/ M,y, = O. 

It is easy to verify that analogs of Lemmas 2.6 and 2.4 also hold true. 
We use the derived operators curlh and divh in combination with the primary op­

erators curlh and divh to build a mimetic approximation of the Maxwell's equations. 
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More precisely, let rthO denote a proper subspace of ~, consisting of the edge-based 
mesh functions whose values are zero at the boundary edges. The mimetic discretiza­
tion of the first problem reads: 

Find Eh E ~? and Bh E §h such that 

and 

aBh 
curlh Eh = --­at ' (7.21) 

(7.22) 

A mimetic discretization of the second problem, which is given by (7.5), (7.1) 
and (7.4) with homogeneous boundary condition, is derived similarly. We reformu­
late the two equations in (7.5) as 

aB 
curlE = -- and cr-Icurl.u-I B = E. at (7.23) 

To discretize (7.23), we use the primary mimetic operator curlh and define a new de­
rived operator curlh that approximates the differential operator cr- 1 curl.u -I instead 
of £-1 curl.u -I as before. As the development is identical Gust substitute £ with cr in 
the previous formulas), we omit it. The mimetic semi-discretization of problem (7.23) 
reads: 

Find Eh E ~? and Bh E §h such that 

aBh 
curlh Eh = --­at ' (7.24) 

and the divergence-free constraints (7.22). Note that the divergence-free constraint 
for the discrete analog of the electric field Eh follows from the second relation 
in (7.24). Indeed, using the second equation in (7.24) and Lemma 2.6, i.e, divh 0 

curlh = 0, yields CUvh Eh = CUvh curlh Bh = 0. This condition is satisfied exactly at 
any time moment t ~ 0. 

We will present a mimetic discretization and detailed analysis of the third problem 
in Sect. 7.3. 

7.2.3 Divergence constraints and energy conservation 

An important property of these mimetic discretizations concerns the invariance of 
the divergence constraint. As a consequence, if the divergence-free condition holds 
at the initial time t = 0, it is exactly preserved at any subsequent time moment. Let 
us consider the various cases. Using the second equation in (7.21) and Lemma 2.6, 
i.e, divh 0 curlh = 0, yields 
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Ifwe use, for example, the backward Euler time discretization, we obtain 

En+! _ En 
div h h = 0 

h ilt ' 
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which implies that the divergence of the electric field is conserved. Similarly, using 
the first equation in (7.21) and Lemma 2.4, we obtain 

:t (divhBh) = divh a~h = -divhcurlhBh = O. (7.25) 

The property of invariance of the divergence constraints also holds for the second 
problem as divh Eh = 0 for any t ~ 0 as discussed in the final comments of the pre­
vious section. The condition on Bh is the same ofthe first problem. 

Another important property of the mimetic method is the conservation of the elec­
tromagnetic energy. The electromagnetic energy is defined as 

E = ~ (10 E· DdV + 10 B· HdV ) . (7.26) 

The energy conservation for a conducting medium is connected with the fundamental 
mathematical property that the operator curl is self-adjoint. Let us multiply Faraday's 
law (7.2) by 11- 1 B and Ampere's law (7.3) by E. Then, we sum them up, and integrate 
the result over the computational domain Q. In the left-hand side we easily recognize 
the time derivative of the electromagnetic energy. The right-hand side is zero due 
to (7.11): 

aE = r E. aD dV + r B. aH dV 
at in at in at 

= - r curlE. HdV + r E· curlHdV = o. in in (7.27) 

Since the primary and derive discrete curl operators mimic this property, we may 
expect that some discrete analog of (7.27) holds true. We define the discrete electro-
magnetic energy as 

(7.28) 

where the inner products, which include the material properties, are defined in (7.14). 
The conservation ofthe discrete electromagnetic energy Eh is stated by the following 
theorem. 

Theorem 7.1. The discrete electromagnetic energy Eh defined by (7.28) is conserved 
in the mimetic scheme. 

Proof The argument used in this proof is very similar to the argument that shows 
the conservation of electromagnetic energy (7.26) in the continuous case. We take the 
product of Bh with both sides of the first equation in (7.21) using the inner product 
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in §h, and the product of Eh with both sides of the second equation using the inner 
product in tZ:h to obtain: 

Summing up these equations and using definition (7.28) and the duality property of 
mimetic operators (2.29), we obtain: 

dEh = [dBh Bh] + [dEh Eh] 
dt dt'.'J0, dt' 0i, 

= - [curlEh,Bh]'?h + [curlhBh,Eh]Yh = O. 

This proves the assertion of the theorem. D 

A fully discrete method can be obtained by introducing a suitable time-stepping 
scheme for the time derivative, which can be either implicit, semi-implicit, or explicit. 
The effectiveness of the resulting mimetic discretizations is shown by numerical ex­
periments on logically rectangular meshes in [207]. 

7.2.4 Stability and consistency conditions 

In this section we extend the fundamental conditions of stability and consistency 
to the inner products with tensorial weights. The case of space §h is considered in 
Chap. 5; therefore, here we will focus on space tZ:h. 

Let £p be the approximation of the permittivity tensor £ on cell P: 

1 {' 
£p = TPT }p £dV. (7.29) 

Using (7.29), we define a discontinuous piecewise constant tensorial field E such that 
8W = £p. 

Let [', ']0h,P be the inner product on the local space 0f1,P' The global inner product 
is assembled from local ones in the usual manner. The local inner product induces a 
norm that must satisfy the stability condition below. 

(S1) (Stability condition). There exist two positive constants 0"* and 0"* indepen­
dent of the mesh size h such that for every P it holds 

O"*IPI L IEel 2 ~ [Ep,Ep L~h'P ~ O"*IPI L IEel 2 

eEdP eEdP 

Let us define the functional space 

Sh.P = E E H(curl, P): {' (curlE) ·qdV = 0 liq E 0':, }p 

E·'t'eElPo(e) lieEdP, curlE'"fElPO(f) lifEdP, 

lEf.pldS=O lipIEO'flifEdP}. (7.30) 
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Here, crt is the space of polynomials c x (x - xp) where c is a constant vector; Ct' 
is the space oflinear polynomials pI (;) = c(; -;f) defined on the plane (SI, S2) of 
face f where c is a constant, ; f is the centroid of f, and the two-dimensional vector 
Ef = E - (E· np.f )np.f is the orthogonal projection of E onto f. This selection of 
space Sh.P has been inspired by the definition of the reconstruction operator R~ in 
Chap. 3. 

Note that Sh.P is an infinite dimensional space. The conditions imposed on it are 
consistent with the definition of the reconstruction operator R~ in Chap. 3. Note, that 
Sh.P does not depend on the material properties. 

According to the theory developed in Part I of this book, this space must satisfY 
three assumptions (B1)-(B3). We recall the first two assumptions, while the third 
assumption will be addressed below. 

(B1) The local projection operator from Sh.P to G"h.P must be subjective. 

(B2) The space Sh.P must contain the trial space of constant vector functions. 

It can be checked that that the space Sh.P above satisfies both conditions. 

(S2) (Consistency condition). For any vector function E E Sh,P, any linear vector 
function q = c x (x - xp), and every element P of Q h it holds 

(7.31 ) 

The consistency condition is an exactness property, since it ensures the accuracy 
ofthe resulting mimetic scheme. To make it useful, the right-hand side of (7 .31) must 
be computable easily and be independent of the values of E inside P. Integrating by 
parts and using the properties of space Sh,P, we obtain 

f (curlq)·EdV= f qcurlEdV+ L f(qxE)'np.fdS 
Jp Jp fEdP Jf 

= L l(np.f x q) ·EdS. 
fEdP f 

(7.32) 

Here, we used only the first property of space Sh.P to eliminate the volume integral. 
The other properties are designed to calculate explicitly the right-hand side of (7.32), 
so to have property (B3) of Chap. 4 satisfied by the bilinear form 

for any E E Sh.P and any linear vector function q. 
To prove this statement, we need the result of the following lemma. 

Lemma 7.1. Let f be a/ace oiP. Then,for any E E Sh,P and q(x) = c x (x - Xf), 
c E Jl{3, it holds that 

(7.33) 
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where the two-dimensional vectors Cf and Ef are the orthogonal projections ofnpJ x 
( C x (Xf - Xp )) and E onto f, respectively. 

Proof Adding and subtracting q(Xf) yields: 

npJ x q(x) = np,f x q(Xf) +npJ x (q(x) -q(Xf)). (7.34) 

Using (7.34) in the left-hand side of(7.33) 

l(np,fxq)'EdS= l(nPJxq(xt))'EdS+ 1 (np,f x (q(X)-q(Xf)))·EdS. 

(7.35) 

Vector np,f x q(Xf) = np,f x (c X (Xf - xp)) lies on face f; hence, it holds that npJ x 
q (Xf ) . E = Cf . Ef, with the definitions of Cf and Ef given in the lemma. Then, we 
rewrite the first integral in the right-hand side of (7.35) as 

l(nPJ x q(xt))·E dS = 1 Cf . Ef dS, 

which is the right-hand side of(7.33) 
To complete the proof we must show that the second integral of the right-hand 

side of (7.35) is zero. A useful property of the cross product implies that 

np,f x (q(x) -q(Xf)) = npJ x (c x (X-Xf)) 

= c(np,f' (x - xt)) - (x - Xf) (npJ. c). (7.36) 

The first term in the right-hand side of (7.36) is zero for every x E f because x - Xf 
lies on f and npJ is orthogonal to f. Thus, 

lE.np,fx (q(x)-q(Xf))ds=-lE ,(x-xf)(np,f'c)ds. 

As x - Xf lies on f for any x E f, we can write x - Xf == ; - ;f' where; and ;f 
are the two-dimensional vectors on f that points to the same position of x on f and 
Xf, respectively. The vectors; and ;f are defined with respect to a local coordinate 
system (SI, S2) and an arbitrary origin that we can take at Xf for convenience. From 
a simple geometric argument, we note that E· (x - Xf) = Ef . (; -;f), where Ef is 
the two-dimensional projection ofE onto f. Therefore, we have 

{E.np,fx (q(x)-q(xf))dS=- {Ef·(;-;f)(np,f·c)dS=O if if (7.37) 

due to the second orthogonality property of space Sh,P (take c = npJ' c). D 

As the previous lemma suggests, the right-hand side integral of (7.33) can be cal­
culated in the local two-dimensional coordinate system; = (SI, S2) associated with 
the plane off. Using a two-dimensional curl operator, we have Cf = (CI, C2) = Curl~qf 
where qf (;) = -CI (S2 - Sf,2) + C2 (SI - Sf, d. Inserting this expression in the right­
hand side of (7.33), integrating by parts, and using the remaining properties of space 
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Sh.P, we obtain 

l(np,fxq)'EdS= lCurl~qf(;)'EfdS= L l qf (;)Ef''rLe 
f f eEdf e 

= L lelqf(;e)£Xf,eEe. 
eEdf 

To return back to the global coordinate system, let us first note that 

qf( ;e) = (C2, -C1) (~e'.1 = ~L.l) = !!J!1[/2Cf' (;e -;f) = Cf' !!J!~/2 (;e -;f), 
~e.2 ~L2 

(7.38) 

where !!J!1[/2 = (~l ~) is a 2 x 2-sized rotation matrix in the (~1'~2) plane of face 

f. Let ii1[/2 be the 3 x 3 rotation matrix that rotates the vectors lying in the (~l, ~2) 
plane of face f, so that ii~/2 (xe - Xf) and !!J!~/2 (; e - ; f) actually represent the same 
geometric vector. Let us also denote 

Vector Cf lies on face f and geometrically coincides with Cf. This construction allows 
us to express qf(;e) as 

Returning back to global coordinate system and using the definition ofcf, we obtain 

= -np,f' Cii1[/2(Xf - xp)· L lei (xe - Xf )£Xf,eEe' 
eEdf 

(7.39) 

This formula shows that the right-hand side of the consistency condition depends 
only on c, the geometry of cell P and the degrees of freedom Ee. 

Remark 7.1. Combining (7.31) with (7.32) and (7.39), recalling the surjectivity prop­
erty (B 1), we therefore obtain a more practical form of the consistency condition. For 
all Ep E 0/,.P and for all C E JR.3 it holds 

where, as usual, Ep = (Ee)eEdP and where we used that q = C x (x - xp) and thus 
curlq = 2c. The auxiliary space Sh.P is needed only for constructive purposes and 
has completely disappeared from the consistency condition. 
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Remark 7.2. Note that space Sh,P is infinite dimensional. However, nothing forbids us 
from choosing its finite dimensional subspace, still denoted by ShoP, e.g. by requiring 
that 

(7.40) 

Such an assumption moves the mimetic framework closer to the finite element frame­
work with the important difference that we never calculate the basis functions in ShoP 

explicitly. 

7.2.5 Afamity of mimetic schemes 

Let us consider a polyhedron P. The local inner product in G"hoP can be represented 
by a symmetric and positive definite matrix M p: 

(7.41 ) 

We have shown in Chap. 3 that the local inner product matrix satisfies the algebraic 
equation Mp Np = Rp where Np and Rp are rectangular matrices. Let us show that a 
similar matrix equation holds for the weighted inner product. Combining Remark 7.1 
with (7.41) yields 

2(E~{Mp(cplC)~=- L [(np,f'C)9ln;/2(Xf- XP)' L lel(Xe-Xf)£Xf,eEe] 
fEdP eEdf 

(7.42) 

where the final term is given by switching the summations on f and e and including 
all summations on f in the definition of the column vector Rc = (Rc,e)eEdP' We have 

Rc,e = -lei L (np,f' C)9ln;/2(Xf- XP),(xe -xf)aLe 
f:eEdf 

(7.43) 

Let us consider three constant vectors that form the canonical basis of lRd , i.e., 
Cl = (l,0,0{, C2 = (0, 1,0{, C3 = (0,0, 1{. We define vectors N; = 2(cpl Ci)~' If 
we enumerate the edges of P by an index running from 1 to N$' , the explicit formula 
for the j-th component of Ni is 

Let us define the N$ x 3 matrix Np = (Nj, N2, N3). Note that we can pull out 
the full tensor cp 1 (like we did in Chaps. 5 and 6) to get a simpler representation of 
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this matrix: 

Np =2 

Let us define the N~ x 3 matrix Rp = (R I, R2, R3) from (7.43) by setting R; = Rei 
for i = 1,2,3. Now formula (7.42) gives us the desired algebraic equation 

Mp Np = Rp. 

Lemma 7.2. For any polyhedron P, matrix N~ Rp is symmetric and positive definite. 
Moreover, 

Proof Note that constant vector functions belong to space Sh.P. Let q; = Ci x (x­
xp), i::; 3, where Ci form the canonical basis oflRd. Then, the consistency condition 
gives 

NT Rj = NT Mp Nj = [(Epl curlqi)~' (Epl curlqj)~ 1 p 

= r curlq;'(Ep1curlqj)dV. }p . 

Since curl qi = 2Ci, the last integral is nothing else but 41 P 1 (Ep 1) ij. This proves the 
assertion of the lemma. D 

Example 7.1. In two dimensions, the derivation of matrices Np and Rp becomes 
much simpler. Let us consider a polygon P. In two dimensions there are two curl 
operators: 

CurlB = -%!) 
dB 
dXI 

for BE HI (P) and E E H( curl, P). The space Sh,P has a much simpler form: 

Sh.P= EEH(curl,P): curlEElPo(P),E·'teElPo(e) VeEJP}. 

The consistency condition is transformed as follows. For any vector function E E Sh.P 

and any linear function q = c· (x - xp), it holds 

Following the arguments used in three dimensions, we can write down explicit for­
mulas for matrices Np and Rp. Let 'te be the unit tangent vector oriented counter-
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clockwise and np,e be the exterior normal to edge e. Note that 

-IC I _ -I (-C2) _ (jj)T -I OJ! (CI) cp ur q. 'fe - cp CI' 'fe - C/l~1[/2 cp Ub1[/2 C2 . uP,e, 

where !!J!1[/2 is the 2 x 2-sized rotation matrix by 7[/2. Then, 

Np = 

These matrices differ from similar matrices in Chap. 5 by a rotation of the tensor cpl. 
Thus, in two dimensions, in the case of a scalar tensor, the mimetic inner product in 
spaces /#"h and 0'h are defined by the same matrix. D 

7.3 Magnetostatics equations 

Let Q C Jl{3 be a simply connected domain with the Lipschitz continuous boundary r. 
In this section, we consider in more details the magnetostatics problem: 

curlH=J inQ, 

div(.uH) = 0 in Q, 

H x U = g' on r, 

(7.44) 

(7.45) 

(7.46) 

for the unknown magnetic field intensity H. We assume that J is a divergence-free 
current density. 

From a physical standpoint, the domain Q should be the whole space Jl{d, and the 
magnetic field should satisfy a radiation condition like H ----) 0 at infinity instead of 
the Dirichlet boundary condition. In practice, we assume that Q is a bounded domain 
and approximate the radiation condition. 

The divergence-free condition allows us to introduce the vector potential u such 
that curl u = .uH. The choice of u is not unique as we can always add the gradient of 
a scalar function to the vector potential u and leave the relation with H unaltered. To 
obtain a weak formulation that admits a unique solution we consider the Coulomb 
gauge, which leads to a divergence-free vector potential. More precisely, we require 
the vector field u to be the solution of the set of equations: 

curl (.u -I curl u) + V P = J 

divu = 0 

uxu=O 

inQ, 

inQ, 

ondQ, 

(7.47) 

(7.48) 

(7.49) 
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where P is the Lagrange multiplier. The variational formulation of this problem reads 
(see, e.g. [225]): 

Find U E Ho (curl, Q) and p E Hd (Q) such that 

kf.l-lcurlU.CUrlVdV+ jQ v·VpdV= kJ·VdV \fvEHo(curl,Q), (7.50) 

k U· VqdV = 0 \fq E H6 (Q). (7.51) 

Under assumptions ("8)-("9) (see Sect. 1.5.4) the well-posedness of (7.50)-(7.51) 
can be proved in the framework of Brezzi-Babuska theory for saddle-point problems. 

Let us choose v = Vp E Ho(curl,Q) in (7.50). Then, the first integral of(7.50) is 
zero due to the exact identity curl 0 V = O. If current density J is a sufficiently smooth 
function, we also have 

k J. VpdV = - jQPdiVJdV + £pn.JdS= 0 (7.52) 

since J is a divergence-free field and p is zero on the boundary. Thus, the right-hand 
side of (7.50) is zero, and this equation becomes: 

r IVpl2 dV = 0, .JQ 
from which it follows that p is constant. The homogeneous Dirichlet condition im­
plies that p = 0 in Q. This fact ensures that (7.50)-(7.51) are weakly consistent with 
the strong formulation (7.47)-(7.49). 

7.3.1 Strong and weak forms of discrete equations 

We use the following spaces to approximate U and p, see Fig. 7.2: 

• The vector Uh belongs to the space 0'h of edge-based fields defined in Sect. 7.2.1: 

Uh = (Ue )eE6' 

The value associated with edge e is denoted by Ue and may represent the tangential 
component of a vector field defined on Q. 

• The scalar Ph belongs to the space 1h of vertex-based fields: 

The value associated with node v is denoted by Pv and may represent the pointwise 
value of a scalar field defined on Q . We also use the symbol "tho to denote a proper 
subspace of 1h consisting of vectors whose components are zero at the boundary 
nodes. 

The restriction OfUh to cell P E Qh is denoted by Up = (Ue)eEdP' Similarly, we de­
fine the restriction pp = (pv )VEdP' Note that Up E 6/1,P and pp E 1i"P' These degrees 
of freedom are illustrated in Fig. 7.2. For the cell shown in this figure, the dimensions 
of the spaces 0'h and ''f!j, are 17 and 11, respectively. 
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Fig. 7.2. Geometric location of degrees of freedom in the low-order MFD scheme for magne­
tostatics problem: arrows on edges represent Ue (on 13 visible edges), dots at nodes represent 
pv (at 10 visible nodes) 

We use again the symbol (.)1 to denote the projection operators from the functional 
spaces to the discrete spaces 0'h and'f!;,. The edge-based projection operator is given 
by (7.6). The vertex-based projection operator is given by 

We represent the differential operators curl and curlJ.L -1 that appear in Eq. (7.47) 
by the primary discrete operator curl defined by (7.8) and the derived operator curlh 
defined as in (7.15) using EO = 1. We represent the gradient operator in (7.47) by the 
primary discrete operator Vh defined in (7.17) and the divergence operator in (7.48) 
by the derived operator divh defined as in (7.20) using EO = 1. Using these operators, 
the mimetic discretization of (7.4 7)-(7.49) in strong form reads: 

Find Uh E 0'hO and Ph E "fh0 such that 

curlh curlh Uh + V hPh = i, 
divh Uh = 0, 

(7.53) 

(7.54) 

where JI E 0'h is the projection onto 0'h of the current density vector J. Due to the 
Dirichlet boundary conditions, equations (7.53) should be considered only for the 
interior mesh edges. Similarly, equations (7.54) should be considered only for the 
interior mesh nodes. 

The linear algebraic formulation follows immediately by using the definition of 
the primary and derived operators: 

M;;,;I curlTM,p curluh + VhPh = JI, 

M-1Vr M6'Uh = 0. 

Since Mgl is in general dense on an unstructured mesh, a computationally tractable 
system is obtained by multiplying the first equation by M6, . A symmetric system is 
obtained by multiplying the second equation by M . 

A weak formulation of (7.53)-(7.54) is obtained by multiplying (through the 6/, 
scalar product) the first equation by Vh E c&f? and multiplying (through the Yj, scalar 
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product) the second one by qh E "fJ,0. Then, also using the definitions of the derived 
mimetic operators, we obtain: 

Find Uh E c&f? and Ph E'fh° such that 

[curlh Uh,curlhVh] ,J'h + [Vh,Y\Ph]6i, = [i,Vh]6h 

[Uh' 'Ihqh] c = 0 
(')h 

\lVh E c&f?, 

\lqh E'fh°. 
(7.55) 

(7.56) 

The well-posedness of the mimetic scheme is stated by the following theorem. 

Theorem 7.2. Let Qh be a simply connected mesh. Then, problem (7.53)-(7.54) ad­
mits a unique solution. 

Proof Let JI = O. We have to prove that Uh = 0 and Ph = O. To this purpose, let us 
consider Eq. (7.55) with Vh = Uh and Eq. (7.56) with qh = Ph. We have 

[curlh Uh, curlh Uh ]Yh = O. 

Since the mimetic inner product defines a norm on §h, this implies that curlh Uh = O. 
Substituting this back into Eq. (7.55) and taking Vh = 'VhPh yields: 

which implies that 'V hPh = O. Lemma 2.3 states that the null space of 'V h consists of 
constant mesh functions. From the homogeneous Dirichlet conditions it immediately 
follows that Ph = O. 

Then, we observe that the condition curlh Uh = 0 and the result of Lemma 2.4 
imply that there exists a node function Wh E 1h such that Uh = 'V hWh. From Eq. (7.56) 
with qh = Wh, we have 'VhWh = O. Thus, we obtain Uh = 'VhWh = 0 which proves the 
assertion of the theorem. D 

From Theorem 7.2, we derive a discrete analog of the weak consistency between 
the variational and the strong form ofthe magnetostatic equations, which is discussed 
at the end of Sect. 7.3. We state such property in the following corollary. 

Corollary 7.1. Let us assume that divhJI = O. Then, Ph = O. 

Proof We take Vh = 'VhPh and observe that [J',VhJrlj, = [dlvhJ',PhJJI, = O. Since 
curlh'VhPh is also zero, Eq. (7.55) becomes 

which implies that 'VhPh = O. By repeating the argument used in the proof of the 
theorem, we obtain the result. D 

Remark 7.3. The first term in (7.55) shows that the inner product needs to be defined 
only on a proper subspace of §h given by the image of the primary mimetic curl 



214 7 Maxwell's equations 

operator. We met a similar problem in Chap. 5; however, the same approach does 
not work here. Direct calculation of the triple product curlr M,l' curlh that bypasses 
the calculation of matrix My; is an open problem. 

7.3.2 Stability and consistency conditions 

The proposed method makes use of the scalar product on the space §h introduced in 
Chap. 3 and extended to general material tensors in Chap. 5. In the present section we 
focus in particular on the framework of Chap. 5. Note that here we have a different 
notation for the material tensor (!lP instead of Kp). To avoid discussion of many 
technical details, herein and in the theoretical analysis of the next section we assume 
that!l is a positive definite piecewise constant tensor, e.g., !l = !lP, over each mesh 
cell P. 

Let us define the following norm on the space §h: 

for all Vh = (Vf )fEJ' E §h. The stability condition (SI) of Chap. 5 reads: 

(SI) (Stability condition). There exist two positive constants 0'* and 0'* indepen­
dent of the mesh size h such that for every P it holds 

The above condition states that the discrete bilinear form [curlh ·, curlh . ]Yh ap­
pearing in (7.55) has the correct kernel. In fact, Lemma 2.4 restricted to cell P implies 
that Ilcurlpvpllhp is zero if and only ifvp = 'hqp where qp E 1i"P' 

We now present a simple consequence ofthe consistency condition (S2) of Chap. 5 
that will be useful in the theoretical analysis. Let us define the spaces 

.'Yp = {q E (lPI (p))3 : q(x) = c' +c" x (x-xp), c',c" E (lPO(P))3} 

and 

Sh,P = {v E H(curl, P): (curl v)· Of E lPo(f) \If E GlP, V· 're E lPo(e) \Ie E GlP}. 

Lemma 7.3. For every q E .'Yp and every v E Sh,P there holds: 

[curlh q~, curlh v~ 1 ,'J0, = .i!lp 1 curl q . curly dV. (7.57) 

Proof We start from the consistency condition (5.20) in Chap. 5 with!lp = Kp. By 
taking q = c· (x - xp) for c E ~3 (and thus V q = c) we obtain 

(7.58) 
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for all functions w E (L' (P))3, s > 2, and such that 

divw = const, w . Of = const Iff E d P, (7.59) 

see Sect. 5.1.3. For any function q E 3"p, it clearly holds .up1curlq = const. More­
over, for all v E Sh.P, curl v satisfies all the conditions for the test space appearing 
in (7.59). Therefore, we can take c = .up1curlq and w = curly in (7.58) to obtain: 

[(curlq)~,(curlv)~lp = jp.uplcurlq.curlVdV. (7.60) 

The assertion of the lemma follows from the commuting diagram property in 
Lemma 2.2. D 

7.3.3 Convergence analysis 

The main result of this section is the convergence Theorem 7.3. We consider the 
mesh conditions (MRI )-(MR3) of Sect. 1.6.2. The proof of this theorem requires 
some tools that are introduced below. The first one is a reconstruction operator 

that satisfies the following six properties. 

(LI) The reconstruction operator R~ is a right inverse of the projection operator 
defined by (7.6): 

Ii I vp = (Rp(vp))p 

(L2) The reconstruction operator is exact R~ on constant functions: 

(L3) The reconstruction operator R~ and the minimal reconstruction operator R't 
defined in Chap. 3 commute with the continuum and discrete curl operators: 

'"#" c 
Rp~ (curlp Vp ) = curlRp (vp ) Ifvp E 0/,.P' 

(L4) The reconstructed functions are orthogonal to a special subspace of linear 
polynomials with zero average. Let Xp be the barycenter of P, then 

(LS) The trace of the reconstructed function on a face f of P (respectively, on an 
edge e of P) depends only on the degrees of freedom associated with f (respec­
tively, with e): 
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where R7 is the face-based reconstruction operator defined in Chap. 3. 

(L6) The reconstruction operator satisfies the following stability condition: there 
exists a constant C independent of h such that 

The reconstruction operator R~ above is the one defined in Chap. 3. Indeed, the 
first five properties (LI )-(LS) were already proved there. The fact that R~ (vp) E Sh,P 
follows from (LS) (the second condition states that the tangent components on cell 
edges are constant) and (L3) (the normal components of functions in the image of 
Rt are constant on faces of P, see Chap. 3). Finally, due to (L3), in order to show 
property (L6), we need to prove 

IIRt (curlp vp ) IIL2(P) <:::: ell curlp vp IIFh,P 

that is guaranteed if we show that 

J' 
IIRp (wp )IIL2(P) <:::: Cllwpl 

This continuity property of R't can be easily proved using the definition of R't and 
scaling arguments that make use of the mesh shape regularity assumptions (MRI)­
(MR3) of Sect. 1.6.2. Therefore we omit the proof. 

In Sect. 7.2.1, we introduced a projection operator (v)1 from the space of contin­
uous functions to the discrete space 0'h. It will be convenient to perform the conver­
gence analysis using a different projection operator that preserves the divergence free 
condition. 

Let divv = 0 in Q, then there exists a vector potential lI'v E (HI (Q)? such that 
v = curlll'v (see, e.g. [184]). Moreover, divll'v = O. We define the second projection 
as follows: 

where lI'~ is given by (7.7). 

I - I 
V = curlh lI'v, 

Thus, calculation of a divergence-free mesh function Jll requires a global solver 
with the mimetic mass matrix M(~h' In practice, we may use JI which leads to Ph # O. 

Theorem 7.3. Let Q be a simply connected Lipschitz polyhedron and Qh be a simply 
connected polyhedral mesh that satisfies the hypotheses (MRI)-(MR3) a/Sect. 1.6.2. 
Furthermore, let (u,p) be the solution a/problem (7.44)-(7.46) with U E (H2(Q)? n 
Ho(curl, Q) and J = curlll'J where lI'J E (HI (Q)? Finally, let (Uh,Ph) E 0'hO x~o 
be the solution a/mimetic scheme (7.55)-(7.56) with the discrete current density Jll 
in place 0/J1. Then, 

Proof Let us define the approximation error as eh = u l - Uh. Note that eh E ~? 
since the Dirichlet condition implies that Ue = 0 and (u)~ = 0 for any mesh edge e 
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that is on the boundary of Q. Recall that JH = curlh lI'~ where lI'~ E §h is the discrete 
vector potential. Since divh Jll = divh curlh lI'~ = 0, Corollary 7.1 implies that Ph = 0, 
and using Assumption (SI) and (7.55) with lOh instead ofvh and the discrete current 
density Jll in place of JI yields 

Cllcurlh lOh I ::; [curlh lOh, curlh lOh] ,J'h 

= [curlh u l , curlh lOh] ,'J?j, - [curlh Uh, curlh lOh] ,J'h 

= TI - [Jll,lOhL~h = TI - [curlh lI'~,lOhL\h 

= Tj - T2. (7.61) 

Let v = curl u. Let Vo.P be the piecewise constant function defined on P whose 
value is the cell-averageofv on P and (vo,p)~ = ((vO'p)})fEdP its local projection 
on §h,P' Let lOp = lOhlP' We split term TI into the sum of the local contributions 
from each mesh cell, then use the commutative property stated by Lemma 2.2, i.e., 
curlp u~ = (curl u)~ = v~, and finally add and subtract (vo,p)~ to obtain: 

T j = L [curlpu~,curlplOp]J'h.p = L [(curlu)~,curlplOp]'J?j"p 
PE!2h PE!2h 

= L ([ (v~ - vO,P )~, curlp lOp ]Yh,P + [(vo,p )~, curlp lOp ]J'h'p ) 
PE!2h 

(7.62) 

In view of the Cauchy-Schwarz inequality, we have 

(7.63) 

The spectral bound on the mimetic inner product [.,' Lyh.P gives: 

II(v-vo,P)~II~yh.P ::;qPI L l(v-vo,P)}1 2 

fEdP 

for some constant C independent of h. Now, we apply the Agmon's inequality (M4) 
and the approximation result (MS) to each component of function v and we have 

IPI (v-VO)} 2 = ,'~ll(V-VO) .nfdS 2 ::; Chpllv- voIIZ2(f) 

::; C (1Iv-voIIZ2(p) +h~lvl~l(P)) ::; Ch~lvl~l(P)' (7.64) 
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Combining the last three estimates, we obtain 

(7.65) 

Let VI (x) = ~VO,p x (x - xp), so that vO,P = curl VI. In view of property (Rl) of the 
reconstruction operator R~ it holds that €p = (R~ (€p) )~. We use the commutative 
property stated by Lemma 2.2 to obtain: 

( Ii )' ( Ii )' curlp €p = curlp Rp (€p) P = curlRp (€p) P' (7.66) 

where the last projection operator acts to space 5\p. Now, we split Tlh in the sum 
of the local contributions from each cell P, then substitute vO,P = curl VI , use (7.66), 
and finally apply the consistency condition of Lemma 7.3: 

ITlbl= L [(vo,p)~,curlp€plYlJ,.p= L [(curlvJ)~,(curlR~(€p))~]" 
PEDh . PEDhYh,P 

(7.67) 

Then, we add and subtract V = curl u and note that curl(VI - u) = VO.P - v: 

ITlbl = L (1.up1curl(VI -u) .curlR~(€p)dV + l.uplcurlu.curlR~(€p)dV) 
PEDh P P 

= L (l.upl(vo -v) .curIR~(€p)dV + l.uplcurlu.curlR~(€p)dv) 
PEDh P P 

= TIc + TId. (7.68) 

Each integral in T Ie is bounded using the Cauchy-Schwarz inequality, the assumption 
that .uP is uniformly bounded from above and below, the approximation results (MS), 
and property (L6): 

ITlcl <::: C L Ilvo -vIIL2(P)llcurlR~(€h)IIL2(P) <::: ChluIH2(D) Ilcurlh €hll'?h' 
PEDh 

where all constants denoted by C are independent of h and may depend only on the 
mesh shape regularity constants and the approximation constant of (MS). 

Let 11'0 be a piecewise constant function on mesh Qh with values V'o.P on cell 

P. We define v'o.p as the L2 projection of the vector potential V'J onto lPo(P). Let 

11'1 (x) = ~ (.up V'o,p) x (x - xp). Using again (7.66) and the consistency condition in 
Lemma 7.3, the same argument used to develop T lb gives the identities: 

(7.69) 
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Using Eq. (7.50) with v = R6 (eh), the observation that p = 0, and J = curllflJ' 
we obtain 

Then, we split the integral in the sum of the local contributions from each cell P, and 
we integrate by parts 

The last step holds because the sum of the boundary terms of dP is zero. Indeed, the 
internal faces gives integrands with opposite signs, while on the mesh faces of the 
domain boundary R~(eh) is zero as it interpolates all zero values. Finally, we split 
T 2 in the sum of the local contributions from each cell P, combine terms TId and T 2 

together, and subtract both sides of (7.69) to obtain 

T ld -T2 = L (r(lfIJ-lfIO'P),cUrlR~(ep)dV 
PE!2h Jp 

- [(lfIJ-lfIo,P)~,curlpep])'h'p) =T2a - T 2b · 

Term T2a is bounded like term TIc. Term T 2b is bounded like term T la . Thus, 

The assertion of the theorem follows by combining all estimates in (7.61). D 

Remark 7.4. Extension of error analysis to the L 2 norm is currently a work in 
progress. It requires to prove the discrete Maxwell inequality stating that for any 
mesh function Vh E tZ:ho we have 

with constant C independent ofvh and the mesh. 
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The Stokes problem 

When working toward the solution of 
a problem, it always helps to know the 
answer. Provided, of course, you know 

there is a problem. 
(Known as the "rule of accuracy") 

The incompressible Stokes problem for the vector field u and the scalar pressure field 
p is governed by the following equations: 

-div (ve(u)) + Vp = b inD, (8.1) 

divu = 0 inD, (8.2) 

u=!f onrD , (8.3) 

ve(u). n = gN onrN, (8.4) 

where V > 0 is the fluid viscosity, the vector-valued field b is the forcing term, the 
vector-valued fields gD and gN are the boundary data, and e(u) = (Vu + (Vul)/2 
is the symmetric strain tensor. We refer the reader to Sect. 1.5.1 for a more detailed 
presentation ofthe Stokes problem. 

The numerical approximation of the Stokes problem with the finite element and 
the finite volume methods has raised much attention in the literature over the years. 
Since it is impossible to mention all the papers on the subject, we cite only [31,59, 
95, 125, 173,204,332] and address the reader to the references in [88] for a more 
complete list. From the numerical standpoint, the main difficulty in the approximation 
of the Stokes problem is the incompressibility condition (8.2). An abrupt approach 
most certainly leads to a bad approximation and possibly spurious pressure modes. 
In stable finite elements (that satisfy the inf-sup condition), the discrete spaces for 
u and p are chosen carefully in order to derive a stable and converging scheme, see 
for example [88]. Other viable numerical approaches leading to good results use a 
stabilization technique, see e.g. [175]. 

The Stokes problem is a starting point for more complex models such as the 
Navier-Stokes equations [184]. It moreover shares similar numerical difficulties with 
the displacement-pressure formulation of incompressible and almost-incompressible 
elasticity (see Sect. 9.1). 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_8, © Springer International Publishing 
Switzerland 2014 
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In this chapter, we will introduce and analyze a mimetic discretization the Stokes 
problem. It does not adopt any stabilization procedure and the robustness of the re­
sulting scheme follows from a careful choice ofthe degrees offreedom. The mimetic 
scheme presented here will be extended to the linear elasticity problem in Sect. 9.1. 
We will also present a modified mimetic scheme which attains the same convergence 
rate but uses a smalled number of degrees of freedom. The discussion in this chapter 
is mainly based on [46,47,49]. 

8.1 The mimetic formulation 

In this section, we mostly focus on the three-dimensional case. A two-dimensional 
scheme can be derived in a straightforward way by repeating the presented argu­
ments using mesh edges in place of mesh faces. Without loss of generality, when the 
viscosity v in (8.1) is constant, we assume that its value equals to one. 

Let us consider the functional space V = (HI (Q)? and its subspace 

Vg = UEVsuchthatu=gonrD }. (8.5) 

The space Q of admissible pressures depends on the Neumann boundary condition: 

where 

if rN yf 0, 

if rN = 0, 
(8.6) 

By multiplying equations (8.1 )-(8.2) by the test functions v E Va and q E Q, respec­
tively, and integrating by parts we obtain their weak variational formulation: 

Find u E VgD and p E Q such that 

jQ ve(u) :e(v)dV - 10pdivvdV = (b, v~ + (~, V)rN \Iv EVa, (8.7) 

10 qdivudV = 0 \lqE Q, (8.8) 

where the symbol":" stands for the standard contraction operator between two ten­
sors. 

8.1.1 Degrees offreedom and projection operators 

To discretize (8.7)-(8.8), we select the following degrees of freedom for scalar and 
vector functions. 
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• The space of discrete scalar fields Y'h is defined by attaching one degree of free­
dom to every mesh cell. The value of qh E Y'h associated with cell P is denoted 
byqp: 

• The space of discrete vector fields Xh = (1/,? X §h is defined by attaching three 
degrees of freedom to each mesh vertex and one degree of freedom to each mesh 
face. For Vh E Xh, the values associated with vertex v form a three-dimensional 
vector denoted by Vv and the value associated with face f is denoted by Vf: 

Remark 8.1. In two-dimensions, a similar definition of the degrees of freedom asso­
ciates two numbers with each mesh vertex and one number with each edge. This is 
sufficient to define, for each edge, a unique vector-valued function that has a linear 
tangential and a quadratic normal components. 

The dimension of space Y'h equals to the number of mesh elements. This space 
can be identified with the space of piecewise constant functions defined on Qh. We 
consider the cell-based projection operator nY; : L I (Q) ---+ Y'h defined by (2.17): 

I I 1 r 
qp := q IP = TPT }p qdV. (S.9) 

To ease the notation, we will use the symbol (.)1 for this operator, i.e. qI = D'Y; (q). 
The dimension of space Xh equals to three times the number of mesh vertices plus 

the number of mesh faces. We assume that for every face f there exists a set of non­
negative weights {Wf.v LEdf associated with the vertices v off such that 

L Wf,v = If I and L (xv-xf)Wf,v=O, (S.lO) 
vEdf vEdf 

where Xv is the position vector of vertex v and Xf is the centroid of face f. For in­
stance, we can determine this set of weights by taking coefficients in the well known 
expression of Xf as a linear combination of {xv}. 

Remark 8.2. In two dimensions, a natural choice for the weights is provided by the 
trapezoidal rule, i.e., we,v = lel/2. 

Remark 8.3. This set of weights satisfies the conditions (Q1.AB), see Chap. 6, after 
Remark 6.4. By using these weights, we can derive a second-order accurate approx­
imation of integrals over face f. D 

The degrees of freedom of Xh contains both nodal and face values. Due to this the 
projection operator (.)1 from (HI (Q))3 n (CO(Q)? into Xh is a combination of two 
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projection operators n'F and n)' introduced in Chap. 2. We define it in two steps. 
In the first step we define the nodal and face projection operators. 

• For any v E (HI (Q)? n (cO(Q)?, the nodal projection operator returns vector 
VI E Xh such that 

(8.11 ) 

• The face projection operator returns vector vb E Xh such that 

(8.12) 

and the face-based components v~ = vblf are defined by the relation: 

i V· nfdS = L V(Xf,v)' nf cot,v + If I v~ \If E §. 
. f vEiH 

(8.13) 

In the second step, we define the aforementioned projection operator: 

(8.14) 

The vector Vi clearly satisfies: 

v~ = v~ \Iv E Y and v~ = v~ \If E §. 

As the integration rule provided by the face weights {cot.v} is exact for linear 
functions, we see from (8.13) that .."b = 0 for any linear function.." E (lP I (P)? 
Therefore, 

(8.15) 

Boundary conditions. For the numerical treatment of the Dirichlet boundary con­
dition (8.3), we need the subspaces Xh,g and Xh,O of X h . A mesh function Vh E Xh,g 

if 

(i) Vv = gD(xv) for every v E rD; 

(ii) Vf is given by 

r gD.nfdS= L gD(xf,v)·nfcot,v+lflvf 
if vEdf 

The subspace Xh.O is defined by setting gD = O. When rD = r, i.e. rN = 0, instead 
of L 2 (Q), we consider the space of pressures with zero average on Q denoted by 
L6(Q). If q E L6(Q), we have 
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In the discrete setting, instead of &h we consider its subspace &17.0 formed by pro­
jection off unctions from L6 (Q) to &h: 

Consistently with (S.6), we define the discrete space 

if rN yf 0, 

if rN = 0. 
(S.16) 

As usual, we will indicate the restrictions ofthe degrees offreedom to a geometri­
cal object by using either one or two indices. For instance, given P E Qh, the symbol 
Xh,P represents AJ'IP' while Vp represents vhlP' Vh E Xh. The symbol vP,v indicates 
the degrees of freedom related to vertex v for Vp E Xh,P. 

8.1.2 Mimetic operators, inner products and bilinear forms 

We endow the space Qh with the inner product constructed in Sect. 3.4: 

(S.17) 

Formula (S .17) can be interpreted as the L 2 (Q) inner product of piecewise constant 
functions on Qh. This inner product induces the following norm: 

(S.lS) 

A discrete bilinear form on Xh x AJ, is defined by the summation of local discrete 
bilinear forms: 

$/,(Uh,Vh) = L $/,'p(UP,Vp) 
PEQh 

It requires a proper definition of the mimetic bilinear form dh,P : AJ"P x AJ,.P ---+ lR 
that approximates the continuum form and satisfies the stability and consistency con­
ditions (see Sect. S.1.4). For sufficiently regular functions u, v, and the related pro­
jections u~, v~, we have 

~.p(Up,Vp) R=' r ve(u):e(v)dV. Jp (S.19) 

We will show the construction of the bilinear form ~.P in Sect. S.l.4. The dis­
crete divergence operator divh : Xh ---+ &h is the primary mimetic operator and its 
definition follows from the divergence theorem: 

-I~I r divvdV = L r V· IIp,fdS. 
Jp fEdP Jf 
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By using the face weights {Wf.v}, for any Vh E Xh, we define 

divhvh=(divpvp)PEY" divpvp= I~I L SPJ( L Vf,v·llfWf,v+lflvf), 
fEdP VEdf 

(8.20) 

where SpJ = llf . llpJ. The consistency of this definition with the Gauss theorem is 
reflected in the commuting property that we state for future reference in the following 
lemma. 

Lemma 8.1. The projection and the divergence operators commute for every suffi­
ciently regular vector-valued{unction v: 

(8.21 ) 

Proof Using definition (8.20), we start the following developments: 

divpv~ = -I~I L SPJ( L Vfy.llfWf,v+lflvf) 
fEdP vEdf 

= -I~I L SpJ r V· llfdS 
fEdP .Jf 

= rR .i divv dV 

= (divv)~. 

This proves the assertion of the lemma. 

[use (8.l3)] 

[use Gauss theorem] 

[use (8.9)] 

D 

Remark 8.4. The incompressibility condition (8.2) implies that the velocity solution 
u satisfies 

(8.22) 

8.1.3 Discrete strong and weak formulations 

The conventional mimetic approach leads to a strong form of discrete equations. It 
requires two pairs of primary and derived mimetic operators and three approximation 
spaces; therefore, it is less efficient than the approach based on a weak formulation. 
However, there exist applications where the closed form representation of the derived 
operators is needed. The strong formulation will be derived for the case of constant 
viscosity v, Dirichlet boundary conditions and Xh = C'f1'? Under the above condi­
tions, it is well known that the first operator in (8.1) can be replaced by the vector 
Laplacian operator v..1. Note that while the first assumption is condidered only for 
the sake of a simpler exposition, the remaining conditions are not immediate to han­
dle with the strong formulation; this is one of the reasons why we will focus on the 
weak formulation for the rest of the chapter. 
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Let us define an inner product [.,.J Xh in space ~, as the generalization to the 
vector case of the inner product in space .'fih described in Chap. 3. The trivial gen­
eralization consists in applying this inn~ product to each component of the velocity 
vector. The derived gradient operator Vh : Xh ---+ Qh, dual to the primary mimetic 
operator (8.20) is given through the duality relationship; 

The mimetic discretization of the vector Laplacian starts with writing it as a com­
bination of two first-order operators: 

Au ===} (J = divu, (J = Vu. 

We select discrete gradient V h : ~, ---+ 0'1 as the primary mimetic operator. Let Ih = 

0'1. Again V h is the trivial generalization to the vector case of the similar operator 
defined in (2.18). The inner product in space Ih is define by replicating three times 
the inner product in space 0'h derived in Chap. 3. The vector case of the derived 
divergence operator is given by the discrete duality relationship: 

Once the above ingredients have been established, the mimetic approximation of 
the Stokes problems (8.1)-(8.2) reads: 

Find Uh E ~"g and Ph E Qh such that: 

- vdivh VhUh + V hPh = hI, 

divh uh = O. 

The nodal approximation of the vector Laplacian provided by this construction 
requires to know only the part of the inner product in Ih restricted to gradients of 
mesh functions in Xh. A more efficient construction of this operator is discussed in 
the rest of this chapter using a different framework. 

Remark 8.5. The above strong formulation may be unstable on some meshes. In two 
dimensions, a stable scheme is obtained through the enrichment of space "fh by adding 
additional mesh vertices to the selected mesh edges, see Sect. 8.3. In three dimen­
sions, additional velocity unknowns can be introduced on mesh faces (like in the 
weak formulation) and the primary gradient operator can be generalized accordingly. 

Now we drop-off all assumptions made for the strong formulation. Let us consider 
the weights {Wf,v LEdf in (8.1 0). Similarly, for every P there exists a set of non­
negative weights {wP.v }VEdP associated with the vertices v of P such that 

and L (xv - xp) wP,v = 0, 
vEdP 

(8.23) 
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where xp is the centroid of P. Using these weights, we define two linear operators 
that represent the loading and the Neumann boundary condition terms: 

(b,Vh)h = L (-,~,l bdV). L vP,vOJpy, 
PEDh P VEt;' 

(gN, Vh)h = L (-I~I igN dV) . L VP,vOJf,v, 
fEydnrN . f vEdf 

The mimetic discretization ofthe Stokes problem reads: 

Find Uh E Xh,g and Ph E Qh such that: 

(8.24) 

(8.25) 

(8.26) 

(8.27) 

Remark 8.6. Since divh Uh E 9 17 , we obtain immediately the identity divh Uh = ° 
which is the discrete counterpart of the incompressibility constraint (8.2). 

8.1.4 Stability and consistency conditions 

In this section, we derive the explicit representation of the discrete bilinear form 
dh,P (up, vp). First, we introduce the mesh-dependent semi-norm: 

(8.28) 

where v and Vi are the end-points of edge e. This is the discrete HI-type semi-norm 
on space Xh and coincides with the semi-norm appearing in (6.15)-(6.16), except for 
terms that take into account the face degrees of freedom. Since it becomes a norm on 
the space Xh.O, we will often refer to it as a norm. 

In the coming theoretical developments, we will also use a slightly weaker semi­
norm. Let e represent the space of (linearized) rigid body rotations: 

e = {span (-y,x,Of, (-z,O,xf, (0, -z,yf} 

span (_y,x)T} 

if d = 3, 

if d = 2, 

where X,y,z are the Cartesian coordinates with the origin at the centroid of P. Using 
the projector (8.14), we define 

Ilvhll}h = L Ilvpll}h,P where (8.29) 
PEDh 
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Then, we require that the symmetric bilinear form mJ,.P satisfies the stability and 
consistency conditions. 

(S1) (Stability conditions). For every Vp E Xh.P it holds: 

where cr* and cr* are two positive constants independent of hand P. 

This condition states that the bilinear form is coercive on a subspace of Xh,P. We 
employ the norm II . IlxhP and not III . Illxh.P ' since the latter one does not have the cor­

rect kernel. Also, using 111·lllx here would lead to a contradiction with the consistency 
h 

condition below. 
Let Vp be a constant approximation ofv in cell P, e.g. Vp = v(xp). We define the 

following space: 

Sh,P= VE(HI(p)nCO(p))3: iV''r:fdS= L vv''r:fillf,v lifEP, Ii'r:t} . 
. f vEiH 

According to the theory in Chap. 4, this space must satisfY three conditions (B1)­
(B3). The first one states that Sh.P is rich enough, so that the local projection oper­
ator from Sh.P to Xh.P is surjective. The second condition states that this space has 
some approximation properties, e.g., it contains linear functions. The last condition 
must allow us to compute easily the consistency condition for any v E Sh,P' It can 
be checked that the selected space satisfies conditions (B1) and (B2). Note in partic­
ular that condition (B2) follows from the fact that formula (8.10) is exact for linear 
functions. 

(S2) (Consistency Condition). For every lI' E (lPI (p))3 and every v E Sh,P there 
holds: 

$/"P (v~, lI'~) = h vpe(v): e( lI') dV, (8.30) 

The consistency condition is an exactness property, i.e., the discrete bilinear form 
returns the exact value when their arguments are the projections of a linear function 
and a function from Sh.P. To verifY the condition (B3), we integrate by parts in (8.30): 

$/"P (v~, lI'~) = L 1 V· (vp e(lI')' IIp,f) dS = L (vp e(lI')' IIp,f) ·1 vdS. 
fEdP f fEdP f 

(8.31) 

Due to the linearity of the dot product, it is sufficient to enforce the integrability 
property of functions in Sh.P for a fixed pair of orthonormal vectors 'r:f.l and 'r:f.2 for 
each face f. Recall that 
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We use the definition of Sh,P to integrate the tangential components of v and the 
definition (8.13) to integrate its normal components: 

{vdV = llf {v. llfdV + 'rf.1 {v. 'rf.l dV + 'rf.2 (V. 'rf,2dV if if . if' . if 
= L OJfyV~ + Iflv~llP,f. 

fEdP 

Inserting this into (8.31), we obtain: 

$/"P (v~, V'~) = L L v~. (vp £(11') . llPJ) OJf,v + Iflv~ llf' (vp £(11') . IIp,f)' 
fEdPvEdf 

(8.32) 

The right-hand side ofthis formula depends on the degrees of freedom, cell geometry 
and fluid properties, e.g. it is computable. 

Remark 8. 7. Making use of (8.32) and recalling the surjectivity property (Bl), the 
consistency condition (S2) can be written in the following more practical form. For 
all Vp EAJ"p and V'E (lP 1(P)j3 

$/"p(vP,V'~) = L L Vv' (vp£(V')'"P,f)OJf,v+lflvf"f' (vp£(V')'"PJ), 
fEdPvEdf 

where we follow the usual notation Vh = (vv, Vf )VEdPJEdP' The above condition 
shows that the space Sh.P is only introduced for constructive reasons but does not 
appear in the practical definition of the bilinear form. 

8.1.5 Formula/or the stiffness matrix 

Given P E Qh, the local stiffness matrix Mp satisfies 

\fup, Vp E AJ,.p. 

The global stiffness matrix is assembled from these matrices in the usual manner. 
Let m = 3Nt + N: be the number of degrees offreedom in cell P, i.e. the dimen­

sion of the discrete velocity space Xh. p. Let PI, P2, ... , Pk, with k = d( d + 1) form a 
basis for the space (lPI (p))d of linear vector-valued functions. We assume that that 
the first k/2 functions span the kernel of the symmetric gradient operator: 

i = 1,2, ... ,d(d+ 1)/2. 

Let Ni = (Pi)~' Using the basis functions in (8.32), we obtain 

Riy = L(VP£(Pi)'"PJ)OJfy , 
f::<v 

(8.33) 

(8.34) 

(8.35) 



8.1 The mimetic fOlmulation 231 

Let us define rectangular matrices N p = (N I , ... , N m) and Rp = (R I , ... , Rm). Then, 
Eq. (8.34) can be written as the typical mimetic matrix equation 

Analyzing (8.35), we observe that the first k/2 vectors R; are zero vectors. Hence, 
we can write Rp = (0, Rp) and Np = (Np, Np) where the columns of matrix Np 
correspond to the vector-valued linear functions that are in the kernel of e(·). 

Now, we can apply the theory in Chap. 4 (see Sect. 4.3) to write the general solu­
tion of the matrix equation as 

(8.36) 

where M~l) is a symmetric and positive semi-definite matrix such that ker(M~l)) = 

img(N p). As the choice of M ~) is not unique, formula (8.36) represents a family 
of admissible stiffuess matrices, and, thus, a family of numerical schemes. As dis­
cussed in Sect. 4.5, the stability condition limits the number of good choices. The 
recommended choice is given by 

(8.37) 

Furthermore, from Chap. 4 we know that the symmetric k x k matrix N~Rp rep­
resents the bilinear form restricted to the space (lP 1 (p))d. Due to condition (8.33), it 
can be easily checked that this matrix has the form 

N~Rp = 

where matrix N~Rp has size (k/2) x (k/2) and is symmetric and positive definite. It 
represents the bilinear form restricted to the polynomials of (lPI (P) l /ker( e). 

Example 8.1. Let P be a quadrilateral with vertices Xi = (Xi, Yi f, i = 1, ... ,4, enu­
merated counter-clock wise. We assume that its centroid is at the origin, Xp = (0, 0) T. 

Let vp = 1. The linear functions forming a basis (lPI (p))2 are 

The first three functions correspond to the rigid-body translations and rotation and 
generate the kernel ofthe bilinear form $/,.p. The columns of matrix Np are obtained 
by applying the projection operator to these functions. We enumerate the degrees of 
freedom as follows: first we consider all the x-components of vertex vectors, then 
the y-components and finally the edge degrees of freedom. A straightforward calcu-
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lation yields: 

0 YI XI 0 YI 
0 Y2 X2 0 Y2 
0 Y3 X3 0 Y3 
0 Y4 X4 0 Y4 

0 -XI 0 YI XI 

Np = 
0 -X2 0 Y2 X2 
0 -X3 0 Y3 X3 
0 1 -X4 0 Y4 X4 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

The first four rows are obtained by evaluating the X components of Pi at the vertices 
of P. The next four rows are obtained by evaluating the Y components of Pi at the 
vertices of P. The last four rows contain only zeroes due to property (8.15). 

To calculate the entries of matrix Rp , we start with the formulas for symmetrized 
gradients: 

e(PI) = e(P2) = e(P3) = (~ ~), e(p4) = G ~), e(ps) = (~ n, 
e(P6) = (~ ~). 

Thus, according to (8.35), the first three columns of matrix Rp are zero vectors. Let 
ei = (Xi, Xi+l) be the i-the edge of P, i = 1, ... ,4, DP,ei = (ni,x, ni,y l be its exterior 
normal vector, and Si = DP,ei . Dei = ±1 denote the orientation of the fixed normal 
vector Dei' We use the trapezoidal quadrature rule which is exact for linear functions. 
Its weights are given by illei,v = ~ leil. Now, formula (8.35) gives 

nLxlel1 +n4,xl e41 0 nl,ylell +n4,yle41 
n2.xle21 +nLxlell 0 n2,yle21 +nLylell , , 

n3.xl e31 + n2.x le21 0 n3,yle31 + n2,y le21 , , 

n4,xl e41 +n3,xhl 0 n4,yle41 +n3,yhl 

0 nLylell +n4,yle41 nLxlell +n4,xl e41 
~ 1 0 n2,yle21 + nLylell n2,xl e21 + nLxlell Rp =-

2 0 n3,yle31 + n2,yle21 n3,xl e31 +n2,xl e21 
0 n4,yle41 +n3,yle31 n4,xl e41 +n3,xl e31 

2s1 leI I (nl,x? 2s 1Iell(nLy)2 2s1 lell 
2s2Ie21(n2,x? 2s2 I e21(n2,y)2 2s21e21 
2s3Ie31(n3,x? 2s3hl(n3,y)2 2s31e31 
2s4Ie41(n4,x? 2s4Ie41(n4,y)2 2s41e41 
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The fonnulas for matrices N p and Rp show once again that the construction of the 
mimetic scheme is not limited by the shape complexity of polygonal cells. The min­
imal required geometric information includes the position of mesh vertices and their 
enumeration. D 

8.2 Convergence analysis and error estimates 

In this section, we prove optimal convergence of the mimetic discretization, see Theo­
rem 8.1. The convergence analysis is performed on a sequence of meshes that satisfy 
the shape regularity conditions (MRl)-(MR3) stated in Sect. 1.6.2. Thus, we can 
use properties (Ml)-(MS) discussed in this section. For the sake of presentation, we 
consider the three-dimensional case; analysis of the two-dimensional case follows 
readily. 

8.2.1 Preliminaries and technical lemmas 

The mesh property (M2) implies that the discrete nonn (8.28) is spectrally equivalent 
to 

Illvhlll;hP thp L ( L ~IIVv'-VvI12+ vf 2). 
fEdP e=(v,v')Edf 

(8.38) 

We present three technical lemmas that are used in the proof of Theorem 8.1. The 
first two lemmas are the vector versions of the similar lemmas proved in [84] for the 
scalar case. Their extension to the vector case is discussed in [49] and we omit the 
proofs here. 

Lemma 8.2. For every polyhedron P, every face f of P, and any vertex Ii E f, there 
exists a positive constant n, which depends only on .ks and Ps and is independent 
of h, such that 

Let cP E (H2(Q)? be a vector-valued function and V' be the discontinuous piece­
wise linear on Q h vector-valued function such that its restriction to cell P is the 
L 2 (P)-projection of cp onto (lPl (p))3. The projections of these functions satisfy the 
following lemma. 

Lemma 8.3. For every vector-valuedfunction cp E (H2 (Q)? and its piecewise linear 
approximation V' there holds 

where 1'2 is a positive constant that depends only on the constants .ks and Ps appeared 
in assumption (MRl). 
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Let f be an internal mesh face and PI, P2 be the two polyhedra that share this face, 
so that f C;; JP I n JP2 • Furthermore, let us define the jump of the normal component 
of the strain e(l/f) across f as follows: 

(8.39) 

Lemma 8.4. For every vector-valuedfunction cP E (H2(Q)? and its piecewise linear 
approximation l/f there holds: 

(8.40) 

where the positive constant Y3 depends only on JVs and Ps of assumption (MRl). 

Proof We add and subtract cp and we apply the triangular inequality to obtain 

Ile(l/fp j ) ·npjJ +e(l/fpJ 'np2JIIZ2(f) <:::: 3 (1Ie(l/fp j - cp). np jJIIZ2(f) 

+ Ile( l/fP2 - cp )np2J IIZ2(f) + lie ( cp) . np l,f + e ( cp) . np2,f IIZ2(f)) . (8.41 ) 

All components of cp belong to H2(Q) and their normal derivatives are continuous 
across the mesh faces. Thus, the last term in the right-hand side of (8.41) is zero. 
For i = 1,2, from the Cauchy-Schwarz inequality and the Agmon inequality (M4) it 
follows that 

Ile(l/fp; - cp). npiJIIZ2(f) <:::: Ile(l/fp; - cp)IIZ2(f) 

<:::: CAgm (hr;/ Ile(l/fPi - cp)IIZ2(P;) +hpille(l/fPi - CP)1111(p;)) . (8.42) 

The interpolation error estimate of assumption (MS) and the inequality Ile(l/fPi -
cp)IIHj(Pi) <:::: IlcpIIH2(Pi) give: 

(8.43) 

To prove the lemma, we combine bounds (8.42)-(8.43) with (8.41), then apply the 
resulting inequality to the left-hand side of (8.40), and finally change the summation 
from faces to polyhedra. The assertion follows immediately with Y3 = 3CAgm (C' + 
1 )NY" where NY, is the uniform bound on the number of faces in a cell (see assump­
tion (Ml)). D 

8.2.2 Stability analysis 

In this section, we prove the discrete inf-sup condition and the discrete Korn-type 
inequality. According to the theory of mixed methods [88], the uniform stability of 
the mimetic discretization follows from these two properties. For simplicity of expo­
sition, we consider the homogeneous Dirichlet boundary conditions, i.e. rD = rand 
gD = 0 in (8.3). Hence, we search for the discrete velocity field Uh E Xh.O. 
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8.2.2.1 The reconstruction operator 

A reconstruction operator Rp associated with the polyhedral cell P is a useful the­
oretical tool for the stability analysis. It is never constructed in the practical imple­
mentation of the mimetic scheme. Let 

We assume that this operator satisfies the six conditions listed below. 

(L 1) The reconstruction operator is the right-inverse of the nodal projection oper­
ator on a subspace of Xh.p: 

\lvp EXh.P. (8.44) 

(L2) The reconstruction operator is stable with respect to the mesh dependent 
norm (8.28), i.e. there exists a constant CR independent of hp and P such that 

(8.45) 

(L3) The reconstruction operator has minimal approximation properties, specifi­
cally, for every Vp E Xh.P it holds: 

\Iv E P. (8.46) 

(L4) For every Vp E Xh,P it holds: 

jp div Rp(vp) dV = I PI divpvp. (8.47) 

(LS) The reconstruction operator is exact for linear vector-valued functions: 

(8.48) 

(L6) The restriction of the reconstructed function Rp (vp ) to a face f of P depends 
only on the degrees of freedom vp If. 

Collecting all local operators yields the global reconstruction operator R such that 
RIP(vh) =Rp(vp). 

Let us discuss a few properties of these assumptions. Condition (L6) implies that 
the local reconstructions inside any two adjacent cells have the same trace on the 
common interface; hence, the global reconstructed function is continuous. Conse­
quently, the range ofthe global reconstruction operator is inside the functional space 
(Hl(Q) nCO(Q)j3. Equation (8.47) implies that the reconstruction operator pre­
serves the discrete divergence in the following sense: 

(Rp(vp ))~ = divpvp. (8.49) 

Equation (8.48) guarantees that Rp preserves the kernel of the symmetrized gradient 
operator. Indeed, the kernel of e contains the constant functions (rigid-body transla­
tions) and the subspace e c (lPl (P)j3 (rigid-body rotations) defined by (8.29). The 



236 8 The Stokes problem 

existence ofa reconstruction operator is proved in Sect. 8.4. We have the following 
Lemma proved in [49]. 

Lemma 8.5. There exists a positive constant Y4, which depends only on the constants 
JVs and Ps appeared in assumption (MRl), such that for every b E (L2(Q))3 and 
Vh E ~, there holds 

(8.50) 

8.2.2.2 A discrete inJ-sup condition 

A key condition in the convergence analysis of mixed schemes is the inisup condition 
that is stated and proved in the following lemma. 

Lemma 8.6. There exists a positive constant f3 independent of h such that for every 
qh E Y'h there exists a discrete velocity Vh E ~"o satisfYing: 

[divhvh,qh]Qh ~ f3 qh Qh' 

Illvhlllxh <::: 1. 

(8.51) 

(8.52) 

Proof Let us identify the mesh function qh with the piecewise constant function 
qh E L 2 (Q). We prove this lemma using the inf-sup condition (1.32) ofthe continuum 
problem which states that there exist a positive constant f3 and a vector field v E 
(HJ(Q)? such that 

( qhdivvdV ~ f3llqhIIL2(Q) and IlvIIH1(Q) <::: 1. Jp (8.53) 

Let VC be a piecewise linear Clement-type interpolant ofv built on the tetrahedral 
sub-mesh T h (see assumption (M2)). As shown for instance in [322], there holds 

(8.54) 

Let (vc)I be the nodal projection ofvc intoXh,o. We define the vector Vh E Xh,o such 
that 

\Iv E'f/, 

{V'"f dS = L VV'llfWf,v+lflvf \lfE§o. 
Jf vEdf 

(8.55) 

(8.56) 

Since the integral argument in the left-hand side of (8.56) is not VC • llf, vector Vh 
differs from (vc)I. To show that Vh satisfies (8.51) we insert (8.55)-(8.56) into the 
definition ofthe discrete divergence operator (8.20): 

IPldivpvp = LSP,f {v'"fdS= {divvdV. 
fEP Jf Jp 

(8.57) 
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In view of the scalar product definition (8.17), Eq. (8.57), and the first inequality in 
(8.53), we derive: 

[divhvh,qh]Qh = L IPI(divpvp)qp = L i (divv)qpdV 
PEQh PEQh' p 

(8.58) 

= in qhdivvdV ~ f3llqhIIL2(Q) = f3llqhIIQh' (8.59) 

To show that Vh satisfies (8.52), we consider a polyhedron P and note that 

(8.60) 

since the edge-based degrees offreedom of the nodal projection are zero. For an edge 
e = (v, VI) of P, let f be a face containing e. Let Ke be a specific triangle (chosen once 
and for all) which belongs to the triangular partition T h If off and contains at least 
a part of e. Let Ke be a tetrahedron of T hiP containing Ke. We denote the tangential 
derivative of VC along e by dVc / d're and the two-dimensional gradient of VC with 
respect to a local coordinate system ~ on f by V ~ VC . 

By construction, Vvc is constant in each tetrahedron of T h. The standard scaling 
arguments and property (M3) give the following bound: 

(8.61) 

The face-based components of (vc)1 are zero, c.f. (8.11). Hence, using defini­
tion (8.38), inequality (8.61), and the continuity property of the Clement inter­
polant (8.54), yields the upper bound for the first term in (8.60): 

111(vC)~III;hP = hp L IvC(xvl ) -vc(xv)12 <::: ClIVvclli2(P) <::: ClIVvlli2(P)" (8.62) 
eEdP 

To control the second term in (8.60), for every face f ofP we choose a vertex \/f E f 
and fix it for the following developments. We recall that the quadrature rule provided 
by the set of weights { illf,v} is exact for linear polynomials. Starting from (8.56), we 
add and subtract VC and then the constant vector function VC (XVf ): 

+ 1 (VC(x) - VC(XVf )) . llf dS + L (VC(XVf ) - VC(Xv)) . llfillf,v 
f vEdf 

= RJ + R2 + R3 . (8.63) 
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We bound the term RI by using the Cauchy-Schwartz inequality, inequality (M4) 
and, finally, inequality (8.54): 

RI <::: Ch~211V'vIIL2(P). (8.64) 

To estimate the term R2, we consider the continuous piecewise linear function 

(8.65) 

Let y be a polygonal curve that connects the points XVf and x E f. If f is convex, y 
is simply the straight segment. Otherwise, y can be built such that its length I yl is 
bounded, Iyl <::: Ch p , where C is a positive constant independent of h. Let y(s) be a 
parameterization of y such that y( 0) = XVf and y( I yl) = x. Then, 

CPf(X) = 1 dCPf(S) dL \Ix E f. 
y ds 

Using this, we obtain the following bound: 

(8.66) 

Since CPf(X) is piecewise linear on f, its gradient is piecewise constant. Due to defini­
tion (8.65), we have I CPf IHI (f) = Ivc IHI (f). Using this and (M3), we continue the chain 
of inequalities: 

(8.67) 

where C is the generic constant that may change at any occurrence. We use inequal­
ity (8.67), the scaling If I R=' h~ provided by (M2) and the continuity of the Clement 
interpolation (8.54) to derive the following bound for R2: 

R2 = l(vC-vC(xvf))·nfds <::: l lcpf (x)ldS 

<::: Clflh~1/2IvcIHI(P) <::: Ch~2IvIHI(P). (8.68) 

To estimate term R3, we use the triangular inequality, the Cauchy-Schwartz in­
equality, the result of Lemma 8.2, equations (8.10), the scaling If I R=' h~ given by 
(M2), and inequality (8.62): 

R3 = L (VC(XVf ) -VC(xv)) ·nfOJf,v <::: L VC(XVf ) -VC(xv) OJf,v 
vEdf vEdf 
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Thus, all terms in the right-hand side of(8.63) have similar bounds. We use once more 
the scaling If I R=' h~ and recall that the number of faces in P is uniformly bounded. 
We have 

hp L IVfI 2 = L I~PI2(lfllvfl)2~Chp3(Rl+R2+R3)2~ClvI11(P)" (8.70) 
fEdP fEdP 

Inserting (8.62) and (8.70) in (8.60), and summing over cells, we obtain: 

(8.71 ) 

The lemma's inequality (8.52) follows by scaling the discrete velocity Vh by ,;c, 
where C > 0 is the mesh independent constant appeared in (8.71). D 

8.2.2.3 The discrete Korn-type inequality 

By assumption (SI), the discrete bilinear form $/, (" .) is coercive with respect to the 
weaker semi-norm 11·llxh . In the convergence analysis, we need a stronger coercivity 
which is the consequence of the discrete Korn-type inequality stated in the following 
lemma. 

Lemma 8.7. It exists a positive constant C' independent ofh such that 

(8.72) 

Proof This proof uses the results of Sect. 8.4. Note that, since the space e used 
in (8.29) is contained in (lPl(P)?, it holds 6~ = 0 for all 6 E e and all f E §, 

see (8.15). Thus, both norms have a common part related the face-based degrees of 
freedom. Therefore, in order to prove (8.72) it is sufficient to show that 

(8.73) 

where 

(8.74) 

Consider a polyhedron P. Let Rp be the reconstruction operator introduced at the 
beginning of Sect. 8.4.2. One of its properties is that the function Rp (vp ) is linear on 
all mesh edges. Also, Rp satisfies condition (Ll). Thus, 

(8.75) 
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Since VRp(vp). 'rf,e is constant on each edge, we can also write 

Every edge e E JP can be split into edges of tetrahedra of the submesh ThIP. By 

the construction, function V Rp (Vh) is constant inside each tetrahedron; hence, the 
usual scaling argument allows us to obtain the following bound: 

Illvhlll:p ::; CIPI L L h;III VRp(Vh)· 'rf,eIIZ2(endT) 
eEdP TETh:endT#0 

::; CIPI L L h;lhr2 1I VRp(vp)IIZ2(T)' 
eEdP TETh:endT#0 

where hT is the diameter of T. From this equation, using first (M2) (IPI rv h~) and 
then (M3) of Sect. 1.6.2 yields 

(8.77) 

By the construction, R(Vh) E (HJ (Q))3. Therefore, applying bound (8.77) in (8.74), 
summing up the terms, and using the conventional Kom inequality, see for instance 
[116], we have 

Recall that e ( 8) = 0 for all 8 E G. By the construction Rp preserves linear func­
tions. Hence, we can continue (8.78) as follows: 

The final property of Rp that we are going to use is (L3s) which states 

Inserting this bound into (8.79) and using definition (8.29), we have 

This proves the assertion of the lemma. D 

Remark8.8. Combining Lemma 8.7 with the stability assumption (S1), we obtain 

(8.81 ) 
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which represents the discrete coercivity property of the bilinear form. In accordance 
with the theory of mixed methods [88], this coercivity property combined with the 
inf-sup condition proved in Lemma 8.6 yield the uniform stability of the mimetic 
discretization with respect to the norm (8.28) for Xh.O and the norm (8.18) for Qh. D 

8.2.3 Error estimates 

We now prove the main convergence result for the mimetic discretization. The ap­
proximation error is measured using the mesh-dependent norm (8.28) for the velocity 
solution and the mesh-dependent norm (8.18) for the pressure solution. 

Theorem 8.1. Let u E (H2(Q) nHd(Q)j3 and p E Hl(Q) be the solution o{prob­
lem (8.7)-(8.8) with rD = CJQ and gD = O. Furthermore, let Uh E Xh,O and Ph E Qh 
be the solution of the mimetic scheme (8.26)-(8.27) under the assumptions (MR1)­
(MR2) (see Sects. 1.6.2) and (S1)-(S2) (see Sect. 8.1.4). Then, there exists a positive 
constant C independent of h such that 

(8.82) 

Proof As observed in Remark 8.8, the mimetic discretization is uniformly stable 
with respect to the mesh size h. Hence, according to [88], there exist a positive con­
stant a and two discrete fields Vh E Xh,O and qh E 917 such that 

(8.83) 

and 

a(llluh-UHlllxh +llph-pIIIQh) ::;dh(Uh-UH,Vh) - [divhVh,Ph-pI]Qh 

+ [divh(Uh-ull),qh]Qh' (8.84) 

Equations (8.22) and (8.27) imply that divh(Uh - ull) = O. Thus, inequality (8.84) 
becomes: 

where we set (using also (8.26)) 

A = dh (Uh' Vh) - [divh Vh,Ph] Qh = (b, Vh) 17' 

B = dh(UH,Vh), 

C = [divhVh,pI]Qh' 

(8.85) 

(8.86) 

(8.87) 

(8.88) 

Let V' be a discontinuous piecewise linear function on Q h such that V' p = 11'1 p is the 

L 2-projection ofu onto (lPl (p))3. We define V'~ as the nodal projection of V'p into 
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Xh,P, We developed further the tenn B by adding and subtracting lI'~: 

B= L (dh,p(Un-lI'~,vp)+$J1,P(lI'~,Vh))=Tl+ L dh,P(lI'~,Vh)' 
PEDh PEDh 

(8.89) 

For each face f E §, we choose and fix one of its vertices v, and indicate the corre­
sponding degrees offreedom, Vh Iv E Jl{3, by Vf,v' We use the consistency property (S2) 
to transform the last tenn of (8.89) by adding and subtracting Vf,v: 

L mh,P(lI'~,Vh) = L L L (vrv-vLv)·(e(lI'p)·"P,f)OJfy 
PEDh PEDh fEdP vEdf 

+ L L Iflvf"f·(e(lI'p)·"PJ)+ L L L vf,v·(e(lI'p)·"PJ)OJf,v 
PEDh fEdP PEDh fEdPvEdf 

=T2+ T3+ L L LVf,v·(e(lI'p)·"p,dOJf,v' (8.90) 
PEDh fEdP vEdf 

We recall that the quadrature rule for face integrals provided by the set of nodal 
weights {OJf.v} is exact for linear functions. Since, the derivative e( lI'p) . IIp,f is con­
stant over f, we have 

L Vf,v' (e(lI'~) . IIp,f) OJf,v = IflvLv' (e(lI'~) . IIp,f) = lVLV' (e(lI'p) . IIp,f) dS. 
vEdf f 

We insert this in the last tenn of (8.90), then add and subtract Rp (vp ), integrate by 
parts, and finally observe that div( e( lI'p)) = 0 as e( lI'p) is constant: 

L L L vf,v·(e(lI'p)·"P,f)OJf,v= L L fvLv·(e(lI'p)·"P,f)dS 
PEDh fEdPvEdf PEDh fEdP.Jf 

= L L f(Vf,v-Rp(vP))·(e(lI'p)·"P,f)dS 
PEDh fEdP.Jf 

+ L L fRp(vP)·(e(lI'p)·"P,f)dS 
PEDh fEdP.Jf 

=T4+ L f e(Rp(vp)):e(lI'p)dV. 
PEDh.JP 

Finally, adding and subtracting e(u) yields 

L l e(Rp(vp)) : e( lI'p) dV 
PEDh P 

(8.91 ) 

= L (le(Rp(vp)):(e(lI'p)-e(u))dv+ le(Rp(vp)):e(u)dv) 
PEDh P P 

(8.92) 
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Now, we develop tenn C in (8.88) by using definition (8.l7), condition (L4), and 
adding and subtracting the pressure solution p: 

C = [divhVh,pllQh = L IPI(divpvp)p~ = L 1 divRp(vp)p~dV 
PE!2h PE!2h p 

= L l(divRp(vp))(pl_p)dv+ L l(divRp(vp))pdV 
PE!2h p PE!2h P 

=T6+ A2. (8.93) 

Using (8.7) with v = R(Vh), we obtain 

and 

Finally, we substitute the expressions for the tenns T I, ... , T 7 into the terms A, 
B, C and the resulting expressions into (8.85) to derive the error bound 

7 

a (1IIuh-ulllllxh +llph-plIIQh) :s:LITil· 
1=1 

(8.95) 

Estimate ofT I . We apply the Cauchy-Schwarz inequality and bound (8.83) to have 

ITII:s: L dh,P(Ull -lI'~,vp) :s: L Illull -lI'~lllxhP IllvplllxhP 
PE!2h PE!2h 

(8.96) 

Since ull = u l + ub with ullf = 0 for every face f and ublv = 0 for every vertex v, in 
accordance with norm definition (8.38), it follows that 

Illull_lI'~lll;hP = Illul_lI'~lll;hP +hp L lu¥12. (8.97) 
. . fEdP 

The first tenn is bounded by Lemma 8.3: 

(8.98) 
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To bound the second term, we apply definition (8.13) with U(Xf,v) = uL instead of 
v( Xf.v) and recall that the quadrature rule is exact for linear functions: . 

(8.99) 

We use Jensen's inequality, the Cauchy-Schwarz inequality, the Agmon inequality 
from (M4), the estimate of the interpolation error from (MS), and finally the scaling 
a*h~ ::; If I from (M2) to obtain 

1(U -1JIp) '"fdS 2 ::; If I CAgm (hp11Iu-1JIpII12(p) +hplu-1JIpl~I(P)) 
::; cAgmclnllfl h~ lul~2(P) ::; c Ifl2 hp lul~2(P)' 

where C is the generic constant independent of the mesh. Now, we apply an L=­
estimate of the interpolation error extended to polyhedrons (see for instance [78,115]) 
to obtain an upper bound for the second term in (8.99): 

L (U(Xf,v)-1JIP(Xf,v))'"fillf,v 2::; IfI21Iu-1JIpllz=(p) ::;ClfI2hplul~2(P)' 
vEdf 

Inserting the last two estimates into (8.99) yields 

(8.100) 

Since the number of faces in a polyhedron is uniformly bounded by N'?, c.f. (M!), 
from Eq. (8.100) we obtain 

(8.101) 

We use inequalities (8.98), (8.101) in (8.97) and substitute the resulting expression 
into (8.96) in order to obtain the final estimate of T I: 

(8.102) 

Estimate ofT 2. Let us change the summation over the polyhedra into the summation 
over the mesh faces. To this purpose, we define the jump of the normal strain across 
mesh faces. Let f be an internal mesh face shared by polyhedra PI and P2 . Then, we 
set 

(8.103) 
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which is a constant vector. The boundary faces do not contribute to T 2 because Vh E 

Xh.O. Thus, 

T2 = L L Wf,v(Vf,v-Vf,v) ·Jf(1fI). 
fEol'O vEdf 

We apply the Cauchy-Schwarz inequality twice, note that Jf (1fI) is the same quantity 
for all vertices of f, and use the first relation in (8.10) to obtain: 

fEol'il vEdf 

Due to Lemma 8.4, it holds 

L If I IIJf(1fI) 112 = L IIJf(1fI)IIZ2(f)::; Y3hllull~2(D)' 
fE,YO fEol'O 

(8.104) 

Lemma 8.2 allows us to estimate the other factor. Recall that the number of faces in 
P is uniformly bounded by Nol', c.f. (M!). We use this, Eq. (8.104) and inequality 
IllvhlllxhP ::; 1 to obtain the estimate: 

Estimate ofT3. We start with definition (8.103) and note again that Vf = 0 on the 
boundary faces. This allows us to reformulate T 3 as 

T3 = L L If I Vfllf' (e(1fIp)' IIp,f) = L If I Vfllf . Jf(1fI). (8.106) 
PEDh fEdP fE§O 

Now, by applying the Cauchy-Schwarz inequality twice, we immediately obtain 

We note that If I ~ h~ due to (M2) and Illvhlllxh ::; 1. The definition ofthis norm given 
in (8.38) leads to a chain of simple inequalities: 

L Ifllvfl2::; C L h~ L IVfI2::; C L hp Illvhlll; ::; Ch. 
fE§O PEDh fEdP PEDh h,P 

(8.108) 

Substituting (8.1 08) and (8.104) into (8.1 06) provides the final bound on T 3: 
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Estimate of T 4. Due to (L6), the traces of Rpi (vP j ) and Rp2 (vP2 ) on the common 
face f C;; JP 1 n JP2 coincide. Therefore, we consider again the jump of the normal 
strain and rewrite T 4 as 

(8.109) 

We apply the Cauchy-Schwarz inequality twice to obtain 

IT41::; L Ilvfv -R(Vh)IIL2(f) IiJf(lIf)IIL2(f) 
fEyil 

(8.110) 

We develop (8.110) further by using the Agmon inequality from (M4) with the 
constant function Vrv. Also, we use the reconstruction properties (L2)-(L3) and 
Illvhlllxh ::; 1 to obtain: 

IIVLv - R(Vh) 1112(f) ::; CAgm (hplllvf,v - R(Vh) 1112(p) + hp IR(Vh) 111(p)) 
::; CAgm(CRf hp Illvhlll; ::; CAgm (CR)2 hp. (8.111) 

h 

The second factor in the right-hand side of (8.110) is bounded by Lemma 8.4. Ap­
plying this upper bound and (8.111) yields 

(8.112) 

Estimate of T 5. To estimate this term, we apply the triangular inequality, the Cauchy­
Schwarz inequality, and property (L2) of the reconstruction operator. Again, we use 
Illvh Illxh ::; 1 and the interpolation error estimate given by (MS). This yields 

(8.113) 

Estimate of T 6. To estimate this term, we use the triangular inequality, the Cauchy­
Schwarz inequality, and property(L2) of the reconstruction operator. In addition, we 
use Illvh Illxh ::; 1 and the interpolation error estimate from (MS), but now for a scalar 
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function: 

IT61~ L ~(diVRp(vp))(pI_p)dV ~ L IRp(vp)IH1(P)llpI_pIIL2(P) 
PEDh PEDh 

~ ( L IRp(Vp)I~1(P))1/2( L IlpI_ p II Z2 (p))1/2 
PEDh PEDh 

~cRlllvhlllxh(CJl1t L h~lpl~1(P))1/2 ~ChlpIHl(D)' 
PEDh 

(8.114) 

Estimate ofT7. To estimate the last tenn, we apply Lemma 8.5: 

(8.115) 

Combining all estimates in (8.95), we prove the theorem. D 

8.3 Reduced edge bubbles formulation 

In the mimetic fonnulation of the previous sections, the discrete velocity space ~, 
contains both the vertex-based and face-based degrees of freedom. The latter are 
referred to as bubbles and are introduced only to stabilize the numerical scheme, i.e. 
to prove the discrete inf-sup condition (8.51 )-(8.52). This condition asserts that the 
velocity space Xh is sufficiently rich to control the pressure space Qh. Although the 
resulting mimetic scheme is stable, there is a subtle issue. 

The number of vertices in a polyhedral mesh is usually bigger than that in a tetra­
hedral mesh with a same number of cells. If the number of vertices increases without 
a significant change in the number of cells, the velocity space gets richer while the 
pressure space stays essentially the same. Hence, on a polyhedral mesh the fulfillment 
ofthe inf-sup condition may be expected to be easier and the face degrees of freedom 
might not be necessary. In two dimensions, this is often the case and we can modify 
the mimetic discretization so that the bubble degrees offreedom are added only when 
they are really necessary, thus yielding a more efficient numerical scheme. As shown 
in Fig. 8.1, on the mesh of square cells, the edge bubbles are needed roughly to every 
fourth edge and on the polygonal mesh they are not needed at all. 

To determine sufficient conditions for adding edge bubbles to the discretization, 
we extend the macro element technology of [333] to polygonal meshes. In the de­
velopments of this section, we require the mesh to satisfy assumption (MR3) from 
Sect. l.7 in addition to assumptions (MRl)-(MR2). For simplicity of the exposi­
tion, we consider the homogeneous Dirichlet boundary conditions, i.e. rD = CJQ 
and gD = 0 in problem (8.1 )-(8.4). The notation introduce earlier are easily adjusted 
to the two-dimensional case by using edges instead offaces. For example, ~, still de­
notes the space of the discrete velocity fields and ~"O is its subspace corresponding 
to zero boundary conditions. 
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Fig. 8.1. Dots mark the location of bubble-type degrees offi'eedom on three different meshes 

We note that even if this section considers the two-dimensional case, the argu­
ments used herein can be extended to the three-dimensional case. The results of this 
section are based on [47]. 

8.3.1 The modified mimetic discretization 

Formally, the modified mimetic scheme reads exactly as in (8.26)-(8.27). The major 
difference is in the definition ofthe discrete velocity fieldX.t,. This difference requires 
some adjustments in the mimetic framework that we discuss below. 

Let us decompose gO, the set of the internal edges of a polygonal mesh, in the 
union of two disjoint subsets, namely, gb and gx, so that gO = gb U gx. A practical 
construction of gb and gx is discussed later in the section. 

• The space of discrete velocity fields Xh is defined by attaching two degrees of 
freedom to each vertex and one degree of freedom to each edge from gb. For Vh E 

Xh, the degrees of freedom associated with vertex v form a two-dimensional vector 
Vv that approximates velocity at the vertex. The edge-based degrees of freedom 
Ve represent corrections to the normal velocity components on mesh edges: 

Similarly to Remark 8.1, the edge-based degrees offreedom can be used to define 
a continuum vector-values function Vh.e of each mesh edge e such that: 

(AI) On edge e E gO, the tangential component of Vh,e is linear and is uniquely 
determined by the values ofvh at two end-points of e. 

(A2) On edge e E gx, the normal component ofvh.e is linear and is uniquely de­
termined by the values ofvh at two end-points of e. 

(A3) On edge e = (v, VI) E gb, the normal component ofvh.e is a quadratic func­
tion and is uniquely determined by the values of Vh at the end-points of e and 
edge-based value Ve. The following relationship holds 

(8.116) 
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The first term in the right-hand side of (8.116) is the one-dimensional analog of the 
face integration rule in (8.13). 

We define the projection operator (.)1 from a sufficiently smooth space into Xh by 
restricting (8.14) to the edges of gh. A mesh-dependent energy-like norm onXh is 
defined by 

where s is the local coordinate along e. This norm is equivalent to the norm given 
in (8.28) for d = 2. 

The space of the discrete pressures is equipped with norm (8.18), which is induced 
by the mimetic inner product (8.17). We also need the mesh-dependent semi-norm 

Iqh 17, = L lel2 [[ qh ll~ 
eE(,S"O 

where [[ qh lle = qP 1 - qP2 is the jump of qh across the internal edge e shared by two 
polygons PI and P2. The assume that the normal vector ne points from PI to P2. 

The discrete divergence operator divh: Xh ---+ Qh restricted to cell P can be written 
using the old and new definitions: 

. 1 '" I I (VV+VVI ) 1 '" 1 dlVpVp = TPT L. e 2' np,e + Ve = TPT L. Vh,e . np,e dS. 
e=(vytlEdP eEdP e 

The bilinear form d h : Xh x Xh -----+ Jl{ is required to satisfy the same stability and 
consistency conditions (S 1) and (S2) of Sect. 8.1.4. 

8.3.2 Stability of the modified scheme 

As noted in Remark 8.8, the uniform stability of the mimetic discretization is guar­
anteed provided that the following inisup condition holds [88]: 

Condition 8.2. There exists a positive constant f3, independent ofh, such that 

(8.118) 

This condition is crucial. Ifit holds, the convergence of the solution (Uh,Ph) E 

Xh x Qh ofthe modified mimetic scheme to the exact solution can be proved as shown 
in Sect. 8.2.3. Conversely, when it fails, spurious pressure modes may pollute the 
numerical solution leading to an unsatisfactory result. 

The equivalent inf-sup condition in Lemma 8.6 is proved for the case gh = gO. 
A key role in the analysis is played by the edge-based degrees of freedom that are 
introduced to stabilize the scheme. Later, we show that Condition 8.2 may hold when 
gb is mush smaller than gO. 
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8.3.3 A macroelement technique 

In this section, we extend the finite element results of [333] for simplicial meshes to 
mimetic discretizations on polygonal meshes that satisfy (MRI )-(MR3). The main 
result of this section, Theorem 8.3, follows from four preliminary lemmas, whose 
proofs can be found in [333] and [47]. 

Let us introduce the concepts of a macro element and the equivalence class of 
macroelements. In view of~ssumption (MRl), for each integer 3 ::; n ::; there 
exists a reference polygon P n such that the following results hold. Each cell P E flh 

with exactly n edges is the image of an invertible and continuous map 

(8.119) 

Furthermore, map cI>p and its inverse are piecewise W 1.= -regular with respect to the 
triangular partition T hiP introduced in ~MR2)-(MR3). 

To prove these results, we define P n as a convex regular polygon with n edges 
and build a triangulation of P n by connecting its vertices with its centroid xp. Then, 
for every element P E flh with n edges, the mapP2ng cI>p is the only ThlP-piecewise 

linear function that maps the ordered vertices of Pn to the ordered vertices of P and 
xp to the point xp defined in (MR3). The W1,= regularity of cI>p can be proved by 
using the standard arguments from the finite element literature (see, e.g. [78,115]) 
based on the shape-regularity assumption (MR2). 

A macroelement M is a connected collection of polygons P. Let.4t denote a set 
of macro elements that cover completely the mesh flh' i.e. for any P E flh there exists 
M E Jft containing it. Given M E Jft, we introduce the local spaces: 

.x1.M ={Vh EXhlM : vv=O livEY'nJM, Vf=O lieEgbnJM}, 

Qh.M = 9 h1M · 

Let VM be the restriction ofvh to macroelement M. Furthermore, let gM indicate the 
set of all the internal edges of M. We will make use of the following local norm and 
semmorm: 

IllvMIII~ = L Illvplll;hP liVM E.x1.M' 
PEM ' 

IqM I~ = L lel 2 [[ qM ll~ liqM E Qh,M' 
eE(,S"M 

Now, we introduce the equivalence class of macroelements. Note that the reference 
macroelement used the definition below is not necessary formed by the reference 
polygons. 

Definition 8.1.::Fe say that a macroelement M is equivalent with a giv~n reference 
macroelement M if there exists a continuous and invertible map cI>M : M ---+ M that 
satisfies four conditions below. 

• The map is surjective, cI>M (M) = M. 
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• Let M = U7~1 Pi and M = U7~1 Pi. Moreover, let Pi and Pi have the same number 

of edges, ni. Then Pi = <PM (P;). 
• For each i = 1,2, ... ,m, we have (<PM2I Pi = <PPi 0 <p~/, where <PPi and <PPi ~e 

the maps from the reference element Pni' introduced in (8.119), onto Pi and Pi, 
respectively. 

• Ife is an interior edge of M, then e = <PM (e) is an interior edge of M. 

We say that two macroelements are equivalent when they are equivalent to the same 
reference macroelement. D 

The following lemma has been proved in [333, Lemma 1]. 

Lemma 8.8. Assume that there exists a macroelement partition .4t such that each 
e E gO is an interior edge of at least one and not more than L* macroelements, where 
L* is independent of h. Moreover, assume that there exists a positive constant f31 
such that 

jor all M E .4t. Then, there exist a positive constant f32 such that 

(8.120) 

The following result extends [333, Lemma 2] to the case of mimetic discretizations 
on polygonal meshes. Its proof can be found in [47]. 

Lemma 8.9. There exist two positive constants f33 and f34, independent ofh, such that 

The next result follows easily using Lemma 8.9. The proof, which is identical to 
the finite element case, can be found in [333, Lemma 3]. 

Lemma 8.10. Let the stability estimate (8.120) hold. Then, condition (8.118) is true. 

The following fundamental lemma is the extension of [333, Lemma 4] to the 
mimetic discretization on a polygonal mesh. Its proof based on the compactness ar­
gument can be found in [47]. 

Lemma 8.11. Let I be a class of equivalent macroelements. Suppose thatfor every 
M E 1: the space 

(8.121) 
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is one dimensional and consist of mesh functions that are constant on M. Then, there 
exists a constant f3s, independent of h, such that 

(8.122) 

holds for all M E E. 

The main result of this section follows by combining Lemmas 8.8, 8.10 and 8.11. 

Theorem 8.3. Let .4t be a macroelement partition offlh. Suppose that 

1. Ai is composed of afinite set of equivalence classes E;, i = 1,2, ... ,I, of macroele­
ments. 

2. For each M E E; jor some i, the space .kM in (8.121) is one-dimensional and 
consists of mesh functions that are constant on M. 

3. There exists L* E N such that each e E 0'0 is an interior edge of at least one and 
no more than L* macroelements. 

Then, the infsup condition (8.118) holds. 

8.3.4 Sufficient conditions for the stability 

The results in this section provide a practical tool for identifying the stabilizing set gh 
of edge bubbles. Given a polygonal mesh flh satisfying (MRI )-(MR3), we construct 
a macroelement partition Jft that verifies the hypotheses of Theorem 8.3. Let v E yO 
be an internal mesh node that shared by at least three mesh edges and Mv be the 
macroelement collecting all polygons P that have vertex v, see Fig. 8.2. All such 
macroelements Mv , v E'j/o, cover (possibly with overlaps) the mesh flh . 

For any internal edge e E g0, there exists at least one macroelement M such that 
e is an internal edge of M. The only exceptions are meshes which include cells with 
all vertices on the boundary, a case which is always possible (and wise) to avoid. In 
addition, it is easy to verify that each internal edge e E gO belongs to at most two 
macroelements. Thus, the third condition of Theorem 8.3 is verified. 

Fig. 8.2. Two examples of macro elements 
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In order to check the first condition of Theorem 8.3, we need to count the number 
of equivalence classes Li in Al. Two macroelements Mv and Mvl are equivalent if 

1. The number of polygons in Mv equals to the number of polygons in MV/ We 
denote this number by k( v). 

2. The number of edges in polygons PI, P2 , ... , Pk(v), ordered counter-clockwise 
around vertex v, is the same as that in polygons P;, P;, ... , P'k(v), ordered counter­
clockwise around vertex v'. 

3. The number of edges in a Pin a P i+) is equal to the number of edges in a P; n a P;+ I 
for i = 1,2, ... ,k(v) (modulo k(v)). 

4. The number of internal edges in Mv which are in g: is equal to that in Mv/. The 
same holds for their relative positions. 

Due to assumption (MRl) of Chap. 1, each polygon has no more than JV 6 edges and 
any set a Pin a P j has at most .k6 - 1 edges. The shape regularity assumption (MR2) 
implies that all angles in the mesh are uniformly bounded from below. Therefore, 
k(v) s: K* with K* independent of h. As the consequence of the above arguments, 
there exist a finite number of equivalence classes in Al, i.e. the first condition in 
Theorem 8.3 is satisfied. 

The second condition of Theorem 8.3 is more involved and we need additional 
notations. Given an internal node v and the respective macroelement Mv , we denote 
by gv the set of mesh edges that join at v. We also introduce subsets g: = gv n gx 
and g: = gv n gh. Let the integers Nv , N~, and N~ indicate the cardinality of the sets 
gv, g:, and g:, respectively. 

Lemma 8.12. Assume that v is the only internal vertex in Mv. Let either (a) N~ < 3 
or (b) N~ = 3 and the three angles naturally defined by the three edges in g: be less 
or equal than IT. Then, the space .kM defined in (8.121) consists of constant mesh 
functions. 

Proof The proof is divided into three steps. Step 1. Let N~ = 3 as shown, for exam­
ple, on the left panel in Fig. 8.2. We enumerate the three edges in g: as el, e2, e3, 
their normals as "), "2,"3 and their tangents as 1'),1'2,1'3. We assume that 1'i points 
outwards ofv and the corresponding normal "i is obtained by its clockwise rotation 
by the angle IT /2: 

Thus, the jump of qM across ei is given by [[ qM lle; = qp;+l - qp;. Without loss ofgen­
erality, we can assume that 1'1 and 1'2 are linearly independent. The remaining edges 
in gv are enumerated as e4, es, ... , and the same indices are used for their tangents 
and normals. 

Let qM E JVM . Since arbitrary vector VM in the definition of .kM is zero on the 
boundary of M, the straightforward calculation yields 
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We define W = vv. Using identity (8.116), the above equation gives 

(8.123) 

The formula for the jump mentioned above gives immediately 

L [[qM lle = O. (8.124) 
eEc§'v 

Thus, in order to prove the lemma, we need to show that equations (8.124) and (8.123) 
with respect to the jumps have only the trivial solution, [[ qM lle = O. 

Step 2. By taking w = 0, Ve = 1 for any particular edge in g!;, and Ve = 0 for all 
the remaining edges, it follows that [[ qM lle = 0 for all edges in g!:. 

Let now WI, W2 form a basis in ]R2. We test condition (8.123) separately for WI and 
W2. Combining the resulting equations with condition (8.124), we obtain a system of 
equations 

Sq = 0, 

where q = ([[qMllej, [[qM lle2' [[qMlle3)' and the ]R3x3 matrix S has the form 

le21wI '"2 

le2l w 2' "2 

1 

(8.125) 

We need to show that S is the full rank matrix. Since that 1'1 and 1'2 are linearly 
independent by the hypothesis, it holds 

(8.126) 

We set WI = 't'l and W2 = 't'2, calculate the determinant ofS and use (8.126), to 
obtain the equivalent condition 

(8.127) 

Due to the angle hypothesis of the lemma, there exist two non-negative numbers (X) 

and (X2 such that 

This equation immediately yields that "3 = -(XI") - (X2"2. Inserting this identity 
into (8.127) and applying (8.126), we obtain another equivalent condition: 

(8.128) 

Since (XI and (X2 are non-negative, (8.128) holds true. Therefore, the matrix S is non­
singular, which proves the lemma for N~ = 3. 
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Step 3. The case N~ = 2 is actually simpler. Repeating the above arguments, we 
end up with showing that the matrix 

(8.129) 

has full rank. Note that it could be rank deficient only when 01 = 02, which is the 
impossible condition. Finally, the cases N~ = 0 and N~ = 1 are even more simpler 
and therefore are not shown. D 

Remark 8.9. Let N~ = 3 and assume that the triple 'fl, 'f2, 'f3 does not satisfy the 
angle condition. Then, there exists a macroelement with edges el, e2, e3 that have 
the tangents 'fi such that the matrix S is singular. Therefore, the angle condition in 
Lemma 8.l2 is sharp. 

A stronger result can be obtained from Lemma~8.l2. We define afrontier E as a 
collection of at least two adjoint edges such that E = J PIn J P2 and PI, P2 E Mv. 
An example of two frontiers is given on the right panel in Fig. 8.2. 

In Lemma 8.12 we assume that v is the only internal vertex of Mv; thus, the 
macroelements have no frontiers. In the case of more general macroelements, when 
the frontiers appear, a distinction must be made: every internal boundary between 
polygons in M is either a frontier or a standard (single) edge. The result below shows 
that the frontiers can be essentially ignored. 

Lemma 8.13. Let N~ indicEte the numb~ of edges in rt~t which which are not a part 
of afrontier. Let either (a) N~ < 3 or (b) N~ = 3 and the three angles naturally defined 
by the three respective edges be less or equal than 7[. Then, the space fiM defined 
in (8.121) consists of constant mesh functions. 

Proof Let E indicate any frontier in Mv and E = JPI n JP2 with PI, P2 E Mv. More­
over, let Vi cf v be one ofthe interior vertices in E and e 1, e2 be two edges in E adjacent 
to Vi. We take VM E xJl.M to be zero in all interior vertices except Vi, and Ve = 0 for 

all edges in rt.!:. We set w = VVI for clarity of notation. By testing condition (8.l21) 
with the selected VM, we obtain 

0= [qM, divM VM]QhM = [[ qM ]h~ (j' vh,e1 . oP1,e1 dS+ j' vh,e2' oP1,e2 dS) 
e1 e2 

= [[ qM ]h~ ~ (le1Iw. oP],e] + le2lw, OP],e2 ) \fw E ]R2, 

where [[ qM ]h~ = qp] - qP2 denotes the jump across the frontier. It is obvious that this 
equation holds true only when the jump is zero, i.e. qp] = qp2 • Thus, for the purpose 
of this P£oofthe polygons PI and P2 can be considered as a single element, and the 
frontier E can be completely ignored. 
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This argument does not use any degree of freedom related to v nor the degrees 
of freedom related to edge bubbles. Applying it to all frontiers in Mv , we conclude 
that all of them can be ignored and the respective pairs of polygons treated as single 
elements. The rest of the proof follows the proof Lemma 8.12. D 

We have shown that, when the set gh is defined such that the conditions of 
Lemma 8.13 are satisfied, the second condition in Theorem 8.3 holds true and thus 
the inf-sup condition (8.118) is satisfied. This in tum implies the stability and (linear) 
convergence of the mimetic scheme, following essentially the proofs in Sects. 8.2.2 
and 8.2.3 for the three dimensional case. 

The results of this section indicate that there exists a large variety of polygonal 
meshes for which no bubble-type degrees of freedom are needed in order to have 
stability. This is true, for instance, for any mesh with convex polygons where each 
node belongs to at most three edges. The Voronoi meshes satisfy often this property. 
For such meshes, we can set gh = 0, i.e. use only the nodal degrees of freedom in 
the mimetic discretization. 

For a general mesh, it is sufficient to add bubble-type degrees of freedom only 
where they are needed, as dictated by Lemma 8.13. A few such degrees of freedom 
are often sufficient to stabilize the scheme and kill spurious pressure modes. For 
example, on a logically square mesh one needs to add them approximately to every 
fourth edge. 

8.4 Existence of the reconstruction operator 

Here, we construct a reconstruction operator Rp of Sect. 8.2.2 that satisfies properties 
(Ll)-(L6). The construction starts with an auxiliary scalar reconstruction operator 
and then extends it to the vector case to obtain Rp. 

8.4.1 Construction of the scalar reconstruction operator 

Let us shows that for every cell P E Qh, there exists a reconstruction operator Rp 
"fh.P ---+ HI (P) n CO(P) satisfying the five properties below. We remind that "fh.P 
denotes the restriction of the vertex-based space'f!;, to cell P. Let Vp = (vv LEd p be 
the restriction of the discrete field Vh E "fh of P. A two dimensional version of the 
present reconstruction operator is shown later in Sect. 10.2.3. 

(Lls) The reconstruction operator Rp is the right inverse of the nodal projection 
operator: 

\Iv E Yp. (8.130) 

(L2s) The reconstruction operator is exact for linear functions: 

~ I 
Rp (If! ) = If! 

(L3s) The reconstruction operator is stable with respect to the HI-type mesh de­
pendent norm defined by equations (6.15)-(6.16), i.e. there exists a positive con-
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stant CR, independent of hand P, such that 

(L4s) The reconstruction operator has minimal approximation properties, specif­
ically, for every Vp E 1h,P we have: 

(8,131) 

(LSs) The restriction of Rp(vp) to a face f of P depends only on the values vv at 
the vertices v of L 

Let Vp E 1h.p. We construct a scalar function Rp (vp ) which is globally continuous 
and piecewise linear on the auxiliary simplicial partition T hiP of (MR2). Partition 
T hiP may have additional nodes inside element P, in the interior of its faces, and in 
the interior of its edges. 

F or each vertex v of P, we naturally set that Rp (vp ) (xv) = Vv. The restriction of 
Rp (vp) to edge e = (v, Vi) is the linear interpolation of the vertex values Vv and Vv/. 

F or a face f of P we proceed as follows. Let v of T h If be a node located inside it 
and Bv be the set of all the other nodes in Thlf that share an edge ofT hlf with v. Node 
v belongs to the convex hull of the nodes in Bv; hence, its position is a convex linear 
combination of the positions of these nodes. Thus, there exists a set of nonnegative 
numbers {ffiv,v/} such that 

Xv = L ffiv,V/XV/, L ffiv,v' = 1. (8.132) 
v' EEv v' EEv 

We use these coefficients to define the reconstructed function inside f: 

Rp(vp)(xv) - L ffiv,vIRp(vP)(xv/) = O. (8.133) 
v' EEv 

Repeating this construction for all the internal nodes of T h If yields a linear system 
with as many unknowns as Eqs. (8.133). The unknowns are the values of the recon­
structed function Rp (vp) at the internal nodes of f. The matrix of this linear system 
is an M-matrix by the construction. It is nonsingular, and its inverse has nonnegative 
entries [60]. Thus, a unique solution exists; moreover, it satisfies a discrete maximum 
principle. 

Similarly, we determine the values of Rp(vp) at the internal nodes of T hiP' For 
any such node v, we consider the set (denoted again by Bv) of the other nodes in T hiP 
connected to v by an edge. The node v belongs to the convex hull of the nodes in Bv 
and we can write: 

Xv = L Wv,v/XV/, L Wv,v l = 1, Wv.VI ~ O. (8.134) 
v' EEv v' EEv 
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We use these coefficients to define the reconstructed function inside P: 

Rp(vp)(Xv) - L WvyIRp(vP)(xv l ) = O. (8.135) 
v'E5v 

The reconstructed function is already defined on the boundary d P and we can use its 
values there. Repeating this construction for all the internal nodes of Thlp yields a 
linear system with an M-matrix. Thus, it has a unique solution that satisfies a discrete 
maXImum. 

Once the values Rp(vp )(xv) have been detennined for all nodes ofThlp , the re­
constructed function inside each simplex of T hiP is given by the linear interpolation 
of its nodal values. The maximum principle implies the following property: 

'v'vp E "fh.p. (8.136) 

Properties (Lls), (L2s), and (LSs) follows immediately from the construction. To 
show property (L3s), we use the fact that Rp(vp) is the piecewise linear function, 
inequality (8.136), and the estimates (M2)-(M3) from Sect. l.6.2: 

Property (L4s) is the consequence of the following chain of inequalities, 

2 ~ 2 
L2(p) ::;!PI max IIRp(vp) - vvIIL=(T) 

TEThlP 

::;!PI max (maxIRp(vP)(Xvl)-Rp(vp)(xv)12), 
TEThlp viET 

and the argument used in the proof of (L3s). 

8.4.2 Construction of the vector reconstruction operator 

Let us construct a reconstruction operator Rp that satisfies properties (Ll)-(L6) of 
Sect. 8.2.2. With a slight abuse of notation, we now use the symbol Rp to indicate the 
reconstruction operators of Sect. 8.4.1 applied separately to each component of 0,3 

This operator ignores the bubble-type degrees of freedom associated with mesh faces. 
It is easy to verify that, for any face fEd P, there exists a function cp? : P ---+ lR 

satisfying the four properties below. 
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(a) Function cpf is non negative and continuous on P. 

(b) Function cpf is zero on dP If. The trace of cpf on f depends only on the geometry 
off (and not the whole P). 

(c) 1 cpf dS = 1. 

(d) Function cpf is scaled uniformly for all P and f: 

~ b 
Letvp EXh,P. We define Rp(vp) =Rp(vp)+Rp(vp), where 

R~(vp) E span{ cpfllf hE';;-OndP 

and is such that: 

l R(vP)'"f dS = L Vv'"fillf,v+lflvf VfE§ondP, 
f vEdf 

(8.137) 

where illf.v are the weights in the integration rule (8.10). 
It is immediate to see that property (L4) follows from the above definition and the 

divergence theorem. Property (LI) follows from the construction, since the functions 
cpf are zero at all mesh vertices. To show property (L2), it is sufficient to bound R~, 
since the Hl-seminorm of Rp is already bounded by (L3s) of the previous section. It 
holds 

with lXf E Jl{, (8.138) 

which implies 

IR~(Vp)l~l(P) ::; C L IlXfI2Icpfl~1(P) ::; C L lafl 2hp3, 
fEdP fEdP 

(8.139) 

where C is the generic constant independent of hp and P. The coefficient lXf can 
be bounded by repeating some of the arguments used frequently in the convergence 
analysis of Sect. 8.2.3. More precisely, first noting that 

lafl = {afCPf"f'"f dS::; L Vv'llfillf,v- (Rp(vP)'"f dS +Ifllvfl, (8.140) 
.Jf VEdf.Jf 

then adding and subtracting Vf,v in the first term, using Lemma 8.2, the approximation 

properties of Rp and finally applying the scaling If I ;:::::: h~, we derive 

lafl ::; h~211IvplllxhP' 
Inserting this bound into (8.139) yields 

IR~(vp)IHI(P)::; Clllvplllxh,P 

To show property (L3), we observe that 

IIRp(vp) - vvIIZ2(P) = IIRp(vp) - vvIIZ2(P) + IIR~(vp) IIZ2(P)' 

(8.141) 

(8.142) 

(8.143) 
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The first ~rm in the right hand side is controlled by using the approximation property 
(L4s) of Rp. The second term is bounded as follows: 

Let us consider property (LS). Recall that V'~ = 0 for any V' E (lPl (p))3 and any 
f E §. Thus, using definition (8.137) and observing that Rp preserves linear func­
tions, we obtain that R~ ( V'H) ~s zero. Hence, property (LS) follows directly from the 
analogous property (L2s) of Rp. 

Finally, property (L6) follows from (LSs) and property (b) of cpl. 



Part III 

Further Developments 



9 

Elasticity and plates 

"All progress is precarious, and the 
solution of one problem brings us 

face to{ace with another problem" 
(Martin Luther King, Ir) 

In this chapter we consider two different linear problems in structural mechanics. The 
first one is the linear elasticity problem, which we study in both the displacement­
pressure and the stress-displacement formulations. In both cases, we take a particular 
care in devising mimetic schemes that are also stable in the incompressible limit. As 
the second problem, we consider the bending of Reissner-Mindlin plates, which is a 
very popular problem in engineering applications. 

9.1 Displacement-pressure formulation of linear elasticity 

Let us remind the equations for the mixed displacement-pressure formulation of the 
linear elasticity (see Sect. 1.5.2 for more details): 

-div(2,LL8(u)) + Vp = b inQ, (9.1) 

divu - Ii, -1 P = 0 inQ, (9.2) 

u=!f onrD , (9.3) 

(2,LL8(U) + IIp) . n = gN onrN , (9.4) 

where u is the displacement and 8(U) its symmetric gradient, p the pressure, b the 
forcing term,,LL, Ii, the two positive Lame functions describing the material properties, 
gD the boundary displacement, and gN the boundary force. 

The mimetic finite difference scheme for the Stokes problem introduced and ana­
lyzed in Sects. 8.1 and 8.2 can be easily extended to the displacement-pressure for­
mulation (9.1)-(9.4). 

Let us define the space V = (Hl(Q))d, where d as usual is the dimension of the 
problem, and its subspace VgD of functions that equal to gD of rD. Let Q = L 2 (Q) 
if rN -=I- 0 or Q = L6(Q) otherwise. These spaces are defined in (8.5) and (8.6). The 
variational formulation of problem (9.1)-(9.4) reads: 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_9, © Springer International Publishing 
Switzerland 2014 
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Find U E VgD and p E Q such that 

r 2f.u:(u):c(v)dV- r pdivvdV=(b,vcn+(gN,v)rN 'VVEVo, (9.5) .In .In 
in qdivudV - in 'A -lpqdV = 0 'Vq E Q. (9.6) 

Let JI and 'A -1 be the piecewise constant functions defined on Qh whose restriction 
to a given polyhedral cell P is given by 

To discretize the linear elasticity problem (9.5)-(9.6), we consider the same discrete 
spacesXh and Qh of Sect. 8.1. We also consider the same bilinear form ~.P, but with 
the slightly modified consistency condition given below (that we describe briefly, 
referring to Sect. 8.1 for more details). 

(S2) Consistency condition. Let v E [HI (P) n cO(p)]d be a vector field with the 
property that the integration rule associated to the weights in (8.10) is exact for 
any tangent component V· 'Tp J on every face fEd P, see the definition ofthe space 
Sh.P in Sect. 8.1.4. For every such function and every lI' E (lPI (P) l there holds: 

(9.7) 

where the projection operators (.)1 and (.)1 are defined in Sect. 8.1. 

In order to show that the right hand side in (9.7) is computable, we follow the same 
identical steps as in Sect. 8.1.4. Integrating by parts, recalling (8.13) and applying the 
quadrature rule (8.10) to each face f of P, we have 

dh,p( v~, lI'I) = 2JIp j' (c( lI') . IIp) . v dS 
dP 

=2JIp L ap,f( L Vf,v' (C(lI')'"f) Wf,v+lflvfllf' (C(lI')'"f)), 
fEdP vEdf 

where the coefficient apJ = "pJ' llf = ±1 takes into account the orientation of the 
outward face normal llpJ with respect to the fixed face normal llf. As in all mimetic 
schemes, the right-hand side can be calculated using the degrees of freedom of the 
discrete space Xh,g' The discrete weak mimetic formulation of problem (9.5)-(9.6) 
reads as (we refer again to Sect. 8.1 for notation): 

Find Uh E Xh,g and Ph E Qh such that: 

~ (Uh' Vh) + [divh Vh,Ph] Qh = (b, Vh) h + (~, Vh) h 

[divh uh,qh] Qh - L ('A -I )plPlppqp = 0 
PEnh 

(9.8) 

(9.9) 
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Due to the similarity of the discrete weak formulations for the Stokes and linear 
elasticity problems, the stability and convergence of the mimetic scheme (9.8)-(9.9) 
can be proved repeating the arguments of Sect. 8.2. Thus, we have the following 
convergence result. 

Theorem 9.1. Let U E (H2 (Q))d n VgD and p E HI (Q) be the solution of the varia­

tional problem (9.5)-(9.6), with the material coefficient J1 E WL=(P)for all P E Qh. 

Furthermore, let Uh E Xh,g and Ph E Qh be the solution of the mimetic finite difference 
formulation (9.8)-(9.9). Under assumptions (MRI )-(MR2) (see Sect. 1.6.2), (SI) 
(see Sect. 8.1), and (S2) there exists a positive constant C independent of h and A, 
such that 

This convergence result is uniform in A, thus guaranteeing the good behavior of 
the discretization scheme in the limiting case of incompressible elasticity (i.e., A = 

+00) and almost incompressible elasticity (i.e., A » J1). 

Remark 9.1. In [44] a VEM scheme of arbitrary polynomial order on general polyg­
onal meshes is proposed for the linear elasticity problem (9.1)-(9.4). Such scheme, 
that for the velocity variable makes use of a vector version of the discrete space in­
troduced in Sect. 6.3, can be easily recast in the mimetic framework, thus leading to 
a MFD scheme of arbitrary order for the elasticity problem. 

9.2 Stress-displacement formulation of linear elasticity 

In this section we present a mimetic discretization ofthe linear elasticity problem fol­
lowing the mixed, or Hellinger-Reissner, formulation. Such a formulation, presented 
in Sect. 1.5.2, uses stresses and displacements as the primary unknowns: 

a = Ce(u) inQ, (9.10) 

-diva = b inQ, (9.11) 

u=~ onrD, (9.12) 

a·n=gN onrN, (9.13) 

where a is the stress tensor, b the extemalloading term, u the displacement vector, 
C the tensor of elastic moduli, gD the boundary displacement, and gN the boundary 
force. 

This problem has a strong similarity with the mixed formulation of the diffusion 
problem. Indeed, up to a substitution of vectors with tensors and scalars with vectors, 
the structure of the two problems is very similar. On the other hand, there are two 
obstacles that make the numerical discretization and analysis of the elasticity problem 
more involved. The first one is the symmetry of the stress tensor, which in most 
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methods is enforced weakly through a variational equation rather than directly in the 
discrete space. The second one is the lack of uniform coercivity ofthe main bilinear 
form in the important case of almost incompressible materials. 

The approach considered here allows us to construct a mimetic scheme that is 
uniformly stable and convergent. In particular, we have to derive new discrete anti­
symmetry and trace operators that respect given properties and develop an inner prod­
uct that mimics properly the non-uniform coercivity of the inverse elastic moduli 
(l.41). The results in this section are based on [42]. 

The advantage of the stress-displacement formulation with respect to the displa­
cement-pressure formulation of Sect. 9.l is a better approximation of the stress. In 
addition, the numerical stress satisfies a discrete form of the equilibrium condition 
(9.11) on each mesh cell P E Qh. The price to pay for these properties is that we have 
to use a larger number of degrees of freedom. This trade-off between accuracy and 
complexity is observed in many discretization methods. 

Let as be the anti-symmetric operator defined in (l.40). The weak formulation of 
the problem is as follows: 

Find (0", u, s) E HgN (div, Q) x (L2(Q))d x (L2(Q) l such that: 

jQ C-10":-rdV + i u·div-rdV 

+ is. as (-r) dV = (gD, -r. n) rD 

i div 0". vdV = (b, ven 

i as ( 0") . q dV = 0 

'V-rEHO(div,Q), (9.14) 

In the rest ofthis section we focus on the three-dimensional problem, i.e. d = 3. The 
numerical analysis of the two-dimensional problem follows the same steps. 

9.2.1 Assumptions on mesh and data 

We consider the mesh shape regularity assumptions introduced in Chap. l. For sim­
plicity, we assume that the material properties 11 and A are piecewise constant func­
tions on mesh Q h with values I1P and Ap, respectively, P E Qh. This assumption can 
be interpreted as a data approximation. Moreover, we assume that there exist two 
positive constants 11* and 11 * independent of h such that 

(9.17) 

We do not make any further assumption on A in order to include the important case 
of almost incompressible materials. 
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The above assumptions imply that the tensor CC is piecewise constant with respect 
to mesh f2h . Let CC p be its value over cell P. Moreover, we have 

(9.18) 

where dev stands for the deviatoric operator and II . II is the standard Eucleadian norm 
on tensors. 

Finally, for simplicity of exposition we assume homogeneous boundary condi­
tions, i.e. gD = 0 and gN = o. 

9.2.2 Degrees of freedom and projection operators 

Let us introduce the discrete spaces for stresses, displacements and anti-symmetry 
Lagrange multipliers. These finite dimensional spaces are represented by a set of 
degrees of freedom associated with mesh elements or faces. 

• Let Qh denote the finite dimensional space whose degrees of freedom are collec­
tions of discrete vectors in Jl{3 associated with the elements P of f2h: 

(9.19) 

The dimension of Qh is three times the number of elements, and each vector qh E 

Qh can be naturally associated with a piecewise constant vector function whose 
restriction to P coincides with qp. With a small abuse of notation, we identify the 
discrete fields in Qh with the respective piecewise constant vector functions. 

• LetXh denote the finite dimensional space whose degrees of freedom are a collec­
tion of vectors in Jl{9 associated with the mesh faces f: 

(9.20) 

The dimension of Xh is nine times the number of mesh faces. The restriction of 'Ch 
~ ~l ~2 

to P is denoted by 'Cp = ('Cf' 'Cf, 'CdfEP and 'Cp belongs to the linear space Xh.P. 

The proj ection operator from (L 1 (f2) ) 3 onto Qh is defined by 

where the integrals of vectors are interpreted componentwisely. Hereafter, we will 
use a shorter notation q~. 

Given a mesh face f E §, let ~ = (';1, ';2) E Jl{2 denote the position vector of 
face points with respect to a local coordinate system chosen on f with the origin at 
the barycenter off. Each local vector (if, iL i~) can be associated with the linear 
vector field defined on face f as follows: 

(9.21 ) 
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~ ~1 ~2 

Hereafter, the symbol 'tf may denote both the vector ('tf' 'tf, 'tf) and the respective 
linear function (9.21). Thus, any discrete field 'th E ~, can also be written as 'th = 

('tf )fEDh and for any face f it represents the normal component of a piecewise regular 
stress tensor field defined on Q. In this respect, we also use the notation 

(9.22) 

which represents the outward normal component of the discrete tensor field with re­
spect to the element P. 

For any tensor field 't E (LS(Q)?x3, s > 2, with div't E (L2(Q)?, we define the 
projection 'tl in ~, by 

(9.23) 

where lP I (f) is the space of polynomial of degree at most one defined on f. The 
tensor-vector dot product 't. Of is the conventional matrix-vector product: 

3 

('t. Of)i = L 'rij nf,j. 
j=I 

Even if we use the same notation (.) I for the projection operators in ~, and Qh, no 
confusion is possible between them since in the former case the projection operator 
is applied to tensor fields while in the latter case the projection operator is applied to 
vector fields. Finally, the symbol Xh,o denotes the subspace of the discrete fields in 
Xh that vanish on all Neumann boundary faces fErN. 

9.2.3 Discrete mimetic operators 

We define three discrete operators acting on Xh that mimic the divergence, trace, 
and anti-symmetry operators. Consistently with the Gauss divergence theorem, the 
discrete divergence operator divh: Xh ----+ Qh is defined by 

(diVh'th)IP=diVp('tP)=-I~1 L ('tP,f'Of dS \fPEQh· 
fEdP .Jf 

(9.24) 

Following the same argument as in (2.25), we can easily prove the following com­
muting diagram property: 

(9.25) 

Let x = (x,y,z) represent the coordinates in the global Cartesian coordinate system 
and Xp = (xp,yp,zp) the barycenter of element P in this coordinate system. For each 
P, we consider the vector-valued linear functions 

(
X-X p ) 

cpp(x) = Y-YP 
z-zp 

(9.26) 
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and 

(Z-ZP) 
lI'~(x) = 0 , 

xp-x 
lI'~ ( x) = (Z ~ Zp) . 

yp -y 
(9.27) 

Note that V' q>p is the identity matrix. Until the end of this section, we assume that 
-r E (L' (P) ?x3, s > 2, and its divergence is constant. Using the integration by parts 
and observing that the integral of q>p on P is zero yield: 

{tr(-r)dV= {-r:V'q>pdV= L {(-r.np,t).q>pdS. 
Jp Jp fEdPJf 

(9.28) 

Consistently, we define the discrete trace operator trh from Xh to the space of scalar 
functions that are piecewise constant on Qh: 

(9.29) 

From definition (9.23) and observing that q>p is linear, it follows that 

(9.30) 

By combining definition (9.29) with identities (9.28) and (9.30), we have 

(9.31 ) 

Recalling definition (1.40) of the anti-symmetry operator, we now observe that 

Therefore, the same argument as in (9.28) gives 

{(as(-r))i dV = L {(-r.np,f)'v!pdS. 
Jp fEdPJf 

(9.32) 

This formula leads to the consistent definition of the discrete anti-symmetry operator 
acting from Xh into Qh: 

By applying the same argument used to show (9.31), we obtain 

(9.34) 

In the next sections, we will use the restrictions of the aforementioned discrete oper­
ators to cell P denoted by divp, trp and as p. 
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9.2.4 Weak form of discrete equations 

We equip space Qh with the following inner product: 

[qh,PhlQh= L [qp,ppl p, [qp,pplp=IPlqp'PP' 
PEDh 

(9.35) 

We denote the global and local norms induced by (9.35) by 111·III Qh and 111·lll p , re­
spectively. Regarding space Xh, we define the following norm 

(9.36) 

Definition of a consistent inner product on space Xh requires more work. This inner 
product must mimic the natural form of the continuous problem as explained below. 
For a moment, we assume the existence of an inner product with special properties 
and leave its detailed construction to the next subsection. Let 

(9.37) 

where the local bilinear forms [', .j p satisfy the stability and consistency conditions. 

(SI) (Stability Condition). There exist two positive constants c., C* independent 
of h and A such that 

(9.38) 

and 

1 I 2 [ 1 C* 'tp -3"trp('tp)llp p<:::: 'tp,'tp p li'tpEXh,pwithdivp'tp=O, (9.39) 

where ll~ is the projection of the constant tensor ll. 

This condition enforces the correct scaling of the inner product with respect to the 
size ofthe element and the coercivity ofthe deviatoric part of the tensor, mimicking 
the continuum bilinear form. 

Let us define the following space 

(S2) (Consistency Condition). For all 't E Sh,P and any function pI E (lPl (p))3 
there holds 

(9.40) 

The consistency condition states that the inner product is exact when one of its two 
entries is the projection of a linear function. The space Sh.P is infinite dimensional 
and its functions cannot be calculated explicitly. Following the general approach de­
scribed in Chap. 4, the space Sh.P has been designed to be rich enough in order to 
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satisfy (B1) (the interpolation operator is surjective from 5 h.P to Xh.P) and (B2) (con­
tains the constant tensors C p Vpl with pi E (lPl (P) )3). At the same time the space 
Sh.P must allow us to calculate the right-hand side of (9.40) using only the degrees 
of freedom of 'tp and the fact that pi is a linear vector-valued field (property (B3)). 
Indeed, integrating by parts, using the properties of this space and recalling (9.23), 
(9.25), we easily have 

[(CpVpl)~,'t~]p=-(div't). lpldV+ L l('t.np,f)·pldS 
Jp fEdPJf 

=-(divp't~). lpldV+ L l't~rpldS. 
Jp fEdPJf 

(9.41 ) 

We can now present the weak formulation of the mimetic scheme: 

Find ( (Jh, Uh, Sh) E Xh,O X Qh X Qh such that 

[CTh,'th]Xh + [Uh,divh'th]Qh + [Sh,ash('th)]Qh =0 \I'th EXh.O, (9.42) 

[divh(Jh,Vh]xh = [bl,Vh]Qh \lvh E Q," (9.43) 

[ash(Jh,qh]Qh = 0 \lqh E Qh. (9.44) 

Note that the second two equations are equivalent to divh(Jh = bI and as h(Jh = O. 

Remark 9.2. Making use of (9.41) and recalling the surjectivity property (B1), the 
consistency condition (S2) can be written in the following more practical form. For 
all 'tp EXh,P and pi E (lP I(p))3 

where we follow the usual notation = ('tP.f )fEdP' The above condition shows that 
the space Sh,P is only introduced for constructive reasons but does not appear in the 
practical definition of the bilinear form. 

Remark 9.3. To ease the presentation, we assume that the measures of both rD and 
rN are strictly positive. The first condition avoids a floating domain. Regarding the 
second condition, when the measure of rN is zero, the discrete stresses must be re­
stricted to the subspace 

{'thEXh suchthat L IPltrh('th)IP=O} 
PEDh 

and the subsequent statements (including their proofs) have to be modified accord­
ingly, see [42] for details. 
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9.2.5 Practical construction of the scalar product 

The inner product (9.37), which satisfies properties (SI) and (S2), can be built follow­
ing essentially the same steps ofthe previous chapters. Let pJ, i = 1,2, .. ,12, be basis 
functions in (lP 1 (P) ) 3 such that the first three ones are constants and the remaining 
ones have zero mean value on P. Let N; = (Cp Vpf)~ and Np = (N I, N2, ... , N 12) be 
the 9Nf x 12 rectangular matrix. Then, the left-hand side of (9.40) can be written as 

(9.45) 

Since the Cp Vp) is constant over the element, 6Nf components of vector N; vanish, 
see (9.23). The remaining components can be easily computed using the mid-point 
quadrature rule on each face f of P. 

Using definition of the discrete divergence operator, the right-hand side of 
Eq. (9.41) can be written as a dot product of two vectors: 

where 

and 

-(divh'r~)· r pJdV+ L r 'r~rPfdS=('r~lR;, 
Jp fEdP Jf 

1. pJdS 
f.\.r .p 

Ri.k = k= 1,2. 

(9.46) 

(9.47) 

Let Rp = (R 1, R2, ... , RI2). Inserting (9.45)-(9.47) into the consistency condition 
(9.40), we obtain the matrix equation 

Mp Np = Rp. 

The following property follows immediately from the consistency condition and 
is a consequence of the more general result of Lemma 4.1. 

Lemma 9.1. The matrices Np and Rp satisfY 

(9.48) 

where Kp is the symmetric semi-positive definite matrix: 
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Once the local matrices N p and Rp are computed, the local stiffness matrix M p can 
be built following the construction shown in Corollary 4.2: 

where (.) j' is a pseudo-inverse matrix and yP is a positive parameter. To satisfy the 
stability condition (SI), we can take 

yP = ~trace(Rp (R~Np)tR~). 
l2Np 

The theory developed in Chap. 4 guarantees the upper bound (9.38). To show the 
lower bound (9.39), we need to modify slightly the proof of Theorem 4.2 using the 
following lemma. 

Lemma 9.2. Let M~ = Rp (R~ Np) t R~. Then, there exists a positive constant C, 
independent ofh, A, and 11, such that 

(9.49) 

for all1:p E img(Np). 

Proof The first identity in (9.49) follows immediately from the properties of the A­
term in matrix M p. Moreover, since 1:p E img(N p), it exists a linear function pI such 
that 1:p = (Cp \7pl )~. The consistency condition (see also Lemma 4.6) gives 

(9.50) 

Recall that C p 1: = 211p 1: + Ap tr (1:)1I for any tensor 1:. Inserting this expression for 
1: = \7p 1 in (9.50) and noting that tr (\7p 1) = \7p 1 : II = divp 1, we obtain 

(9.51 ) 

Using property (9.31) of the discrete trace operator and the definition of interpolant 
in (9.23), we have 

1 r 1 1 . 1 
trp( 1:p) = fPT Jp tr (Cp \7p ) dV = tr (Cp \7p ) = (211p + 3Ap) dlVP . 

Using this formula, we obtain 

1 12 11 . I 12 
II1:p - 3"trp( 1:p) IIp lip = II (Cp \7p - 3" (211p + 3Ap) (dlVp )1I)p lip 

= 411~ 11(\7pl + ~(divpl )1I)~II~ 3 . 
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Finally, using the standard projection-scaling arguments based on Agmon's inequal­
ity and the mesh shape regularity assumptions, we conclude that 

The assertion of the lemma follows by combining bounds (9.51) and (9.52). D 

9.2.6 Stability and convergence analysis 

Let us show the uniform stability of mimetic scheme (9.42)-(9.44) onXh.O x Qh x Qh 
and discuss its convergence properties. The discrete spaces are equipped with the 
norms introduced above. Following the general theory of saddle-point systems [88], 
the stability result stems directly from the discrete inf-sup condition (Lemma 9.3) and 
the coercivity condition on the kernel (Lemma 9.4). Detailed proofs of these results 
can be found in [42]. 

Lemma 9.3. (inf-sup condition). There exists a positive constant f3 independent of h 
such that, for all VI" qh E Qh, there exists 'rh E)0, such that 

[Vh,divh'rh]Qh + [qh,ash('rh)]Qh ~ f3(lll vhIIIQh + IllqhlllQJ, 

II'rhllxh <:::: 1. 

(9.53) 

(9.54) 

We note that proof of this lemma uses the auxiliary simplicial partition T h intro­
duced in assumption (MR) and the stability result similar to (9.53)-(9.54) for the 
]3])]M finite elements of order 1, see Theorem 4.6 in [82] and Example 7 in the same 
paper. 

Lemma 9.4. There exists a positive constant a, independent o{h and A, such thatfor 
all'rh E Xh,o with divh'rh = 0 it holds 

(9.55) 

By combining Lemmas 9.3 and 9.4 with the classical theory of [88], we can prove 
the uniform stability ofthe method. 

Lemma 9.5. The solution to problem (9.42)-(9.44) exists and is unique. Moreover, it 
holds 

(9.56) 

where constant C is independent of hand k 
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The convergence of the mimetic scheme is shown in the following theorem that 
uses the broken semi-norm [42] 

Theorem 9.2. Let (a, u) be the solution of continuum problem (9.14)-(9.16) with 
a E (Hl(0.))3x3 andu E (H2(0.))3. Furthermore, let (ah,uh) EXh.O x Qh be the 
solution of the discrete problem (9.42)-(9.44) under assumptions (MR) and (SI)­
(S2). Then, it holds that 

Ilah - aIllxh <:::: Ch (1IuIIH2(Q) + IlaIIHi(Q) + IbIHl,h(Q)) , 

divhah = (diva)I, 

IlIuh - uIIIIQh <:::: Ch (1IuIIH2(Q) + IbIHl.h(Q))' 

where the constant C is independent ofh and A. 

(9.57) 

(9.58) 

(9.59) 

Since the constant C is independent of A, the scheme is robust at the limit A ---+ 00, 

i.e., for almost-incompressible materials. Note moreover that Eq. (9.58) implies that 

(9.60) 

The solution regularity required for Theorem 9.2 is the standard one for the dis­
cretization methods converging with the linear order. For example, such regularity 
holds on all convex domains whenever bE (L 2(0.))3, see Theorem 1.3. Here, in ad­
dition, we are assuming that b E H I (P) for all P E 0.. This condition is expected to 
be satisfied for most problems, since it still allows the load to jump across mesh faces. 

Let us assume the existence of an exact reconstruction operator, i.e. an operator 

that satisfies the following properties 

(Ll) For every discrete field 'rh E Xh.P it holds 

div Rp( 'rp) = divp'rp, 

Rp('rp) 'Uf = 'rf \If E dP. 

(L2) The reconstruction operator Rp is the left-inverse of the projection operator 
on the space of constant tensors: 

(L3) For the considered mimetic inner product, the reconstruction operator Rp 
reproduces it exactly: 
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The label "exact" refers to property (L3). We recall that the above operator is usually 
not unique and not always guaranteed to exist, see Sect. 5.3 for a deeper study of exact 
reconstruction operators. Under this exactness assumption, it is possible to show the 
superconvergence of the discrete solution, like in Sect. 5.3. 

Theorem 9.3. For any P E Dh, let Rp be the reconstruction operator satisfYing prop­
erties (Ll)-(L3). Then, under assumptions of Theorem 9.2, it holds 

(9.61 ) 

where the constant C is independent ofh and A, and 0 <::: s <::: 1 depends on the domain 
D and tensor C In particular, s = 1 if D is convex and C is constant. 

9.3 Reissner-Mindlin plates 

In this section, we present the mimetic discretization of the Reissner-Mindlin plate 
bending problem, described in Sect. 1.5.3. We remind the strong form of the equa­
tions for a clamped plate subjected to a normal loading b: 

-div (Ce((3)) - y = 0 III D, (9.62) 

-divy= b III D, (9.63) 

Y = K:t- 2 (Vw - (3) III D, (9.64) 

(3 = 0 on aD, (9.65) 

w=O on aD, (9.66) 

where (3 = ((31, (32) represents the rotations, w is the transverse displacement, y = 

( Yl , Y2) denotes the scaled shear stress, and C is the tensor of bending moduli, 

E 
C't= ( 2) ((I-v)'t+vtr('t)IT). 

12 1- V 
(9.67) 

This problem has attracted much attention in the last decades both in the engineer­
ing and mathematical communities, mainly due to its wide applicability and many 
difficulties hidden in its numerical approximation. Nowadays, there exists a large va­
riety of finite element schemes for the Reissner-Mindlin plate bending problem, the 
most famous and popular ones being the Mixed Interpolation of Tensorial Compo­
nents (MITC) class of methods. 

The mimetic scheme presented below is based on [57] and follows the MITC phi­
losophy. As usual for mimetic discretizations, the scheme can be applied to general 
polygonal meshes with possibly non-convex elements. The scheme uses one degree 
of freedom per mesh vertex to represent the scalar displacement variable and two 
degrees of freedom per mesh vertex plus one additional degree of freedom per mesh 
edge to represent the vector rotation variable. Under certain mesh assumptions, the 
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degrees of freedom associated with the edges can be dropped out, leading to a scheme 
that uses only vertex degrees of freedom for displacement and rotations. Inspired by 
the MITC approach, the mimetic scheme adopts a reduction ofthe shear energy in or­
der to avoid locking. All the reductions and differential operators, bilinear forms, and 
degrees of freedom are defined carefully in order to preserve the important properties 
of the continuum problem. 

Let X = (Hd (Q))2 x Hd (Q). We recall the weak formulation of the problem 
stated in Chap. 1: 

Find (fJ, w) E X and y E (L2(Q)? such that 

a(fJ, 1]) + r y. (Vv-1])dV = (b, ven 
.fa 

r (Vw-fJ).OdV-x:-1P r y.odV=O 
.fa .fa 

where 

a(fJ,1]) = 10 Ce(fJ):e(1])dV 

\f(1],V) EX, 

= (E 2) r ((I-v)e(fJ):e(1])+vdivfJdiv1])dV. 
12 I-v .fa 

9.3.1 Assumptions on mesh and data 

(9.68) 

(9.69) 

(9.70) 

We consider again the mesh shape regularity assumptions (MRI )-(MR3) introduced 
in Chap. 1. Let 1'P,e be the unit tangent vector to edge e of cell P. We assume that 
these vectors are oriented counter-clockwise in each cell P. 

We assume that the Young modulus E and the Poisson ratio v in (9.67) are piece­
wise constant functions on mesh Qh. Moreover, there exist two positive constants C* 
and C* such that 

C* <E(x) <C* \fxEQ. 

This uniform bounds are sufficient for many applications, while the condition of be­
ing piecewise constant can be interpreted as an approximation of the data and is in­
troduced only for simplicity. In general, it is enough to assume that E and v are 
(piecewise) WI ,= and use their cell averages in the numerical scheme. 

The above assumptions imply that the tensor C is piecewise constant with respect 
to mesh Qh. Let Cp be its value over cell P. 

9.3.2 Degrees of freedom and projection operators 

To discretize problem (9.68)-(9.69), we introduce a linear space of discrete trans­
verse displacements, "f}" a linear space of discrete rotations, Hh , and a linear space 
of discrete shears, r;, (see Fig. 9.1). 

• The space 1/, is defined by attaching one degree of freedom to each mesh vertex 
v. The value associated with v is denoted by vv. The collection of all degrees of 
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Fig.9.1. Degrees offreedom for the transverse displacement (left), rotations (center) and shear 
stress (right) 

freedom form the vector Vh E 1h: 

The number of unknowns is equal to the number of mesh vertices. 

• The space Hh is defined by attaching two degrees of freedom (i.e., a vector 1}v E 

]R2) to each mesh vertex v and one degree of freedom T/P,e to each mesh edge of 
each cell P: 

1}h = (1}V)VEJO U (T/P,e)PE!2h,eEdP' 

For each edge e shared by two elements PI and P2 , we assume 

(9.71 ) 

so that, effectively, we have only one degree of freedom per edge. The scalar 
T/P.e represents a bubble-type correction to the tangent component ofthe rotations 
on edge e. The total number of unknowns is equal to twice the number of mesh 
vertices plus the number of mesh edges. 

• The space lh is defined by attaching one degree of freedom oP,e to every edge e 
of every element P: 

Again, we assume that for each edge e shared by two elements PI and P 2, we have 

(9.72) 

The scalar op.e represents the average of the tangential shear on edge e. The total 
number of unknowns is equal to the number of edges. 

The negative sign in (9.71) and (9.72) is due to the opposite orientation of tangent 
vectors 't"Pj,e and 't"P2 ,e' The restrictions of the above spaces to cell P are denoted 
by'fi;,.p, Hh.P, and TJ,.p. We also introduce the proper subspaces'fi;,.o c'f!/"p, Hh.O C 

Hh.P, and lh,o c lh,p that collect the vectors whose components associated with the 
boundary vertices and edges are zero. 
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Now, we define the projection operators from spaces of sufficiently smooth func­
tions to the discrete spaces"th, Hh and Th. For every function v E CO(Q) nHI(Q), 
we define vI E "th by 

For every vector-valued function 1J E (CO(Q) nHI (Q))2, we define 1JI E Hh by 

1JI = (1J~)vEl U (1J~,e)PEDh,eEdP' 1J~ = 1J(xv), 

and 

where VI and V2 are the vertices of edge e. For every vector-valued function ~ E 

H(curl,Q) n (LS(Q)?, s > 2, we define ~rr E Ih by 

~rr = (Op,e)PEDh,eEP' o~,e = 1~ll ~. 'rP,edL. 

Remark 9.4. The edge-based degrees of freedom for space Hh are included for a sta­
bility reason. As for the analysis of the mimetic scheme for the Stokes problem in 
Sect. 8.3, these degrees of freedom can be omitted for the same class of polygonal 
meshes. On such meshes, we obtain a scheme where only vertex-based degrees of 
freedom (for both the displacement and rotations) are used. We refer to [57] for a 
thorough investigation. 

9.3.3 Discrete operators and norms 

Let v I and V2 be the vertices of edge e such that 'rp ,e points from v I to V2. We endow 
the space "th with the following norm: 

(9.73) 

In space Hh, we consider the norm 

where II . II is the Euclidean norm on vectors. Finally, in space Th, we consider the 
following norm: 

II~pllh,p = !PI L IOp,eI 2 . (9.74) 
eEdP 

The norms on ~'f!;, and Hh are HI-type discrete semi-norms. They become norms on 
the subspaces "th.o and Hh.O due to the homogeneous Dirichlet boundary conditions. 
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Indeed, the finite differences appearing in both norms represent gradients on edges 
and the scaling factors I PI were chosen to mimic the HI (P) local semi-norms. Note 
that for the edge-based degrees of freedom in Hh no finite difference is needed since 
it already represents a bubble correction. The norm on Ih is a discrete L2-type norm. 

Let 11 rot = (yp - y, x - xp ) T represent the linearized rigid body rotation about the 
centroid of P. We define he following L2-type discrete seminorm on Hh: 

(9.75) 

Due to this definition, we have 

(9.76) 

The primary discrete gradient operator V h : 11, ---+ Ih is defined as 

It is immediate to check that 

(9.77) 

The primary discrete curl operator curlh : f/, ---+ Y'h is defined as 

In two dimensions, this operator can be considered as a rotated version of the discrete 
divergence operator of Chap. 2. We also have the modified version ofthe commuting 
property: 

(9.78) 

where the second projection operator on Y'h in defined in (2.17). 
The reduction operator nh : Hh ---+ r;, is defined as 

9.3.4 Mimetic inner products and bilinear forms 

We equip the space f/, with the inner product: 

(9.79) 

The local inner product product on the element P must satisfy the stability and con­
sistency conditions. 
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(Sl) (Stability Condition). There exist two positive constants 0"* and 0"*, which 
are independent of h, such that for every ~P E fh,p and every P E Qh, it holds 

(9.80) 

This condition mimics the coercivity of the continuum L2 product and ensures the 
stability of the mimetic scheme. 

Let us define the following space: 

Sh.P = ~ E H(curl, P): curl~ E lPo(P), ~. 'rP.e E lPo(e) \Ie E Jp}. 

According to the constructive path developed in Chap. 4, this space must satisfY three 
assumptions (B1)-(B3). It is easy to verify the first condition (B1) that the local pro­
jection operator from Sh,P to f/"P is surjective, by building ad-hoc poblems on P. The 
second condition (B2) is also trivial, since clearly Sh.P contains the smallest approxi­
mation space consisting of constant vector functions. The third condition (B3), stating 
that the right-hand side of the consistency condition can be calculated explicitly us­
ing only the degrees of freedom of ~ and the fact that p( 1) is a linear polynomial, is 
verified below. 

(S2) (Consistency Condition). For every element P, every scalar linear function 
p(l), and every ~ E Sh.P, it holds 

[(Curlp(l))ll, ~~ 1 = {" Curlp(l) . ~ dV. 
fj"P Jp 

(9.81 ) 

This condition asserts that the mimetic inner product is exact when one of its argu­
ments is the curl of a linear function (i.e. a constant vector field) and the other is a 
function from Sh.P. Integrating the right hand side of (9.81) by parts, using the prop­
erties of Sh.P and (9.78), we have 

[(Curlp(!))n,~~lfj"p= {" p(I)curl~dV- L {"p(I)(~''rp,e)dL 
Jp eEdpJe 

= curlp~~ {" p(l) dV - L 8~,e lp(I) dL. 
Jp eEdP e 

(9.82) 

Thus, the right hand-side can be calculated using only the degrees of freedom of the 
discrete field ~ E Ih and various integrals of a linear function. 

Let ah : Hh x Hh ---+ Jl{ denote an approximation of the bilinear form a defined 
in (9.70). We break it into the sum of discrete local forms: 

ah(/3h,T/h) = L ah,p(/3p,T/p) \I/3h,T/h EHh, (9.83) 
PEQh 

where 
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According to the general theory developed in Chap. 4, the local bilinear fonn ah.p 

is required to satisfy the stability and consistency conditions. The stability condition 
ensures the coercivity property on the subspace orthogonal to its kernel. It also uses 
the correct scaling with respect to the cell size. 

(Sla) (Stability Condition). There exist two positive constants 0"* and 0"*, which 
are independent of h, such that for every 1Jp E Hh.p and each P E Qh it holds 

(9.84) 

Note that we make use of the weaker norm (9.75) in order to guarantee that the dis­
crete bilinear form has the correct kernel, spanned not only by the constant vector 
fields but also by the "linearized rotation" 1Jrot. 

Let us define a functional space Sh.P of test functions (with a slight abuse of nota­
tion, we use the same name for all problems): 

This space is rich enough so that the projection operator (-)I on Hh.P is surjective, 
which gives property (B1) of Chap. 4. It contains the space oflinear functions (prop­
erty (B2)). The last property is verified below. 

(S2a) (Consistency Condition). For every element P, every linear vector-valued 
function pI, and every 1J E Sh.P, it holds 

(9.85) 

The consistency condition is the exactness property; namely, the discrete bilinear 
fonn is exact when one of its arguments is a linear vector-valued function and the 
other one is from space Sh.P. The integration by parts yields 

ah.p ((pI)!, 1J~) = L l (CCpe(pl) . np,e) .1J dL 
eEdP' e 

Using lb = n~.enp,e + 'r~.e 'rP,e, we develop the edge integral as follows: 

Inserting the last two fonnulas in (9.85), we conclude that the right-hand side of the 
consistency condition can be calculated exactly using the degrees of freedom in Hh, 

the cell geometry, and the linear function pI, which is the property (B3) of Chap. 4. 
The construction ofthe discrete bilinear form will be completed in Sect. 9.4. 
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We finally note that we do not need to build an inner product for the deflection 
space "fh in order to formulate the numerical scheme. 

Remark 9.5. Making use of (9.82), (9.86) and recalling the surjectivity properties 
(B1), the consistency conditions (S2), (S2a) can be written in the more practical form 
that does not make use of the spaces Sh.P, exactly as in Remark 8.7. Therefore, as 
usual, the spaces Sh.P are introduced for constructive reasons but do not appear in the 
practical definition of the bilinear form. 

9.3.5 Weak form of discrete equations 

The mimetic scheme for the Reissner-Mindlin plate is defined as follows. First, we 
introduce the following approximation ofthe loading term: 

(b,Vh)h = L b~ L wP.vvv (9.87) 
PEDh VEdP 

where b~ = I PI- 1 r bdV by the definition ofthe projector and {wP.v LEdP is a set of Jp 
positive weights such that LVEdP Wpy = !PI. This approximation of the loading term 
is exact for constant loads. Then, the mimetic scheme reads: 

Find (13 h' Wh, Yh) E Hh,O x "fh,o x n,o such that 

ah (13 h' fI h) + [Yh' V' h vh - ITh fI h llJ, = (b, Vh) h If ( fI In Vh) E Hh,O X "fh,o, (9.88) 

[V'hWh-IThPh,OhllJ,-K-1P[Yh,OhllJ,=0 IfOhEfh,o. (9.89) 

It is immediate to check that the scheme (9.88)-(9.89) is equivalent to the follow-
ing scheme: 

Find (Ph' Wh) E Hh,O x'fij"o such that 

K 
ah (13 h' flh) +(2 [V'hWh - nhOlll V'hVh - nhflhlIJ, 

= (b,Vh)h If(fllnVh) EHh,O x'fij"o· (9.90) 

The discrete operator associated with scheme (9.90) is positive definite and in­
volves only two unknowns, namely the displacement and rotation variables. There­
fore, it is generally more suitable to practical implementations. 

9.3.6 A priory error estimates 

The stability conditions (Sl) and (Sla) imply that the bilinear form in the left-hand 
side of(9.90) is semi-positive definite onHh x'fh. Moreover, again due to the Dirich­
let boundary conditions, it is easy to verify that 

K 
ah (flh' flh) + (2 [V'hVh - IThflh' V'hVh - IThflhllJ, = 0 
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only when both TJ hand vh are zero mesh functions. Therefore, the bilinear form is 
positive definite on Hh.O x 1h.o and scheme (9.90) has a unique solution for all hand 
t > O. 

We now present the following convergence result. The proof makes use of the 
analysis tools discussed in the previous chapters combined with technical arguments 
from the MITe Finite Element literature and can be found in [57]. 

Theorem 9.4. Let (P, w, y) be the solution of (9.68)-(9.69) with P E (H2(Q) n 
HJ (Q)?, wE H2(Q) nHJ (Q), and Y E (HJ (Q)f Furthermore, let (Ph' Wh, Yh) 
be the solution of the mimetic problem (9.88)-(9.89) under the assumptions (SI)­
(S2), (Sla)-(S2a), and the mesh shape regularity assumptions (MR1)-(MR2) of 
Sect. 1.6.2. Then, there exists a constant C independent ofh and t such that 

(9.91 ) 

This theorem states the linear convergence of the method uniformly in the thickness 
parameter t. The approximation properties of the method do not deteriorate when 
the (relative) thickness of the plate is small. The scheme presented here is therefore 
locking free. Extensive numerical verification of the converge estimate can be found 
in [52], together with an extension to plate vibration and plate buckling problems. 

9.4 Implementation of the method 

In this section, we complete the construction of the local bilinear forms introduced in 
the previous sections. We assume that the mesh satisfies the conditions of Remark 9.4, 
i.e. we consider the case of only vertex-based degrees of freedom. 

Let P be a polygon. In order to shorten the notation, we will use the symbol m 
to denote the number of vertices in P, i.e. m = Nt. The vertices are enumerated 
counter-clockwise as VI, ... ,Vrn and vrn+ 1 = v 1. The polygon edges are also enumer­
ated counter-clockwise and ei = (Vi, Vi+J). 

In total, 3m degrees of freedom are associated with P, three with each vertex. We 
order them as follows: first all the rotations, then all the deflections. The local vector 
of unknowns (TJp E Hh.P and Wp E Wh,p) becomes 

According to (9.90), the matrix that represents the local bilinear form, denoted by 
Mp E ~3rnx3rn, can be broken into two terms: 

(9.92) 

The first matrix is associated with the bilinear form ah.p; the second matrix is associ­
ated with the shear energy term. Once the elemental matrices Mp are built, the global 
stiffness matrix is assembled in the conventional finite element way. 
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9.4.1 Stiffness matrix for the bilinear form ah P , 

The local bilinear form ah,p uses only 2m degrees of freedom, Therefore, it can be 
represented by a 2m x 2m matrix still denoted by MP,a: 

The construction of matrix M P,a is based on the stability and consistency conditions 
(Sla)-(S2a), Let ql, q2" .. , q6 form a basis in (lPI (P)?, for example, 

( y-yp) , 
xp -x ( y-yp) , 

x-xp ( x-xp ) , 
y-yp ( x-xp ) , 

yp-y 

where xp = (xp,ypl is the barycenter of P. Let Ni = (qi)~' Since, according to 
Remark 9.4, no edge-based degrees of freedom are considered here, the explicit ex­
pression of vector Ni is available: 

j= l, ... ,m. 

Thus, the components of vector Ni are the x andy values of the linear polynomial qi 
at the vertices of P. 

Formulas (9.85)-(9.86) imply that 

(9.93) 

where the components of vector Ri are defined implicitly by 

Since E (qi) = 0 for i = 1,2,3, the column vectors R I, R2, and R3 are the zero vector. 
Let us introduce two rectangular 2m x 6 matrices Np = (N), ... ,N6) and Rp = 

(RI"'" R6)' Due to the arbitrariness of 1}~, Eq. (9.93) implies that 

MP,aNi=Ri, i=1, ... ,6, 

which can be written in the compact matrix form: 

(9.94) 

Matrix equations of this type appear in every mimetic scheme. Typically, it has a fam­
ily of solutions, whose derivation is discussed in Chap. 4. Here, we present the mem­
ber of this family that leads to the simplest practical implementation of the mimetic 
scheme. 

Remark 9.6. If edge-based degrees of freedom are required for stability, additional 
rows are added to matrices Np and Rp. The remaining derivations are modified ac­
cordingly. 
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Let us introduce the 6 x 6-sized real matrix Kp = N ~ Rp. According to Lemma 4.1, 
this matrix is symmetric and semi-positive definite. Moreover, it has the following 
block structure: 

where K* is positive definite, 0 is a generic zero rectangular matrix, and 03 is a zero 
3 x 3 square matrix. Then, Corollary 4.2 gives 

where yP is a scaling coefficient and K~ is a pseudo-inverse matrix: 

1 j- T 
yP = -trace(Rp Kp Rp), 

2m 

It is immediate to check that Mp.a satisfies Eq. (9.94). The uniform semi-positive def­
initeness expressed by the stability condition (Sla) can be proved with the techniques 
described in Chap. 4. 

Note that matrix MP.a E Jl{2mx2m is defined for the rotational degrees of freedom, 
since the bilinear form ah.p is independent of the deflection variable. When it comes 
to building the local matrix Mp in (9.92) one simply needs to augment MP.a with m 
zero rows and m zero columns. 

9.4.2 Stiffness matrix for the shear energy term 

The matrix Mp,h for the shear energy term is obtained as a product of matrices rep­
resenting the operators V' hand llh with the inner product matrix M p E Jl{mxm repre­
senting the local bilinear form [', 'llhp' see (9.90): 

We enumerate the local degrees of freedom in f/,.P following the enumeration of 

edges in P. The construction of M p repeats the steps of the previous section and 
therefore is presented briefly. 

Let q 1 = X - xp, q2 = Y - YP, and q3 = 1 denote the basis functions of the space 
oflinear polynomials on P. We set N; = (Curlq;)~. The consistency condition (S2) 
(see formulas (9.81) and (9.82)) and the definition ifthe discrete curl operator imply 

where 
- lejl r r 

(Ri)j = TPT Jp qi dV - Je qdL = lejl (qi(XP) -qi(Xej )). 

Since N3 = R3 = 0, the consistency condition is trivially satisfied for q3. Let Np = - - - - - n 
(NJ, N2) and Rp = (RJ, R2)' Due to arbitrariness of vector eSp, we have two matrix 
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equations: 
MpNi=R;, 

that can be written as M p N p = Rp. 

287 

i = 1,2, 

-T­
Next, we introduce the symmetric semi-positive definite matrix Kp = N; Rp. 

Now, Corollary 4.2 gives the solution to the matrix equation: 

where yp = trace(Rp Kpl R~). The consistency condition (S2) gives immediately 
that Kp = IPlh 

The matrix Mp.b appearing in (9.92) can be built by combining Mp with a matrix 
Cp E lRrnx3rn representing both the discrete gradient operator V h, and the reduction 
opertaor nh. Therefore, we set 

where matrix CI E lRrnx2rn represents the ITh operator, 

'rT 'rT Olx2 Olx2 P,el P.e1 

Olx2 'rT 'rT Olx2 P.e2 P.e2 
1 Olx2 Olx2 'rT 'rT 

C1 =- P.e3 P,e3 
2 

and matrix C2 E lRrnxrn represents the V h operator, 

-Iell- I leI I-I o 0 
o -le21-1 le21- 1 0 
o 0 -l e31-1 le31- 1 

o o 

Finally, the local matrix for the shear energy term is given by 

o 
o 
o 
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Other linear and nonlinear mimetic schemes 

"Classification of mathematical problems as 
linear and nonlinear is like classification of 
the Universe as bananas and non-bananas" 

(Unknown source) 

10.1 Advection-diffusion equation 

Let Q be a bounded, open, polygonal (polyhedral) subset of Jl{d, d = 2,3, with the 
Lipschitz continuous boundary r. We consider the mimetic discretization of the 
advection-diffusion equation for the scalar field p introduced in Sect. 1.4.3: 

div({3p - KVp) = b in Q, 

p=If on r, 
(10.1) 

(10.2) 

where K is a bounded, measurable, symmetric and uniformly elliptic tensor, b E 

L2(Q), If E Hl/2(r), {3 E C1(Q)d is such that div{3 ~ 0, cf. assumptions (Hl)­
("3) in Sect. 1.4.1. The diffusive and the total fluxes are given by 

u=-KVp and u=u+{3p. (10.3) 

For simplicity, we will restrict the presentation of the mimetic schemes and their 
theoretical analysis to the case of the homogeneous Dirichlet boundary condition 
If = O. However, we will consider non-homogeneous boundary conditions in the 
numerical experiments in Sect. 10.1.4. 

Under these assumptions, the existence and uniqueness of a weak solution in 
Hd (Q) follows from the fact that the bilinear form associated with problem (10.1)­
(10.2) is continuous and coercive. The advection-diffusion equation can be dis­
cretized by considering various techniques from the literature on finite volume and 
finite element schemes. There are two possible approaches: 

1. The diffusive flux is approximated by the low order mimetic discretization of 
Chap. 5 and the advective term is treated numerically using a centered or an up­
wind discretization. 

2. The total flux is selected as the primary variable, which leads often to a scheme 
with a centered-type approximation of the advection term. 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_10, © Springer International Publish­
ing Switzerland 2014 
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The first approach is, seems, more popular in the finite difference and finite volume 
(FV) communities, cf. [113,147]. The second one is often used in the finite element 
community. Nevertheless, it is worth mentioning that both approaches have been 
considered in the framework of mixed finite element methods, see [143, 144,220]. 
In the mimetic finite difference framework, a numerical discretization of the total 
flux has been proposed in [107]. A proper reformulation of the mimetic scheme as 
a conforming method, using a finite dimensional subspace of H(div,Q), makes it 
possible to perform the convergence analysis in a way very similar to that presented 
in [143]. 

A systematic study of the two possible approaches, their advantages and draw­
back, has been carried out in [45], in which the advective term is treated numerically 
using the unified formulation for the hybrid FV, the mixed FV and the MFD meth­
ods dubbed as the hybrid mimetic method (HMM), cf. [148]. We review the main 
approaches in the next subsections. In Sect. 10.2.3, we present the convergence anal­
ysis and a priori error estimates. In Sect. 10.1.4, we illustrate the shock-capturing 
behavior of the various mimetic discretizations. 

10.1.1 Discretization of the advective term 

We introduce a few geometric quantities that will be useful in the definition of the 
numerical advection flux. Let dpJ be the distance between centroid Xp of cell P and 
the hyperplane containing the face f. Furthermore, let 

for any internal face f E §o shared by P and pi, 

for any boundary face f E §d. 

As in Chap. 5, the degrees of freedom of the vector variable u are associated with 
the mesh faces and approximate the normal component ofu on each face. In contrast 
to Chap. 5, here, we prescribe one flux value Up.f to each pair (P, f). Thus, each 
internal face f shared by cells PI and P2 has two fluxes, Up],f and uP2,f. We denote 

the linear space of the discrete fields collecting these fluxes by §h: 

~ ~ 

Let §h,P denote the restriction of §h to cell P. Note that the discrete space §h in-

troduced in Chap. 5 is isomorphic to a subspace of §h which is given by 

In each cell P, we approximate the velocity field by a vector J3~ E §h,P: 

(lOA) 
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FV-inspired mimetic discretizations. Several discretization schemes for the advec­
tion term are available in the FV literature including the second-order cell-centered 
scheme, the first-order upwind scheme, the (J-scheme, and the Scharfetter-Gummel 
scheme. In these schemes, the advective fl~ of the exact solution P is approximated 
by the numerical advective flux Ua(Ph) E §h of the discrete scalar field Ph E Y'h: 

(10.5) 

We list below the schemes that we will consider in the section with numerical exper­
iments. Let f = P n pi iff E §o and that PP' = 0 iff E §d. 

• The second-order cell-centered scheme is given by the approximation 

a pp + PP' 
(u (Ph))PJ=f3PJ 2 . 

• The first-order upwind scheme is given by the approximation 

wheres± = max(±s, 0). 

• The (J-scheme is given by the approximation 

(Ua(Ph) )P,f = f3t.f ((1- (J)pp + (J PP') - f3P.f ((1- (J)pp' + (J pp) 

= (1 - 2(J) ((f3t.fPP - f3P.fPP') + (J f3PJ (pp + pp'), 

where (J E [0, 1/2]. This scheme is clearly intermediate between the cell-centered 
and the upwind schemes. 

• The Scharfetter-Gummel scheme [321] is given by the approximation 

where 
-s 

Asg(s) = ---=----\. 1-1. 
e'-

(10.6) 

(10.7) 

Note that the first three scheme above can be also found in the FE literature, see 
for instance [128,219]. As pointed out in [113], the Scharfetter-Gummel scheme 
was written for an isotropic homogeneous material, i.e., K = I. This definition of the 
advective flux is somewhat basic in the general case K # I, especially if some eigen­
values of K are small. Although the above definition of Asg ensures the L2-stability 
of the scheme, it can produce quite bad solutions in the advection-dominated cases. 
A better choice is provided by scaling Asg locally in accordance with the smallest 
eigenvalue of K. If At is the smallest eigenvalue of Kp and Kp', we take 

Asg,KJ(S) = min( 1, At )Asg (min(~, At) ) (10.8) 
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instead of Asg(s) in (10.6). In this way, the numerical flux automatically and locally 
adjusts the upwinding of the advection term depending on its relative strength with 
respect to the diffusive term, without perturbing the consistency property ofAsg . More 
details and background ofthis choice can be found in [45]. 

Once a FV-based discretization of the advective term has been chosen, the term 
div {3 P in (10.1) is approximated by 

(div{3P)IP :::::: I~I L Ifl(ua(Ph))P.f = divp (ua(Ph))IP 
fEdP 

where divp is defined as in Sect. 2.2. The inner product on space §h introduced in 
Chap. 5 is the sum of cell-bas~ contributions; therefore, it can be naturally extended 
to an inner product on space §h. The mimetic approximation of the problem (10.1)­
(10.2) reads: 

Find (Uh,Ph) E §h x f!JJh such that 

[Uh' Vh] = [divh Vh,Ph] iY'h 

[divh(Uh+Ua(Ph)),qhLJ'h = [b',qhLJ'h 

(10.9) 

(10.10) 

FE-inspired discretizations. In [107] a different approach, that uses the total flux 
as the primary variable, is considered. The authors start with the mixed variational 
formulation of problem (10.1 )-(1 0.2) that reads (see [88]): 

Find (u,p) E H(div,Q) x L2(Q) such that 

(K-1u, v) - (p, divv) - (K-1 {3 p, v) = 0 

(divu,q) = (b,q) 

where u is the total flux defined in (10.3). 

\Iv E H(div,Q), 

\lq E L2(Q), 

(10.11) 

(10.12) 

The mimetic discretization of the first term in (10.11) is considered in Chap. 5. To 
discretize the advection term, we approximate the variational term as 

(K-l{3p,V) = L 1 K- 1{3p·vdV:::::: L pp[{3~,v~]p, 
PEnh P PEnh 

where the interpolated velocity field {3! E §h is given by (10.4) and the local inner 
products are the same inner product used to assemble [', . The weak form of the 
mimetic scheme proposed in [107] reads: 

Find (Uh,Ph) E §h x f!JJh such that 

[Uh Vhlj~ - [Ph, divh Vh]Y'h - L pp [{3~, Vh] P = 0 \lVh E §h, (10.13) 
PEnh 

[diVh uh,qhLJ'h = W,qL"'h \lqh E f!JJh· (10.14) 
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The convergence analysis of this scheme is carried out in [107] under certain as­
sumptions on the mesh shape regularity. When P E H2(Q), this analysis provides 
the following estimate: 

(10.15) 

where III . Illi and III '111Th are the norms induced by the respective inner products. It 
is worth menfioning that the approximation of the scalar variable is superconvergent, 
the result that can be shown theoretically under additional assumptions on the domain 
shape, the source term, and the velocity field. 

The convergence is proved for h ---+ 0, but for larger h the scheme is expected to 
become unstable when the problem is advection-dominated. This instability mani­
fests itself through various numerical artifacts such as undershoots, overshoots, and 
especially oscillations. To improve the stability of the scheme, we modify the di­
vergence equation by adding a stabilization term that depends on the solution jumps 
across mesh faces. Let f = P n pi be an internal mesh face and op. f . Of = 1. The jump 
of the discrete scalar field qh E f!JJh is defined by 

Now, Eq. (10.14) is substituted by 

forf E §o, 

forf E §d. 

[divhuh +Jh(Ph),qhLJ'h = W,qh]J'h \;/qh E f!JJh· 

The stabilization term Jh(Ph) E f!JJh is given by 

ex '" [ Jh(Ph)IP = 21PI L. IfllfJp,fl [[Ph]]f, 
fEdP 

(10.16) 

(10.17) 

(10.18) 

where ex is a non-negative parameter that can be tuned to control the amount of nu­
merical dissipation added to the scheme. 

The scheme (10.13), (10.17) formally differs from the scheme introduced earlier, 
since the advection term is now imbedded in the total flux. However, it is still possible 
to extract an explicit form of the numerical advection flux and reformulate the new 
scheme like a FV scheme. To this purpose, we define the vector 

(10.19) 

with this definition, Eq. (10.13) resembles Eq. (10.9); therefore, Uh plays the role ofa 
pure diffusive flux. Noting that the stabilization term Jh(Ph) IP is written as a balance 
of fluxes, allows us to identify the advective flux as 

(Ua(ph))p,f=PpfJ~,f+~ fJ~,f [[Ph]]f, (10.20) 

so that (10.17) is equivalent to divh(uh + Ua(Ph)) bl . The stabilized 
scheme (10.13), (10.17) can therefore be written as: 



294 10 Other linear and nonlinear mimetic schemes 

[Uh, vhl~ = [divh Vh,PhLY'h \lvh E §h, (10.21) 

[divh(uh + Ua(Ph)),qhLY'h = [bI,qh]Y'h \lqh E Y'h, (10.22) 

(Uh + (Ua(Ph)) P.f+ (Uh + (Ua(Ph))p1.f =0 \lfE§o. (10.23) 

Note that the diffusive flux Uh and the advective flux Ua(Ph) are not conservative 

when considered separately and, therefore, belong to the linear space §h but not to 
§h. However, their sum is conservative in view ofEq. (10.23). 

10.1.1.1 U nijied setting 

We present a unified formulation for the numerical discretization of the advection 
term. It includes the FV-based discretizations, as was noted in [113], and the MFD­
based discretization (10.21)-(10.23). The unified formulation allows us to simplify 
the software implementation and carry out a unified theoretical analysis. 

Let us consider two functions A,B : lR ---+ lR and define the numerical advective 
flux as the collection of real numbers 

(10.24) 

such that 

(10.25) 

We consider the scheme (10.21 )-(1 0.23) with this definition ofthe advective flux. 
The schemes presented earlier correspond to different choices of A and B: 

Centeredscheme:A(s) = ~ andB(s) =~. 
Upwind scheme: A(s) = s+ and B(s) = -s-. 
B-scheme: A(s) = (1 - 2B)s+ + Bs and B(s) = -A( -s). 
Scharfetter-Gummel scheme: A(s) = Asg(s) is defined by (10.7) and B(s) = 

-Asg( -s). The locally scaled Scharfetter-Gummel scheme is obtained by using 
Asg,K.f defined by (10.8) instead of Asg. 
Stabilized MFD scheme: A(s) = s+ %Isl andB(s) = -%lsI-

The first four choices lead to a conservative definition of the numerical advective 
flux, whereas the last one does not. However, in all five cases, the total conservation 
is ensured by (10.23). Note that functions A and B have the following properties: 

(ABt) A and B are Lipschitz-continuous functions andA(O) = B(O) = O. 
(AB2) A(s) + B(s) = s for any real number s. 
(AB3) One of the following two alternatives holds: 

(AB3s) A(s) + B( -s) = 0 and A(s) - B(s) ~ 0 for any s. 
(AB3w) The function s ---+ A(s) + B( -s) is odd and there exists C > 0 such that 
A(s) - B(s) ~ -Cisl for any s. 
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We will refer to (AB3s) as the strong (AB3) condition, and to (AB3w) as the weak 
(AB3) condition. Condition (AB3s) is satisfied by all FV-based discretizations listed 
above, whereas the MFD-based discretization satisfies (AB3w). In fact, condition 
A(s) + B( -s) = 0 is the one that ensures the conservation of the numerical advective 
flux (10.25). As noted in [45], conditions (ABt )-(AB3) are sufficient to carry out 
the theoretical analysis of the scheme (10.21)-(10.25), with slightly different results 
depending on which alternative in (AB3) is satisfied. 

Remark 10.1. Equation (10.22) can be rewritten in the finite volume form as the local 
(cell-based) flux balance equation: 

(10.26) 

Remark 10.2. Nothing prevent us from choosing in (10.25) different functions A =Af 
and B = Bf for different edges f, provided that they satisfy conditions (ABt)-(AB3) 
and that their Lipschitz constants remain uniformly bounded as h ---+ O. This setting 
would allow us to make a finer tuning of the scheme, e.g. to reduce the numerical 
diffusion due to upwinding or to adapt the scheme to the mesh geometry. 

10.1.2 An alternative hybrid discretization of the advection term 

Another discretization of the advection term is obtained by using face-based values 
Pf in (10.25) instead of Ppl. These values appear in the hybrid mimetic scheme (see 
Chap. 11) and approximate average value of P on mesh edges. Let Jih = (pf )fE.Y0,. 

We define 
(10.27) 

such that 

(Ua(Ph,Ph))P,f = ~f (A(df f3~,f)PP +B(df f3~,dPf)' (10.28) 

The substantial difference with the previous choice (10.25) is that no property 
imposed on A and B ensure that the fluxes Ua(Ph,Ph) are conservative. However, 
this does not bring additional difficulties in the theoretical analysis provided that the 
following weaker form of property (AB3) holds. 

(AB3h) One of the following two alternatives holds: 

(AB3hs) A(s) - B(s) ~ 0 for any s. 

(AB3hw) There exists C > 0 such that A(s) - B(s) ~ -Cisl for any s. 
The hybrid-mixed mimetic formulation can then be written as: 

Find (PI" uh,Jih) E Y'h x §h X Ah such that 

[Up,vp]p = L Iflvp,f(PP-Pf) 
fEdP 

(10.29) 
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L Ifl(uPJ+(UG(Ph,h))P,f) = r bdV 
fEdP }p 

(10,30) 

(Uh + (uG(ph,h)) PJ + (Uh + (uG(ph,h)) P'J = 0 (10,31) 

where the local inner product is the same as above. 

Remark 10.3. An important advantage of using (10.27)-(10.28) instead of (10.24)­
(10.25) is that the unknowns Ph and Uh can be eliminated locally by the static con­
densation. This procedure is common for hybrid-mixed discretizations and provides 
a reduced linear system with respect to the unknown Ph. Moreover, when the dis­
cretization of the advection term leads to a significant numerical diffusion, as for 
example in the case of the upwind scheme, the hybrid-mixed formulation is likely to 
be less diffusive. 

10.1.3 Convergence analysis 

The convergence analysis is based on the mesh regularity assumptions (MRl)­
(MR3).-2..f Sect. 1.6.2. Let us introduce the following mesh-dependent norms for the 
space ,,#,17 : 

Illvplf = [vp, vp] 
.YJ,p 

(10.32) 

The mesh functions in 917 can be identified with the Qh-piecewise constant func­
tions and the inner product in 917 is, in fact, the L 2-scalar product for such functions. 
Therefore, it is quite natural to consider the L2 norm. However, we will also find it 
useful to carry out the analysis by using the discrete HJ-like norm: 

(10.33) 

where pi is the cell on the other side of f E J P n,'#'o and, to ease notation, we assume 
that qp' = 0 iff E JP n,'#'d. We will also need a discrete HI norm on 9 h x Ah: 

(10.34) 

It is easy to see that this norm is stronger than (10.33). More precisely, there exists a 
constant C that dependents only on the mesh regularity constants in (MRl)-(MR2) 
such that 

(10.35) 

In the following, we will use the symbol ~ to indicate an upper bound that holds up 
to a positive multiplicative constant independent of h. Also, we will trace explicitly 
the constants that may be zero depending on which alternative, (AB3s) or (AB3w), 
is considered. The proofs of the results in this section can be found in [45]. 



10.1 Advection-diffusion equation 297 

Lemma 10.1. Assume that (H1)-(H3) of Chap. 1 hold. Let Q h satisfY the mesh as­
sumptions (MR1)-(MR3) in Sect. 1.6.2. Furthermore, let UO(qh) be the advective 
flux, qh E f!JJh, given by (10.24)-(10.25) with A and B satisfYing conditions (AB1)­
(AB3). Then, there exists a constantCj ~ 0 that only depends on {3,A,B and the mesh 
regularity constants such that 

jar all (qh, qh) E f!JJh X Ah. Moreover, C] = 0 if (AB3s) holds. 

The lemma below is the key point in the a priori error analysis of scheme (10.21)­
(10.25). To state it, we first notice that, thanks to (10.21), we can introduce the set 
offace values Ph E Ah such that (lO.29) holds even if Uh is not conservative. To this 
purpose, we simply define Pf through Ifl(pp - Pf) = [up, vp]p where VP,f = 1 and 

vpJ' = 0 for f' # f. Then, taking the vector Vh E §h in (10.21) that vanishes on all 
mesh faces except f and is such that VpJ = 1 and VplJ = -1 allows us to show that 

Pf does not depend on P. This definition also ensures that Pf = 0 whenever f E §d. 

Lemma 10.2. Assume that (H1)-(H3) of Chap. 1 hold. Let Q h satisfY the mesh as­
sumptions (MR1)-(MR3) in Sect. 1.6.2. Furthermore, let UO (qh) be the advective flux 
given by (10.24)-(10.25) with A and B satisfYing conditions (AB1)-(AB3). Then,for 
the solution (Ph, Uh) to scheme (10.21)-(10.23) and Ph introduced above, we have: 

(10.37) 

where Cj is the constant of Lemma 10.1. 

Corollary 10.1. Under the assumptions of Lemma 10.2, we have 

(10.38) 

In particular, jar all h small enough (or any h if(AB3s) holds), the scheme (10.21)­
(10.23) has a unique solution. 

Remark 10.4. For the hybrid-mixed mimetic scheme (10.27)-(10.31) with A and 
B satisfying (AB1)-(AB2) and (AB3h) there hold results similar to that given in 
Lemma lO.2 and Corollary lO.1. 

The main convergence result for (PI" Uh,Ph) E f!JJh x §h X Ah is stated in the fol­
lowing theorem. This theorem uses projections pI E f!JJh and uI E §h of the exact 
solutions and the projection pJ E Ah given by 

(10.39) 
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Theorem 10.1. Let p E H2(Q) be the solution of the continuous problem (10.1)­
(10.2) under assumptions (H1)-(H3) and U be given by (10.3). In addition, let K 
be locally Lipschitz continuous on Qh. Furthermore, let (Uh,Ph) be the solution of 
problem (10.21)-(10.22) under assumptions (MR1)-(MR3) and (AB1)-(AB3) with 
either h small enough if (AB3w) holds or any h if (AB3s) holds. Then, 

From Theorem 10.1 we get immediately two corollaries. 

Corollary 10.2. Under the hypotheses of Theorem 10.1, it holds 

~ ~I 

Uh- U 

Corollary 10.3. Under the hypotheses of Theorem 10.1, it holds 

where r = ]!2 if d > 2 and r < +00 if d = 2. 

(10.41) 

Remark 10.5. Repeating the arguments used in [45] for proving Theorem 1O.l, it 
possible to show that a similar error estimate holds for the hybrid-mixed formula­
tion (10.29)-(10.31), which is based on the numerical advective flux (10.27)-(10.28). 

Remark 10.6. It must be noted that the results of this section are not uniform with 
respect to the Peclet number, i.e., the estimates degenerate when the advection be­
comes dominant. Uniform estimates cannot be derived under the unified framework 
considered here, since it includes the methods that are not stable in this limit. Never­
theless, numerical tests show the good behavior of the methods also in the advection­
dominated case, see Sect. 10.l.4 

10.1.4 Shock-capturing behavior 

The shock-capturing capability of the discretization methods is illustrated with two 
test cases where strong layers are developed in the advection-dominated regime. 
More numerical tests can be found in [45]. We solve the advection-diffusion equation 
in Q =]0, l[x]O, l[ using the mesh shown in Fig. 5.2. 
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For convenience, we use short labels for the schemes introduced above. Recall 
that these schemes use the same discretization of the diffusion term as described in 
Chap. 5 and differ by the numerical treatment of the advective flux: 

• Cnt, two-point centered flux formula; 
• Upw, first-order upwind flux formula; 
• SG, the Scharfetter-Gummel flux formula with the local adjustment (10.8); 
• NoStab, central mimetic scheme without any form of stabilization; 
• Jmp, central mimetic scheme with the jump stabilization (10.17). 

Exponential boundary layers. We study experimentally how different schemes ap­
proximate a solution with an exponential boundary layer, which is formed on the 
downwind sides (with respect to f3) of the domain boundary. To this purpose, we 
solve problem (1 0.l)-(1 0.2) with the scalar diffusion tensor, K = vi, v = 10-4 , and 
velocity field f3 = (2,3f. The Dirichlet boundary conditions and the loading term 
are such that the exact solution is: 

This problem is strongly advection-dominated and the solution has two exponential 
boundary layers near the top and right sides of Q. 

In Fig. 10.1, we compare the numerical solutions produced by four scheme: SG, 
Upw, NoStab and Jmp. Panel (a) and (b) show non-oscillatory solutions produced 
by schemes Upw and SG. From panel (c) it is evident that without a stabilization, the 
numerical solution produced by the NoStab scheme suffers from severe oscillations. 
These oscillations disappear (see panel (d)) when we add a stabilizing term to the 
divergence equation based on the solution jumps across mesh edges. However, this 
stabilization introduces significant numerical diffusion leading to a poor resolution 
of the boundary layers, worst than in the FV-based schemes. 

Exponential and parabolic boundary layers. Now, we solve problem (10.1 )-(1 0.2) 
with the Dirichlet boundary conditions on r: 

p(x,O) = (l-x)3, p(x, 1) = (l-xf, p(O,y) = 1, p(l,y) = O. 

Again, we take the scalar diffusion tensor, K = vi, v = 10-4 , but change the velocity 
field to f3 = (1,0) T. The solution has one exponential boundary layer at the side x = 1 
and two parabolic boundary layers at y = 0 and y = 1. Figure 10.2 shows the discrete 
solutions produced by four schemes: SG, Upw, NoStab, and Jmp. The conclusions 
are similar to that in the previous case of the single exponential layer. 
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(0) - SG (b) - Upw 

(c) - NoStab (d) - Jmp 

Fig. 10.1. The exact solution has two exponential boundary layers on the right and top sides 
of Q. Numerical solution is displayed at mesh vertices using a linear interpolation of cell­
centered data. Severe oscillations are visible in plot (c) for the central mimetic scheme without 
any stabilization (note the different scale along the axis Z). These aliifacts disappear in plot 
(d) where the jump stabilization is turned on 
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(0) - SG (b) - Upw 

(c) - NoStab (d) - Jmp 

Fig. 10.2. The exact solution has the exponential boundary layer on the right side and two 
parabolic layers on top and bottom sides of Q. Numerical solution is displayed at mesh vertices 
through a linear interpolation of cell-centered data. Severe oscillations are visible in plot (c) 
when we use the central mimetic scheme without any stabilization (note the different scale 
along the axis Z). These atiifacts disappear in plot (d) where the jump stabilization is tumed on 
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10.2 Obstacle problem 

The elliptic obstacle problem can be considered as a model problem for variational 
inequalities (see, e.g, [176]). It is the problem of finding the equilibrium position of 
an elastic membrane which is constrained to lie above a given obstacle and whose 
boundary is held fixed. This problem has found applications in a number of different 
fields as structural and fluid dynamics. The examples include fluid filtration in porous 
media, optimal control, and financial mathematics [221,226]. In this section we in­
troduce a lower order mimetic scheme for the obstacle problem that is an extension of 
the mimetic scheme for the diffusion problem described in Sect. 6.2. The presented 
results are based on [17]. 

10.2.1 The problem formulation 

Let Q be an open, bounded, convex set of~2, with either a polygonal or a C2-smooth 
boundary r. Let g:= gil with g E H2(Q). We define the linear space 

Yg={VEHI(Q): v=gonr}. 

Let us introduce the function VI E H2 (Q) such that VI s: g on r, representing an 
obstacle, and the related convex space of admissible solutions: 

X={VEYg: v~Vla.e.inQ}. (10.42) 

We are interested in solving the following variational inequality: 

Find u E X such that 

d(u,v-u) ~b(v-u) \Iv EX. (10.43) 

where the bilinear form d (" .) : HI (Q) x HI (Q) ---+ ~ and the linear functional 
b(·) : HI (Q) ---+ ~ are defined by 

d(u, v) = in \lu· \lvdV, b(v) = r bvdV. .JQ 
Under the above data regularity assumption, the elliptic obstacle problem (10.43) 
is well posed (see e.g. [81] and [308, Corollary 5:2.3]) and has the unique solution 
u E H2(Q) n Yg. 

10.2.2 A mimetic discretization 
~ ~ 

Let Q c Q be a pol~gonal approximation of Q such that all the vertices of Q that are 
on tEe boundary of Q are also on the boundary of Q . We denote a polygonal partition 
of Q by Qh and we assume that this partition satisfies the assumptions (MRI )-(MR2) 
introduced in Chap. 1. Let, as usual,Y and 0' denote the set of mesh vertices and 
edges. In addition, we denote the set of internal vertices and edges by yO and gO, 
and the set of boundary vertices and edges by yd and §d. 



10.2 Obstacle problem 303 

10.2.2.1 Degrees offreedom and projection operators 

To discretize problem (10.43), we employ the construction of Sect. 6.2 which is sum­
marized below. The first step is to select the degrees of freedom for the approximation 
space 1/,: a vector Vh E 11, consists of vertex-based degrees offreedom, one per mesh 
vertex: 

Its restriction to cell P is denoted by Vp E'f!/,.p. The dimension of 1/, is equal to the 
number of mesh vertices. We also define the discrete space 1h,g c'f!/, 

of the functions that satisfy the Dirichlet boundary condition. Accordingly, 11,,0 de­
notes the space of discrete functions that vanish at the boundary nodes. 

We finally introduce the projection operator from the spaces of continuous func­
tions v E CO (Q) n H I (Q.) to the discrete space'f;,: 

10.2.2.2 Discrete norms and bilinear forms 

We endow the space 1/, with the following discrete seminorm 

(10.44) 

where VI and V2 are the two vertices of edge e. The finite difference (VV2 - VVI ) Ilel 
represents the tangential gradient along the edge. Therefore, II . 111.h is a HI (Q.) -type 
discrete seminorm, which becomes a norm on 11,.0. 

Let dh : 11, x 11, ---+ lR denote the mimetic approximation of the bilinear form d. 
The discrete form dh is identical to the one introduced in Sect. 6.2 for the Poisson 
equation. It is built element-by-element: 

sdI,(Uh,Vh) = L dh,P(UP,vp). 
PEDh 

The local discrete bilinear forms satisfy the consistency and stability conditions. Let 
Sh,P be a subspace ofHl(p) nCO(p) of functions that are linear on the edges e ofP. 

(S1) (Stability Condition). There exists two positive constants 0'* and 0'* such that 
for every Vp E 1h.P it holds: 
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(S2) (Consistency Condition). For every lff E lPI (P) and every v E ShoP it holds: 

$J"p(v~, lff~) = r Vv· VlffdV = Vlff' L llPoe r vdS. 
Jp eEdP Je 

Let wp 01, ••. , Wp oN~ be positive weights associated with vertices VI,···, V N~ of 

polygon P and such that L~l wP,i = IPI. We use them to approximate the loading 
term: 

1 r 
b~ = TPT Jp bdV. (10.45) 

10.2.2.3 The numerical scheme 

Let us introduce the discrete convex space that approximates X: 

The mimetic discretization of problem (10.43) reads: 

Find Uh E Jtj, such that 

(10.46) 

Due to the stability property (SI), the bilinear form $J, is coercive on the subspace 
of 11, of the mesh functions that are orthogonal to constant functions. Therefore, 
since Jtj, c 11, is convex and closed, the existence and uniqueness of a solution for 
the discrete problem (10.46) follows from standard arguments [115]. The uniform 
stability of the discrete problem with respect to h is an implicit consequence of the 
analysis that follows. 

10.2.3 Convergence of the method 

In this section, we prove the linear convergence of the proposed mimetic scheme. 
In order to shorten the notation, we will use the symbols t, ;S, and;'::' to represent 
equivalences and bounds that hold up to a constant uniformly in the mesh size. 

10.2.3.1 A reconstruction operator 

Let us show that for all P E Q h there exists a local reconstruction operator 

that satisfies the six properties listed below. The global reconstruction operator R is 
defined such that R(Vh)IP = Rp(vp). A three dimensional version ofthis same recon­
struction operator has been presented in Sect. 8.4.1. 
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(LI) The reconstruction operator is the right inverse of the projection operator: 

Rp(vp )(xv) = Vv \lvp E "th.P, \Iv E JP. 

(L2) The reconstructed function Rp (vp ) is linear on every edge e of P. 
(L3) The reconstruction operator is exact on linear functions: 

(L4) The reconstruction operator is uniformly bounded in the energy norm: 

(LS) The reconstruction operator is uniformly bounded in the L 2 norm: 

2 

IIRp(v~)IIZ2(P) ;S L h~klvI1k(P) \Iv E H2 (P), 
k=O 

(L6) The reconstruction operator satisfies the maximum principle: if Vv ~ 0 for all 
v E J P, then Rp (vp ) ~ 0 in P. 

A local reconstruction operator satisfying these properties has been built in [57]. 
Let P E Qh and Vp E'f!/"p be given. We define Rp (vp) as a globally continuous and 
piecewise linear function on the triangulation T h introduced in Sect. 1.6.2. Since such 
a reconstruction operator is uniquely defined by its values at the vertices of T h, it is 
sufficient to provide an algorithm to compute these values. 

For each vertex v of P we set Rp(vp )(xv) = vv. On each edge e of P, the recon­
structed function is defined by the linear interpolation of the two vertex values. Let v 
be the internal node of T hiP and Bv denote the set of other internal nodes connected 
to v by and edge of T hiP' By construction, v is in the convex hull of the set of nodes 
{V}VE5v ' Therefore, we have 

Xv = L illv,vxv, 
VE5v 

Using these weights, we define 

L w~ = 1, illv,v> O. 
VE5v 

Rp(vp)(xv ) - _L illv,vRp(vp)(xv) = O. 
vEEv 

(10.47) 

(10.48) 

This set of equations leads to a square linear system. The associated matrix is an M­
matrix, which implies the existence of a unique solution and the discrete maximum 
principle. Thus, the resulting reconstructed function satisfies assumption (L6). 

Properties (LI) and (L2) are satisfied by construction. Property (L3) follows im­
mediately from the linear relationship (10.47). Furthermore, the maximum principle 
implies the stability condition (L4). This can be verified following the same argu­
ments used in the proof of (L3s) in Sect. 8.4.1. 

We are left to show property (LS). The mesh shape regularity assumptions (MRI) 
and (MR2) imply that 

(10.49) 
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Due to the maximum principle, for any v E H2 (P) we have that 

(10.50) 

We now use (10.50), (10.49) and apply the standard scaling argument on each triangle 
T E Thlp , to obtain 

IIRp(v~)IIZ2(P) ::; !PlllvIIZ=(p) = !PI max IlvIIZ=(T) 
TEThlP 

2 2 

::;!PI max L h¥-2I vI1k(T) ;S !PI L h~k-2IvI1k(P)' 
TEThlp k=O k=O 

Property (LS) follows from this bound and I PI::; h~. 
We end this subsection with two bounds showing the approximation properties of 

Rp that will be useful later. Let be given P E Qh, v E H 2 (P), and v(l) E lPI (P), the 
linear approximation of v defined by (MS) after setting m = 1. We apply (L3), (LS), 
and, then, the approximation property (MS) to obtain 

Ilv - Rp (v~) IIZ2(P) ::; 2 (11v - v(l) IIZ2(P) + IIRp (( v(l) - v)~) IIZ2(P)) 

2 

;S L h~klv - v(I) 11k(P) ;S h~ IvI12(P)" 
k=l 

(10.51) 

The definition of the discrete HI-norm in (10.44) and the maximum principle prop­
erty (L6) give 

and, as its immediate consequence, also 

(10.52) 

10.2.3.2 The main convergence result 

In this subsection, we prove convergence ofthe mimetic scheme (10.46), see [17] for 
more details. 

Theorem 10.2. Letu E XnH2(Q) be the solution to the continuous problem (10.43) 
and Uh E Xj, be the solution o{the discrete problem (10.46) under assumption (MR1)­
(MR2) and (SI)-(S2). Then,there exists a constant C independent ofh such that 

Proof Let eh = Uh - u l • We consider a discontinuous piecewise linear function u(I) 
on Q h such that for every P E Q h the restriction u(I) IP is the L 2 (P)-projection of u on 
the space of polynomials of degree at most 1. With a little abuse of notation, we denote 
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by (u(i))1 a collection of vertex values for all elements P such that the restriction 
(u( 1 ))~ is well defined and is given by the local projector. We further observe that the 
mesh dependent norm II . 111,h and the bilinear form d h can be immediately extended 
to (u( 1))1, since both operators are defined by summation of local terms. We now use 
(S1 )-(S2) and the discrete problem (10.46) to derive the inequality chain: 

(j*llehIIT.h <::: J4f,(eh,eh) 

<::: (b,ehh - dh (u1, eh) 

= (b, eh)h - d h (u l - (u(I))I, eh) - J4f, ((u(I))I, eh) (10.53) 

Assumption (L3) states that ep = (Rp (ep )) I; assumption (L2) states that Rp (ep ) Ie is 
a linear function on any edge e of P; hence, assumption (S2) implies that 

(I) I (1) I I '" Ju(I) 1 J4f"p((U )p,ep) = J4f,,P((u )p, (Rp(ep)) ) = L. ~ Rp(ep)dS. (10.54) 
eEdP P,e e 

Using the integration by parts twice and noting that function R(eh) vanishes on 
the boundary of Qh, we obtain 

Ju(i) l' 1 - L L -J- Rp(ep)dV=- L VRp(ep).Vu(i)dV 
PE!2h eEdP llP,e e PE!2h P 

= L l VRp(ep)· V(u-u(i))dV - h VR(eh)' VudV 
PE!2h p !2 

= L l VRp(ep).V(u-u(i))dV+ hL1uR(eh)dv. 
PE!2h p !2 

(10.55) 

We substitute (10.54)-(10.55) into (10.53), we use the Young inequality, we add 
and subtract Ji2bR(eh)dV and we introduce the quantity w = L1u+b. From such 
manipulation it follows that 

(j*llehIIT,h <::: ((b,ehh -.10 bR(eh)dV) + (j*llu1 - (u(i))1111,hll ehIILh 

+ L f VRp(ep)· V(u - u(I)) dV + f_ w R(eh) dV. (10.56) 
PE!2)P In 

Thus, we need to bound four terms in the right hand side of (10.56). By recalling 
(10.52) and using essentially the same steps as in the estimate of the First Piece 
in [84], it is easy to derive the following bound 

(10.57) 
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To bound the second tenn, we set v = u - u(l), use definition (10.44), and the 
Cauchy-Schwarz inequality: 

IlvIIIT,h = L IPI L [I~I (VV2 _vv1)]2 = L IPI L [,~,l ()~v dS]2 
PE!2h eEdP PE!2h eEdP e P,e 

::; L IPI L [1~IIIVvIIZ2(e)]. PE!2h eEdP 

The trace inequality (M4) applied to Vv and the approximation error estimate (MS) 
give 

II(u-u(l))IIIT,h ~ L [IIV(u - u(l))IIZ2(P) +h~lul~2(P)] ~ h2Iul~2(Q) ~ h2. 
PE!2h 

(10.58) 

To bound the third tenn, we use the Cauchy-Schwarz inequality, property (L4) 
and the approximation result (MS): 

L l VRp(ep)· V(u - u(!))dV::; IIVR(eh)IIL2(Q)IIV(u - u(!))IIL2(Q) 
PE!2h P 

~ h Ilehll LhluI H2(Q) ~ h Ilehlll,h' (10.59) 

Finally, let us bound the fourth tenn in (10.56). There holds, as shown in [79], 

w::; 0 and w(",-u) = 0 a.e. in Q. (10.60) 

where", is the function representing the obstacle according to the definition given 
in (10.42). 

Bya simple addition and subtraction oftenns, we obtain 

10 wR(eh)dV = - 10 w(R(uI ) -u)dV + 10 w(",-u)dV 

+ iQ W(R(Uh) -R(",'))dV + 10 w(R(",') - ",)dV. (10.61) 

Due to (10.60), the second tenn in the right hand side is zero. Furthermore, since for 
every v E Y there holds Uv ~ "'~, recalling assumption (L6) we have 

This and (10.60) imply that the third term in the right-hand side of (10.61) is non­
positive. Thus, we can bound (10.61) as follows: 

(10.62) 
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To bound the integrals in (10.62), we use the Cauchy-Schwarz inequality, estimate 
(10.51), and recall the definition ofw =,1u + b: 

10 wR(eh)dV;S h21IwIIL2(Q) (llJIIH2(Q) + IUIH2 (Q)) ;S h2. (10.63) 

We now insert bounds (10.57), (10.58), (10.59) and (10.63) in (10.56) to obtain 

which proves the theorem. D 

The convexity assumption on Q can be relaxed to include a more general class of 
ct..omains. Indeed, we only need to know that the solution u belongs to H2 (Q) and that 
Q can be inscribed in Q for every h. The latter is true, for instance, in the case of non­
convex polygonal domains. After that, the convergence theorem can be generalized 
by following the argument in [89], which is based on a suitable extension ofthe mesh 
and the solution. 

Remark 10.7. When the homogeneous Dirichlet boundary conditions are imposed, 
i.e. Yg coincides withHd (Q), Theorem 10.2 can be proved in a different way by using 
the idea proposed in [166]. The details ofthis proof is found in [15, Appendix A]. 

10.2.4 Numerical test 

We close our discussion with a numerical test for the obstacle problem that confirms 
the main convergence estimate, which was originally introduced in [290]. Other tests 
are found in [17]. Let Q = Q =]-1,1[2 and the obstacle be given by lJI(x,y) = O. 
For a given parameter 0 < r < 1, we define the continuous load 

if jx2 +y2 > r, 

if jx2 +y2 <::: r. 
(10.64) 

The Dirichlet boundary data is set in accordance with g(x,y) = (x2 + y2 - r2? The 
analytic solution of problem (10.43) with the above data is known and given by 

(10.65) 

The discrete obstacle problem has been solved numerically by the Projected Suc­
cessive Over Relaxation (PSOR) method, see [126,156,185]. We present the results 
for two different sequences of meshes that we label as median-type 1 and median­

type 2. The examples of these meshes are shown in Fig. 10.3. 
In Fig. 10.4 (log-log scale) we plot the relative errors E],h(uI , Uh) in the discrete 

energy norm, 
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Fig. 10.3. Two samples of the considered meshes: median-type 1 (left) and median-type 2 
(right) 

0.5 1,6 

• mQ/.UfIl"~ I m~tt/I 
..... - IM'Do1t"JIPI' ., mbh 

Fig. 10.4. Left panel: numerical solution. Right panel: relative error Er,h (ul , Uh) as a function 
y0P for two the median-type 1 and median-type 2 polygonal meshes 

for the two sequences of meshes. In this figure np denotes the number of polygons 
in the mesh. The results indicate the linear convergence of the scheme which verifies 
our theoretical developments. 

Remark 10.B. Numerical tests that make use of an adaptive strategy and mesh refine­
ment for the obstacle problem has been presented in [18]. 
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Analysis of parameters and maximum principles 

"There is no smallest among the small 
and no largest among the large; 

but always something still smaller 
and something still larger " 

(Anaxagoras) 

A major property of the solutions of elliptic problems is the existence of the maxi­
mum and minimum principles [190,203]. The strongest form of the minimum prin­
ciple states that solution p cannot have a minimum in Q when the source term is 
nonnegative. More precisely, if p takes a minimum value at point Xo E Q, then p 
is constant in Q. This classical result, also known as Hopi's lemma [203], has been 
proved for p E C2 (Q) and locally uniformly positive definite tensor K. 

The existence of discrete maximum or minimum principles (DMP) for a numerical 
approximation Ph of p may be crucial for robustness and accuracy of simulations. 

We recall a few other classical results. Let Q be a bounded, simply-connected 
open subset oflRd with the Lipschitz continuous boundary r. We split the boundary 
into two parts, rD and rN such that r = rD UrN. 

Theorem 11.1 (Strong Maximum Principle). Let p E C2 (Q) satisfy 

-div(KVp) ::; 0 in Q 

under assumption (HI) (see Sect. 1.4.1) on K. lfp attains a nonnegative maximum p 
at a point of Q, then 

p=p inQ. 

Theorem 11.2 (Weak Maximum Principle). Let p E C2 (Q) nCo (Q) satisfy 

-div(KVp) ::; 0 in Q 

under assumption (HI) (see Sect. 1.4.1) on K. Then, 

m3,)(p(x) ::; maxp(x). 
XED xEr 

Remark 11.1. For functions with less regularity, e.g., p E HI (Q) n CO(Q), the weak 
maximum principle remains true by replacing max with sup (see, e.g. [182]). 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_11, © Springer International Publish­
ing Switzerland 2014 
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From the weak maximum principle it is immediate to derive a monotonicity prop­
erty for the Dirichlet boundary value problem. In case of mixed boundary conditions, 
the monotonicity property is as follows [223]. 

Corollary 11.1 (Monotonicity Property). Let p E C2 (Q) n CO(Q) satisfY 

-div(KVp) ~ 0 in Q, 

n·KVp~O onrN , 

p ~ 0 on rD, 

under assumption (HI) (see Sect. 1.4.1) on K. Then, 

p ~ 0 in Q. 

The possibility of reproducing these fundamental properties of the continuum so­
lutions at the discrete level has been extensively investigated in the literature concern­
ing the finite volume and finite element methods for linear and nonlinear parabolic 
and elliptic POEs [77,99,157,223,234,291,353]. 

Since we may find different formulations of the maximum principle in the contin­
uum [217], it is not surprising that there may exist a number of different formulations 
ofthe DMP. For example, another formulation of a DMP is based on the requirement 
that the inverse of the stiffness matrix arising from a discretization is a nonnegative 
matrix, i.e., a matrix with nonnegative coefficients. A sufficient condition for that is 
an M-matrix property [60], i.e. building a numerical scheme that leads to an M-matrix 
ensures the monotonicity of the discrete solution. 

Definition 11.1. A matrix A is called a Z-matrix if (A) ij ::; 0 for i i= j. A nonsingular 
Z-matrix A is called an M-matrix if(A-l)ij ~ O. 

In this chapter we show how to build an M-matrix in the context of mimetic 
schemes. In Sect. 11.2, we discuss the sufficient conditions that ensure the existence 
of monotone schemes in the family of mixed mimetic approximations. In Sect. 11.3, 
we present similar developments for the low order nodal mimetic schemes of Chap. 6. 
The development of monotone mimetic schemes is work in progress and the theo­
retical results are available only for a class of meshes. Therefore, in Sect. 11.4 we 
present a non-linear optimization strategy that allows us to analyze the family of 
mimetic schemes numerically. 

11.1 Hybridization techniques 

Let us consider again the diffusion problem and the family of mimetic schemes in­
troduced in Chap. 5: 

u+KVp=O m Q, (11.1 ) 
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divu = b m Q, (11.2) 

P =:fY on rD , (11.3) 

-u·n=gN on rN , (11.4) 

where the vector variable u represents the flux of the scalar unknown p, K is the 
diffusion tensorial coefficient, b, :fY, ~ are given functions, and n is the unit normal 
vector to r pointing out of Q. We assume that rD = fD c;; r is non-empty. Under 
the assumptions introduced in Chap. 1, this problem is mathematically well-posed, 
cf. [190]. 

11.1.1 The mixed-hybrid mimetic formulation 

The hybridization of the mixed mimetic schemes of Chap. 5 is the exact algebraic 
t~nsformation of discrete equations. It introduces two new linear spaces, Ah and 
§h, for the discrete scalar and vector fields. The former complements the cell-based 
degrees of freedom while the latter is used in place of space §h. The unknowns in 
Ah, called the Lagrange multipliers, approximate the scalar variable on mesh faces. 
The use of the additional degrees of freedom makes it possible to reduce the mixed 
mimetic discretization to an algebraic problem for the Lagrange multipliers through 
the process known as the static condensation. 

Thus, the degrees of freedom for the scalar variable P are associated with cells P 
and mesh faces f and denoted by pp and Pf, respectively, As in Chap. 5, we denote 
the linear space of cell-based discrete fields Ph = (pp )PEY' collecting pp by 9 17 . The 
space 917 is equipped with the inner product [',' LY'h defined in (5.9). Similarly, we 
denote the linear space of face-based discrete fields Ah = (pf )fE,J' collecting Pf by 
Ah. The restriction of Ah to a cell P is denoted by Ah,p, 

As in Sect. 10.1, the degrees of freedom of the vector variable u are denoted by 
Up.f. Each UP.f approximates the normal component of u on a face f of P. We denote 

the linear space offace-based discrete fields collecting all UpJ by §h. The restriction 

of §h to a cell P is denoted by §h,P which coincides with §h,P' The space §h is 
equipped with the inner product [".] that is assembled form the same local inner 

products introduced in Chap. 5 for §h: 

[Uh' Vh] = L [up, vp]yh,P \luh, Vh E §h, 
PEDh 

where Up, Up E §h.P are the restrictions of global vectors to cell P, e.g. 

The space ''#"17 uses two flux unknowns per interior mesh faces, e.g., UPj.f and UP2.f, 

that are related to the cells PI and P2 sharing face f. The flux continuity condition is 
imposed as the trivial constraint: 
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Note that such flux continuity condition is not enforced in the space /#"17, that is there­
fore richer than the space /#"17 of Chap. 5. 

A numerical treatment of the Dirichlet and the Neumann boundary conditions 
in (11.3) and (11.4) requires to introduce proper subspaces of the linear spaces 11.17 
and /#"17. Let ITf be the L2 orthogonal projector onto the space of constant functions 
defined on face f: 

ITf(q) = m 1 qdS. (11.5) 

The Dirichlet boundary condition (11.3) is taken into account by setting prescribed 
values to the components of Ah corresponding to the boundary faces: 

(11.6) 

Let Ah,gD be the subspace of Ah of the discrete fields satisfying (11.6). The case of 

the homogeneous boundary conditions, flY = 0, leads to the linear space 11.17,0. 
The Neumann boundary condition (11.4) is taken into account by setting the pre­

scribed values to the numerical fluxes on boundary faces: 

(11. 7) 

Let /#"h,gN be the subspace of /#"h of the discrete fields satisfying (11.7). The case of 

the homogeneous boundary conditions, gr = 0, leads to the linear subspace /#"17.0. 
Let b' = (bp) PEDh E 917 be the approximation of source term b. The primary 

mimetic divergence operator is defined locally like in Chap. 5: 

divpup = I~I L Iflup,f. 
fEP 

With the above definitions, the mixed-hybrid mimetic scheme reads: 
Find (Ph,Ah, Uh) E 917 x Ah,gD X /#"h,gN such that: 

[Uh' Vh] - [divhV h,Ph]:7'h + L L Iflvp,fPf = 0 
PEDhfEdP 

[divh u,,,qh];J!h = [b',qh] iY)h 

up.f + UP/.f = 0 

(11.8) 

(11.9) 

(11.10) 

Remark 11.2. Using the last Eq. (11.10) in the consistency Eq. (11.8) and the mass 
balance Eq. (11.9), we can verifY that the mixed-hybrid formulation is equivalent to 
the mixed mimetic formulation (5.17)-(5.18). 

11.1.2 Convergence analysis/or Lagrange multipliers 

Let /#"D be the set of mesh faces where we impose a Dirichlet boundary condition. 
The face degrees of freedom Ah provide an accurate approximation of P on the mesh 
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faces as stated in the following theorem. We need to assume the existence of an exact 
reconstruction operator, see Sect. 5.3. 

Theorem 11.3. Let Rt (up) be the exact reconstruction operator defined in Sect. 5.3. 
Let i E Y'h be the projection of the exact solution p using the projection operator 
defined by (5.7). Then, there exist a constant C independent of hp such that for every 
face f E (JP / §D it holds 

Proof Let f be a face of cell P and Vp E §h.P be the vector associated with this face 
such that 

{
Pf - nf(p) iff' = f, 

vPIf' = o otherwise. 
(11.12) 

Since Rt (vp) E H( div, P), multiplying (11.1) by K- 1 Rt(vp), integrating over P, 
and then integrating by parts, give 

hK-lu.Rt(vp)dV- hPdiVRt(vp)dV+ lPRt(vP)'"P,fdS=O. (11.13) 

Let Vh E §h be the discrete vector field whose restriction to cell P coincides with Vp 
and is zero elsewhere. By using Vh in (11.8) and the definition of the exact recon­
struction operator (5.65), we obtain 

r KplRt (up) . Rt(vp ) dV - r pp divRt (vp) dV + r PfRt (vp)· IIp,fdS = O. 
Jp Jp Jf 

Taking the difference of this equation with (11.13) and adding and subtracting Kpl u 
yields 

h Kpl (u -Rt(up)) .Rt (vp )dV + h (K-l - Kpl) u.Rt(vp )dV 

- jp(p-pp)divRt(Vp)dV+ l(p-Pf)Rt(vP)'"PJ dS=O. (11.14) 

By the definition of the reconstructed function, its divergence is constant on P. Thus, 
we can transform the third integral in (11.14) as: 

h (p - pp )divRt (vp) dV = IPI(p~ - pp) divRt (vp). (11.15) 

By the same definition, Rt (vp) . "pJ = Vf, and we have 
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Now, we rearrange the terms in (11.14), use (11.15)-(11.16), the Cauchy-Schwarz 
inequality, and the bound provided by assumption (Hlb) (see, formula (5.36)) to 
obtain: 

Ilpf - nf(p)IIZ2(f) = h Kr;l (u -Rt (up)) .Rt (vp) dV 

+ h (K- 1 - Kr;l)u .Rr: (vp )dV +!PI (pp - p~) divRt (vp) 

::;c( (u-Rr:(up)) L2(P)+hplluIIL2(P))IIRt(vp)IIL2(P) 

+ !PI pp - p~ divRt (vp) . (11.17) 

Note that we have the following upper bound: 

where norm 111·IIIIhP is induced by the local mimetic inner product [., ·]J'hp. Using 

property (SI) from Sect. 5.1.3 and the definition ofvp yields 

[vp,vp]p::; (J*IPI L IVfl2 = (J*!PIIPf - nf(p)1 2 = (J*~llpf - nf(p)IIZ2(f)· 
fEJP f 

Combining the last two formulas, and using the mesh regularity property (M2) (see, 
Sect. 1.6.2) we obtain 

(11.18) 

To estimate the last term in (11.17), we recall the definition of the mimetic diver­
gence operator and apply again the mesh regularity property (M2): 

IdivRt(vp)1 = Idivpvpl = rR f~plflvf = 11;11 Pf-nf(P) 

I 

::; Ch~L Ilpf - nf(p)IIL2(f)· (11.19) 

The assertion of the theorem follows by inserting (11.18) and (11.19) into (11.1 7) 
and simplifYing Ilpf - nf(p) IIL2(f) from both sides ofthe resulting inequality. D 

It is worth mentioning that a simple modification of the previous proof (just ap­
ply the Cauchy-Schwarz inequality to the left-hand side of (11.15)) gives another 
estimate: 

We introduce the following mesh-dependent norm to measure the discretization 
error for the Lagrange multipliers: 

(11.20) 
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where n: is the global projection operator whose restriction to face f is nf. A bound 
for this error follows immediately from Theorem 11.3. 

Corollary 11.2. Under the assumptions o{Theorem 11.3, it holds: 

It is remarkable that under the assumptions of Theorem 5.4, we also have the super­
convergence result for the Lagrange multipliers: 

(11.21) 

where C is independent of h. 

11.2 Monotonicity conditions for the mixed-hybrid formulation 

In this section, we discuss sufficient algebraic conditions for selecting monotone 
schemes within the family of mimetic schemes. 

We consider a cell P and define two matrices 

8p = 

where Nt is the number of faces in P. Let us define a mesh function Vh E /#"h such 
that Vp is zero for all cells except P. Inserting this function in (11.8), we obtain 

Mpup - 8 pp p + CpAp = O. (11.22) 

Let us define a mesh function qh E f!JJh such that qp is zero for all cells except P. 
Inserting this function in (11.9), we obtain the local mass balance equation 

(11.23) 

It can be shown that the algebraic system appearing from the mixed-hybrid formula­
tion (before applying the Dirichlet boundary conditions) is assembled from cell-based 
systems 

( -~~ -~P ~) (;:) (-I~lb~) , 
Cp 0 0 Ap gp 

where the components of vector gp are non-zero only for boundary faces on rN and 
equal to the given Neumann fluxes. The Dirichlet boundary conditions can be en­
forced after any step of our derivations by prescribing given values to the Lagrange 
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multipliers and eliminating the corresponding equations. Typically, it is done after 
the last step. 

Note that only the Lagrange multipliers share values across cell interfaces. The 
other unknowns can be eliminated locally. Elimination of Up ads to the following 
local systems that have to be assembled into the global system: 

B~Mp1Bp -B~Mp1Cp) (Pp) = (1PIb~). (11.24) 
-C~MplBp C~MplCp Ap gp 

NY 
We denote the matrix ofthis system by Sp. Let Wp = Mpl and Wp = (Wij)i,/=l' 

Direct derivation of matrix Wp is possible and discussed in details in Sect. 4.6. We 
make two assumptions. 

(WI) Matrix W p satisfies the geometric constraint 

and the inequality is strict for at least one matrix row. 

(W2) Matrix Wp is a Z-matrix, i.e., wij ::; 0 for i -I=- j. 

Lemma 11.1. Under assumption (Wl)-(W2), the matrix Sp in (11.24) is a singular 
M-matrix. Moreover, its null space consists of constant vectors. 

Proof Let us consider the matrix Wp = C~WpCp. This matrix has entries W;j = 

wij 1(llfjl and is a weakly diagonally dominant Z-matrix by our assumptions. Matrix 
W p is symmetric and positive definite; hence, its diagonal entries are strictly positive. 
Multiplying the i-th inequality in (WI) by Ifil, we obtain 

L wijlfjllfil ~ 0 ===} ai == L wij ~ 0 \Ii. 

One of the inequalities must be strict, i.e. ai' > O. 
Let us consider the column-matrix Bp = C~WpBp. Its i-th entry is -ai ::; 0; hence, 

ai + L Wij = 0 ===} IWi;1 = la;l- L IW;jl \Ii. 
j i#j 

Finally, let us consider matrix B~WpBp = La; > O. Since La; = L lail, the entries 
I 1 I 

in the first row of Sp sum up to zero. We conclude that a constant vector is in the null 
spaces of matrix Sp. 

Let b = ali + f3c be anon-constant vector in the null space ofSp andc T = (C1, cn. 
Direct calculations show that 

Hence, BpC1 = CpC2. The structure of these matrices implies that c is a constant 
vector, hence, the null space of Sp consists of only constant vectors. 
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We show by contradiction that matrix Sp is irreducible. Let us assume the op­
posite. Then, the matrix can be reduced to a block-diagonal matrix by re-arranging 
rows and columns. Since, we proved that the constant vector is the eigenvector, the 
block-diagonal matrix can have two distinct eigenvectors (1, ... ,1,0, ... , ol and 
(0, ... ,0, 1, ... , 1) T, which leads to the contradiction. 

Observe, that if we add a small positive number to any diagonal entry of Sp, it 
becomes weakly a diagonally dominant irreducible Z-matrix with positive diagonal 
entries. This is the definition of a singular M-matrix. D 

Let 5 be the matrix obtained by assembling the elemental matrix Sp and apply­
ing the Dirichlet boundary conditions. A proof of the following results is left as an 
exercise, see [249] for details. 

Theorem 11.4. Let, for every element P E Qh, the matrix W p satisfY assumptions 
(WI) and (W2). Furthermore, let mesh Qh beface-connected and IrDI # O. Then,S 
is an irreducible weakly diagonally dominant M-matrix. 

Now, we state two monotonicity results that we study in detail in the next sub­
sections. The proofs are straightforward and are based on the properties of an M­
matrix and the observation that the right-hand side vector is either non-negative or 
non-positive. 

Theorem 11.5 (Discrete Maximum Principle). Let Ph = (pp )PE!2h and Ah = 

(Pf )fE,J' be the solutions of the mixed-hybrid mimetic scheme under the assumptions 
of Theorem 11.4. If b is a nonnegativefunction in Q and ~ and gv are nonnegative 
functions on rD and rN, respectively, then pp ::;:, 0 and Pf ::;:, Of or all P and f. 

Theorem 11.6 (Discrete Minimum Principle). Let Ph = (pp) PE!2h and Ah 
(Pf )fE,J' be the solutions of the mixed hybrid mimetic scheme under the assumptions 
of Theorem 11.4. If b is a non positive function in Q and ~ and gv are nonpositive 
functions on rD and rN, respectively, then pp <::: 0 and Pf <::: Of or all P and f. 

Using both Theorems 11.5 and 11.6, we obtain a discrete version of Theorem 11.2. 

Theorem 11.7. Let Ph = (pp )PE!2h and Ah = (pf )fE? be the solutions of the mixed 
hybrid mimetic scheme under the assumptions of Theorem 11.4. Furthermore, let 
b = 0 and rN = 0. Then, for all P and f, values pp and Pf are bounded by the 
maximum and minimum values of the set {ITf (~) hEa!2' 

Let us recall the general formula of matrix Wp as stated by Eq. (4.67): 

Kpl T T 
Wp = NpTPfN p + DpUpDp, (11.25) 

where matrices Rp and Np for cell P are given by (5.29) and (5.25), respectively. 
Recall also that Dp is the full rank matrix such that D~Rp = 0 and the size of matrix 
Up is Nt - d where Nt is the number of faces in P. 



320 11 Analysis of parameters and maximum principles 

In accordance with the spectral analysis ofthe mixed mimetic scheme, cf. Chap. 5 
and also [93], matrix Wp is an SPD matrix and satisfies a stability condition similar 
to (Sl) of Sect. 5.l.3: 

To satisfy these inequality, we can take a matrix Up which is spectrally equivalent to 
I P 1-1 I p and enforce uniform bounds on the norms of the columns of D p. 

Conditions (WI) and (W2) combined with the positive definiteness of matrix Up 
allow us to obtain a set of inequalities forming a local optimization problem for every 
element P. These optimization problems can be solved analytically for a class of 
polygonal and polyhedral cells. In general, they have to be solved numerically. 

11.2.1 Triangular and tetrahedral cells 

If P is a simplex, then N{ = d + 1 and Up is a 1 x 1 matrix, i.e. we have a one­
parameter family of matrices Wp in accordance with (11.25): 

where matrix Np is given by (5.25). The column matrix Dp must be orthogonal to 
column of matrix Rp given by (5.29). It is easy to verify that 

The assumption (WI) is reduced to Up > O. The assumption (W2) reproduces 
the well established angle conditions for the lRTo -lPo finite element discretiza­
tion [250]: 

For example, when P is a triangle and the diffusion tensor Kp is isotropic, the mono­
tonicity requirement is that the angles are less than ~. For a tetrahedron P, the mono­
tonicity requirement is that the dihedral angles are less than ~. 

11.2.2 Parallelograms 

Let us consider a parallelogram P. The formulas for the local matrices Rp, Np, and 
Dp depend on the order in which we take the edges of cell P. A different enumeration 
of the edges corresponds to a permutation of the rows in these matrices. We consider 
the enumeration given in Fig. 11.1. Let XEC, XAD, etc, be the midpoint of edge fEC, 

fAD, etc., respectively, and DBC, DAD, etc, be the unit orthogonal vector to edge fBc, 



11.2 Monotonicity conditions for the mixed-hybrid fOlmulation 321 

y 

L-....L_--;.-=---__ ~:---.. X 

Fig. 11.1. Geometry of a parallelogram; the numbers in parenthesis, e.g., (1 )-(4), indicate the 
order of the edges used in the construction of matrices Rp, Np, Dp, and Wp 

fAD, etc., respectively, pointing out of cell P. We have: 

,~(e) ) 
- sin( e) 

(11.26) 

and 

( 
O~C) (Sin(e) -cos(e)) 

N = O~D K = -sin(e) cos(e) K 
p T POl p. 

°DC 
oT 0-1 

AB 

(1l.27) 

The definition of matrix Dp is not unique, and among the simplest ones we select the 
following: 

T (1100) 
Dp = 0 0 1 1 . (11.28) 

For any e E (0, nI2), this matrix satisfies the orthogonality condition R~Dp = 0 and 
the columns of the 4 x 4 matrix (Rp, Dp) form a basis oflR4. Regarding the 2 x 2-
sized parameter matrix Up = (Uij )L=l' the hypothesis that this matrix is SPD implies 

that UI2 = U21, UII > 0, un> 0, and UII un> uT2' 

To simplify notations, we set 01 = 0BC, 02 = ODC, fl = fBC, and f2 = fDC. We 
define the transformed diffusion tensor Ke = (K~) by setting K~ = o[Kpo( 

Ke = ( KTI sin(e)K12 - cos(e)K22 ) 
sin(e)K21 -cos(e)Kn K22 ' 

(11.29) 

where 
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From the strong ellipticity of K it follows immediately that matrix Ke is semi-positive 
definite. A direct calculation shows that 

i.e. Ke is the SPD matrix. 
Using formulas (11.26)-(11.28), we can calculate matrix Wp . It turns out that it 

has a very peculiar block structure characterized by the entries of the transformed 
diffusion matrix Ke: 

Wp= ij _ K~ ( 1 
W -TPT -1 -1 ) (1 1) 1 + Uij 1 1 . 

Note that W12 = W21 and each matrix block Wij is a symmetric matrix. Let us analyze 
conditions (WI) and (W2). We set a := I fll = I f31, f3 := I f21 = I f41 and define vector 
f = (a, a, f3, f3l. Note that !PI = a f3 sin( 8). Condition (WI) gives 

Wpf> O. 

This and similar inequalities mean that all vector components are nonpositive and at 
least one is strictly positive. Let a = (a, a l, f3 = (f3, f3) T, and li = (1, 1) T. Then, 
we have 

Wpf= W12) (a) =2((aU ll+f3U12)li) >0. 
W22 f3 (au21 + f3 U22) li 

(11.30) 

We write these inequalities in the compact form: 

Let us introduce the 2 x 2-sized matrix 

Condition (W2) requires Wp to be a Z-matrix. Thus, the off-diagonal blocks Wij for 
i cf.i must be nonpositive matrices and the diagonal blocks W ii must be Z-matrices. 
These requirements lead to the following matrix inequality: 

~e 

IPIUp ~ K . 

Combining conditions (WI) and (W2) together gives 

(11.31) 
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from which we derive the necessary condition for parallelograms: 

~e(ex) K f3 > O. (11.32) 

This condition imposes constraints on both the lengths of edges fi and the range of 
values of entries in Kp. It is necessary because there cannot exist a parameter matrix 
Up that satisfies (WI) and (W2) if condition (11.32) is violated. 

By going one step further into the analysis, we recover the condition "C" for par­
allelograms, which is the monotonicity result for the family of nine-point difference 
schemes published in [291]. Let us introduce the three parameters a, b, c as follows: 

(11.33) 

As matrix Ke is SPD, matrix Ke is also SPD. We multiply the first equation in (11.32) 
by ex, the second equation by f3, and use definition (11.33). It follows that a matrix 
Up satisfying (WI) and (W2) can exist only if Icl <::: min(a, b), which is the condition 
"C" for parallelograms proposed in [291]. 

Let K~'± for i i=- j denote the positive and negative part of K~, i.e., K~'± = (K~ ± 

I K~ I) /2. Due to matrix symmetry, K~'± = K~l±. To maximize the sparsity structure 
ofWp, we may consider a matrix Up given by 

KTI 0 Ke,-
12 

_Ke,+ 
12 

Ke 2 0 KT1 _Ke,+ Ke,-
12 12 

Up = TPT ===? Wp = TPT Ke,- _Ke,+ 
(11.34) 

21 21 K~2 0 

_Ke,+ 
21 

Ke,-
21 0 K~2 

With this choice, matrix W p is reducible. Indeed, if KT2 < 0 exchanging the second 
and third rows and, then, the second and third columns gives a block diagonal matrix 
where each 2 x 2 diagonal blocks is equal to Ke. Similarly, when KT2 > 0 we obtain 
a block diagonal matrix with 2 x 2 diagonal blocks by exchanging the second and the 
fourth rows and, then, the second and the fourth columns. Nonetheless, irreducibility 
is not lost for matrix Sp, as can be verified by direct calculations. 

The special case of a scalar diffusion coefficient, Kp = kp 12, worth detailed com­
ments. By definition, we have that 

~e 

K =kp 
1 - cos(e)) 

- cos( e) 1 ' 

and the necessary condition for parallelograms (11.32) becomes 

{ ex - f3 cos(e) ~ 0, 
-excos(e)+f3 ~O. 

(11.35) 
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Without loss of generality, let ex ~ 13 (for 13 ~ ex we will just exchange the role of ex 
and 13). The first inequality in (11.35) is obviously satisfied. The second inequality 
gives cos ( e) s: 13 / ex. Since e varies between 0 and 7[/2, we have 

arccos (Ii) < e < ~. ex - - 2 (11.36) 

This necessary condition constrains the shape of the parallelogram and does not in­
volve the diffusion coefficient kp. Moreover, it is always satisfied for the whole range 
of the parameter e when ex = 13, i.e. when arccos (13 / ex) = O. Therefore, the mixed 
mimetic scheme defined by (11.34) always provides a monotone discretization on a 
tilted mesh of originally square cells regardless of the angle of inclination. 

Finally, let us analyze another special case of an elliptic problem with a scalar 
diffusion tensor and a mesh of rectangles, i.e., e = 7[/2. In view of Eq. (11.34), 
matrix Wp takes a very simple form: 

2kp 
Wp = TPTlp. (11.37) 

Inserting formula (11.37) in (11.22), we obtain a simple formula for the numerical 
flux in terms of edge and cell pressures: 

i= 1, ... ,4. 

Let f be the edge shared by rectangles P and pl. The numerical fluxes for this edge 
are given by: 

2kp 
UpJ = -TPT lfl (pf - pp) 

Since UpJ +up'J = 0 and IPI = IP'I we solve for Pf and substitute the result in the 
formulas above. Since Ixp' - Xp Ilfl = I PI, we obtain the well-known two-point flux 
approximation formula: 

PP' - pp 
UpJ = -kf I I' . XP' -Xp 

11.2.3 Oblique parallelepipeds 

Let us consider a parellelepiped P. The formulas for local matrices Rp, Np, and Dp 
depend on the order in which we consider the faces of P . We take the enumeration 
of faces shown in Fig. 11.2. 

We denote the centroid of face fBCGF by XBCGF, of face fADHE by XADHE, and so 
on. Similarly, we denote the unit vector orthogonal to face fBCGF by "BCGF, and so 
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(5) 

Fig. 11.2. Geometry of an orthogonal (left) and oblique (right) parallelepipeds. The labeling 
of points and normal vectors is the same for both plots and, for readability, is given only on the 
left plot. The numbers in parenthesis on the right plot, e.g., (1)-(6), indicate the enumeration 
of faces 

on, and assume that all the normal vectors point out of P. Let 

pi = (sin2 VI + cos2 VI (cos e sin cf> - sin e cos cf> )2) 1/2, 

p" = (I - cos2 V1cos2 cf» 1/2, 

pili = sin e cos VI, 

Lx Ly Lz 
pp=--2 . 

Then, matrix Rp takes the form: 

IfBCGFI (XBCGF - Xp f pi 0 
IfADHEI (XADHE _xp)T _pi 0 

Rp = IfDCGHI (XDCGH - Xp f p" cose p" sine 
IfABFEI (XABFE -xpf 

=pp _p" cose _p" sine 

0 
0 
0 
0 

IfEFGHI (XEFGH - Xp f pili cos cf> pili sin cf> sine sin VI 
I fA BCD I (XABCD - Xp f _pili cos cf> _pili sincf> - sine sin VI 

Matrix N p takes the form: 

sin e sin lfI cos esin lfI cos lfI( cos e sin rp -sin e cos rp) 
-p-'- pi pi 

llBCGF sin e sin lfI cos esin lfI cos lfI( cos e sin rp -sin e cos rp) 

llADHE 
--p-'- pi pi 

"DCGH 0 sinlfl coslflsinrp 

Np = Kp = 7 pI! Kp. 
llABFE 0 sin lfI cos lfIsin rp 

llEFGH 
-7 pI! 

llABCD 
0 0 

0 0 -1 
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Matrix Dp is not defined uniquely. Among many possible choices, we select the fol­
lowing one which is also one of the simplest: 

1 
o 
o 

o 0 
1 1 
o 0 

o 
o (11.38) 

It is easy to verify that matrix Dp satisfies the orthogonality condition R~ Dp = O. 
Indeed, the first couple of rows of Rp are formed by opposite vectors and the same 
is true for the second and the third couple of rows. Moreover, the columns of matrix 
(Rp, Dp) form a basis of Jl{6. 

We assume that the 3 x 3-sized parameter matrix Up = (uij );,j=1 is SPD, i.e. Uij = 

Uji, Uii > 0, UIIU22 - UT2 > 0, and det(U p) > O. For convenience, we shorten our 
notation: 

DI = DBCGF, D2 = DDCGH, D3 = DEFGH, 

and define the transformed diffusion tensor Ke = (Kt)L=1 with entries Kt = 

Dr Kp ni' Straightforward calculations using the matrices N p and D p provides us with 
the matrix Wp. Similar to the two-dimensional case, this matrix has a very peculiar 
3 x 3 block structure: 

ij _ K~ ( 1 
W -TPT -1 -1 ) (1 1) 1 + uij 1 1 . 

Each block Wij is a symmetric matrix and Wij = Wji for i -I=- j. Let us define a vector 
f= (a,a,{3,{3,y,yf where a:= IfBCGFI = IfADHEI, {3:= IfDCGHI = IfABFEI, and 
y:= IfEFGHI = IfABCDI· Applying the same arguments as in the two-dimensional case, 
we can show that condition (WI) implies 

Wpf> O. (11.39) 

Let again a = (a,af, f3 = ({3,{3f, and Y= (y,y)T (and recall that -b = (1, If). 
We have 

which is equivalent to 

Condition (W2) states that matrix Wp must be a Z-matrix. According to the block 
structure shown above, the off-diagonal blocks Wii for i -I=- j must be nonpositive 
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matrices and the diagonal blocks W ii must be Z-matrices. We define matrix Ke = 

(K~i)L=1 by setting K~ = K~ and Kt = -I Ktl for i -=f. j. Then, condition (W2) can 
be restated in the compact form: 

~e IPIUp ~ K . 

Combining conditions (WI) and (W2), we obtain two inequality: 

(1l.40) 

From this and the assumptions on Up, we derive two necessary conditions for paral­
lelepipeds: 

(11.41) 

Note the difference with the two-dimensional case: the matrix Ke is not always an 
SPD matrix. Conditions (1l.41) constrain both the areas of faces f; and the values of 
entries in Kp. They are necessary because no parameter matrix Up satisfying (WI) 
and (W2) exists if these conditions are violated. The first inequality in (1l.41) can 
be interpreted as an extension of the condition "C" derived in [291] to meshes of 
parallelepipeds. 

Let Ke be an SPD matrix. To maximize the sparsity structure ofWp , we can take 
a matrix Up given by 

U Ke h' h' l' p = TPT' w IC Imp Ies 

2 
Wp = TPT 

KTI 

0 

K e,-
21 

_Ke,+ 
21 

K e,-
31 

_Ke,+ 
31 

0 

KTI 

_K e,+ 
21 

K e,-
21 

_K e,+ 
31 

K e,-
31 

where Kr/± = (Kt±IK~I)/2. 

Ke,-
12 

_K e,+ 
12 

K~2 

0 

Ke,-
32 

_K e,+ 
32 

_Ke,+ 
12 

Ke,-
13 

_K e,+ 
13 

Ke,-
12 

_Ke,+ 
13 

K e,-
13 

0 Ke,- _K e,+ 
23 23 

K~2 _Ke,+ K e,-
23 23 

(11.42) 

_Ke,+ 
32 Kf3 0 

Ke,-
32 0 Kf3 

We have three off-diagonal entries in matrix Ke that may be positive or negative; 
thus, we have six possible combinations of signs. In a special case of a scalar diffusion 
coefficient and a mesh of orthogonal bricks, we obtain the diagonal matrix (11.37). 
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n3 C 
n2 

E 
n 1 

A B 

Fig. 11.3. Geometry of the AMR cell 

11.2.4 AMR cells 

In this subsection, we consider a special type of quadrilateral meshes that is used 
in the adaptive mesh refinement (AMR) strategy. The resulting AMR meshes have 
degenerate cells (see Fig. 11.3) and a discretization method should handle such cases. 
This makes the definition of discrete operators more challenging than that on regular 
quadrilateral meshes. In the MFD method, the AMR meshes are treated as general 
polygonal meshes and no special treatment of degenerate cells is required. 

Let us consider the pentagon P shown in Fig. 11.3 as ABECD. The angle between 
the edges BE and EC is 7[; therefore, we refer to this cell as the degenerate pentagon. 
We enumerate the cell edges as shown in this figure. 

The size ofthe parameter matrix Up is 3 x 3; hence, there are six parameters to be 
determined. Due to complexity of the analysis, we will focus on rectangular meshes 
and diagonal diffusion tensors. To further simplify the analysis, we impose additional 
constraints on the matrix Wp which mimic the geometric symmetry of P. Let us 
consider the following discrete solution: 

This solution is symmetric with respect to the line parallel to edge AB and passing 
through the vertex E. We require that the discrete fluxes have the same symmetry, 
which means that Up,fl = uPJ2 and Up,f3 = -Up,fs' Let Wp = (Wij )L=I' Substituting 
the discrete solution into formula (1l.22), we rewrite the first flux symmetry con­
straint as follows: 

Since If I I = If21 and WI2 = W21, we obtain that WII = W22. We repeat this argument 
to derive symmetry constraints for the other entries ofWp: 

W33 = WSS, W23 = WIS, and WI4 = W24· (11.43) 
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Without loss of generality, we assume temporarily that I P I = 1 and later rescale the 

matrix of parameters Up to get a general formula. Let r2 = fAD denote the aspect 
fAR 

ratio of P. Then, matrix Rp takes the form: 

(11.44) 

Matrix N p takes the form: 

n~E 

(KIl 0 1 T n EC Kll 0 
Np = T Kp = 0 Kn . nDC 

T -KII 0 
n AD o -K22 

T 
nAB 

(11.45) 

Matrix Dp is not defined uniquely. Among many possible choice, we select the fol­
lowing: 

D~ = ( ~ 
-2 

-2 r2 

o 
2 0 

o 
(11.46) 

o 

It is easy to check that D~Rp = O. Let Up = (Uij )7.j=I' By calculating matrix Wp and 
using the symmetry relations (11.43), we prove that UII = U33 and UI2 = U23. These 
two conditions allows us to reduce the number of parameters from six to four. With 
this relations, the matrix Wp is given by: 

( 

WII 

W21 

W31 

un - Kll 

WSI 

WI2 

Wn 

W32 

U22 - KII 

WS2 

WI3 

W23 

ullr4 + Kn 

Ul2 r2 

Ul3r4 - Kn 

un - KII 

Un - KII 

U12 r2 

un + KII 

U12 r2 

where the remaining entries in the first row are given by 

WIl = Kll +8Ull-8ul3+U22, Wl2 = Kll - 8Ull + 8ul3 + un, 

WI3 =W31 = (2uII +UI2-2u13)r2, WlS = WSI = (2u13 + Ul2 - 2uII )r2, 

and in the second row by 

W21 = Kll - 8Ull + 8ul3 + un, Wn = Kll + 8Ull - 8ul3 + un, 

W23 = W32 = (-2uII +U12 + 2u13)r2 , W2S = WS2 = (-2u13 + UI2 + 2uII )r2. 
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Let us define a vector f whose components are the edge lengths of the pentagon. 
Since IPI = 1, we have f = (0.5r, 0.5r, r- I , r, r- I ) T. Condition (WI) implies that 

Wpf= (~(E~~~~:,t:) 
2r (U22 + U 12) 

r3 (2u12 + UII + U13) 

>0. 

This gives the first set of inequality constraints: 

{ 
U22 +U12 > 0, 
2u12 +UII +Ul3 ~ 0 

or { 
U22 + UI2 ~ 0, 
2u12 + UII + Ul3 > O. 

Condition (W2) adds the second set of inequality constraints: 

l
Ull >0, 
Ul3 ::; K22r-4 , 

o < U22 ::; K II , 
U12::; -2 UII -Ul3 , 

UII - UI3 ~ i(U22 + KII)' 

(1l.47) 

(1l.48) 

The third set of inequalities state that the matrix Up is SPD, i.e., all major minors of 
Up must be positive: 

{ UI2<UII U22, (1l.49) 
uT2 < !U22(UII +Ul3). 

By combining the third and fifth inequalities in (11.48), we conclude that U II - U l3 > 
K 11/8 . Thus, the solution to the second inequality in (11.49) is always the solution of 
the first one. Analysis of the combined system of inequalities (1 l.47)-(1l.49) results 
in the following lemma. 

Lemma 11.2. A matrix Wp satisfying conditions (WI) and (W2) exists if and only if 

4 < 4 K22 
r K' II 

(1l.50) 

For each aspect ratio r satisfying (11.50), we obtain a family of monotone mimetic 
schemes. The closer the aspect ratio to the limiting value 4K22/KII, the narrower this 
family. Among many of possible choices, we present two particular members of this 
family including the proper scaling for I P I cf 1. The first one reduces the number of 
nonzero entries in the matrix Wp. The matrix Up and the sparsity structure of the 
matrix Wp are 

(~ 
0 0 0 

n CK22 + KII -2KII ~K22 ) * * 0 1 r 

Up = -1-1 -2KII 4KII -2KII , Wp= * * * 4 P 4 
-2KII ~K22 + KII 0 * * ;AK22 

0 o * 
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This choice requires a stronger condition on the aspect ration, 

4 8K22 
r <--. 

3Kll 

331 

Otherwise, when the aspect ratio is close to this limiting value, we suggest another 
member in a family: 

-2Kll 

2Kll 

-2Kll 

~K22 ) 
-2Kll , 

~K22+Kll 

( ;~~:;) W p = 0 * * * 0 . 

* * * * * 
* 0 0 * * 

11.3 Monotonicity conditions for the nodal formulation 

For a nodal mimetic discretization developed in Chap. 6, the sufficient condition for 
the monotonicity is that the global stiffness matrix is an M-matrix. This property can 
be achieved by requiring that each local stiffness matrix M p is an M-matrix. 

11.3.1 Geometric notation for a quadrilateral cell 

Following [264], we define a few geometric objects on ~ quadrilateral cell P. Let 
d;, i = 1, ... ,4, be f2ur oriented diagonal vectors; Ti and T; be four related pairs of 
triangles, P = T; U T;, see Fig. 11.4 for details. By definition, it holds that '!;l = -d1 

~nd d4 = -=:-d2; therefors later we will use only d1 and d2. Furthermore, T 1 = T 3, 
T2 = T4, T3 = Tj, and_T4 = T2. To ease the notation,_we denote the oriented areas 
of the triangles T; and Ti by the same symbols T; and T;, respectively. Thus, 

, 

T; 

v, 

, , , 
" di , , , , , , , 

e 

~ V~j------~--~~l 
V2 

Fig. 11.4. The l~ft picture shows the diagonal vector di in a convex quadrilateral and the 
triangles Ti and Ti associated with the vertex Vi. The right picture shows the diagonal vectors 
dj and d2 and the triangles T2, T 3 , and T4 in a concave quadrilateral. The triangle T j (not 
shown) is defined by vertices Vj, V2, and V4. Note that the oriented area ofT3 is negative. In 
both pictures, the subscript i runs from 1 to 4 counter clock-wise 
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When P is a nonconvex quadrilateral, one and only one ofthe four oriented areas T; 
is negative. 

11.3.2 Sufficient monotonicity conditions on quadrilaterals cells 

Let Kp be the rotated permeability tensor Kp: 

Kp = &£J"o Kp&£90 with &£90 = (_~ ~). (1l.5l) 

As mentioned in Chap. 6, the total number of parameters appearing in matrix Mp is 
equal to k = (Nt - d) (Nt - d - 1) /2, where N~/ is the number of vertices in P. For 
a quadrilateral, Nt = 4 and d = 2, so that k = 1 and we have a one-parameter family 
of stiffness matrices M p. Furthermore, we have a special representation of entries of 
matrix Mp derived in [264]. 

Lemma 11.3. The i)-entry in the matrix Mp has thefollowing representation: 

(11.52) 

where Ull is a nonnegative parameter. 

Matrix Mp may be an M-matrix for some values of parameter Ull. Let us discuss how 
the range of such values of Ull depends on the shape of P and permeability tensor 
Kp. 

Note that matrix M~), which is the consistency term in matrix Mp , has the block­
structured form: 

M(O) = _1_ ( 5 -55) 
p 41PI -5 

where 5 = 

As stated in the next theorem, cell convexity is the necessary condition for Mp to 
be an M-matrix. 

Theorem 11.8. (i) Let P be a convex quadrilateral cell and parameter Ull satisfy two 
inequalities 

(1l.53) 

(1l.54) 

Then, matrix M p is an M-matrix. 
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Fig. 11.5. A sketch of the monotonicity region (shaded region) for Kp = I and three fixed 
vertices A, B, C 

(ii) Let P be a non-convex quadrilateral cell. Then, there exist no parameter Ull 

jor which M p is an M-matrix. 

Proof From representation (11.52) it follows readily that inequalities (11.53)­
(11.54) are sufficient conditi~m~.Jor Mp b~inj; an M-matrix. If P is a non-convex 
cell, then it holds that either TIT 3 < 0 or T 2 T 4 < O. In such a case, the right-hand 
side of inequality (11.54) is strictly negative for a non-degenerate cell P. Therefore, 
it is impossible to find a positive number Ull that satisfies these inequalities. D 

Using Theorem 11.8, we introduce the concept of monotonicity region, which is 
illustrated in Fig. 11.5. Let us fix three vertices of the quadrilateral cell, for example, 
A, Band C, and vary the position ofthe fourth vertex D. The shaded region represents 
the monotonicity region of vertex D: when it lies inside this region, a non-empty set 
of values of Ull satisfying inequalities (11.53)-(11.54) exists for the quadrilateral 
cell ABCD. Otherwise, if vertex D lies outside the shaded region, as D' on the figure, 
inequalities (11.53)-(11.54) cannot be satisfied. Therefore, there is no value of Ull 

for which Mp can be an M-matrix for the quadrilateral cell ABCD'. ~ 
The shape of the monotonicity region depends on the angle e = ABC and the 

diffusion tensor Kp. In Fig. 11.6, we plot monotonicity regions for the identity tensor 
and different angles e. In Fig. 11.7, we plot monotonicity regions for the same angles 
but a full diffusion tensor Kp. By comparison of the plots in two figures, we observe 
that the full diffusion tensor rotates the monotonicity region. 

For the identity diffusion tensor, the monotonicity region tends to an infinite strip 
whose base is the segment AC when e becomes a very acute angle. Moreover, an 
infinite part of the ray originating at point B and orthogonal to segment AC is always 
inside the monotonicity region for any value of e from very obtuse to very acute. 
Indeed, when D lies on this ray, the right-hand side of (11.54) is strictly positive and 
the left-hand side of (11.53) is always zero. 
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/ ",. #'./ ... . " , , , , , . , , 
. , , , 

, . , , , , , , 

Fig. 11.6. Monotonicity regions (shaded area) for Kp = I and different angles e = ABC which 
take values 147°, 119°, and 98° in the top row, and 20°, 47° and 90°, in the bottom row 

" " " 

.' " 

Fig. 11.7. Monotonicity regions (shaded area) for a full tensor Kp and the same angles e = 

ABC as in Fig, 11,6, The full tensor rotates the monotonicity region, Note the existence of a 
limiting angle beyond which the monotonicity region is empty 

Remark 11.3. The above analysis can be used in mesh generation algorithms to for­
mulate an additional quality metric, 

11.4 Non-linear optimization 

In Sect 11.2 we presented a set of results that hold for specially shaped cells 
such as simplexes, parallelograms, tilted parallelepipeds, and degenerate pentagons, 
Nonetheless, the theoretical developments leading to conditions (Wl)-(W2) are 
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quite general and can be applied to arbitrarily shaped cells. In this section, we en­
force these conditions by solving a nonlinear optimization problem. To this end, let 
us introduce two quantities: 

E = max Wi,' 
i#} . 

and (1l.55) 

The quantity E controls the off-diagonal entries of matrix Wp, and is thus related 
to condition (W2). The quantity F controls the property of Wp being a diagonally 
dominant matrix and is thus related to condition (WI). The following simple lemma 
shows that we have to minimize E and maximize F to find an M-matrix. 

Lemma 11.4. Let matrix W p be given by (11.25) and such that E s: 0 and F > O. 
Then, Wp satisfies conditions (WI)-(W2). 

To control the SPD property of the parameter matrix Up in the optimization strat­
egy, we employ its Cholesky factorization Up = LpL~, where Lp is a lower triangular 
matrix. The diagonal entries of Lp = (Rij) must be positive real numbers since Up is 

SPD. Let')? be the trace ofW~. We denote by Up one of the matrices listed below 
(note that the last choice does not always give an SPD matrix): 

(i) Up = ')?Ip; 
(ii) Up = ')?(DpD~)-l; 
(iii) Up is given by the least square solution ofminijfj IWijI2. 

Let Up = Lp L~ be the Cholesky decomposition of Up. We consider the following 
objective functional: 

(1l.56) 

where EE > 0, EF ::;:, 0, EL ::;:, 0 are tuning parameters, II'II~ is the Frobenius norm of 
a matrix, and v(E; EE) is the wall function: 

(1l.57) 

Now, we solve the following non-linear constrained optimization problem: 

mllllmize f(E,F, Lp) 

subject to: W· -E > 0 '1 - 'ii -I- j, 

F - LjWij::;:' 0 'ii, 
(1l.58) 

and: E, FE lR 

0< Rii s: +00 'ii, 

Rij E lR 'ii =1= j. 
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Let us introduce the compact notation for the constraints: 

gpq(E,F,Lp) = {
E - Wpq for p < q, 

Ljwpjlfjl-F for p = q. 

The Lagrangian of the minimization problem is given by: 

2(E,F, Lp,J.L) = f(E,F, Lp) - L I1pq gpq (E,F, Lp), 
p"5cq 

(11.59) 

where J.L = (l1pq) p"5cq is the vector of Lagrange multipliers. A part of the Jacobian 
matrix related to the constraints has the following entries: 

Jgpq = 1 
JE 

for p < q and Jgpp = 0 
JE 

Jgpq = 0 
JF 

for p < q and Jgpp = -1 
JF 

(11.60) 

Jgpq Jw 
Jgpp = L JWpq Ifql· - ----.!!!!. for p < q and 

Jeij J e;j Jeij q Jeij 

The last two terms can be computed efficiently using the formula provided by the 
following lemma. 

Lemma 11.5. Let Wp = (wij) be given by (11.25), where Dp = (dij), Up = LpL~ 
and Lp = (e;j) is the low triangular matrix. Then, 

(11.61) 

Proof Let ep be the p-th vector of the canonical basis of ~p, i.e., this vector has 1 
in the p-th position and zero elsewhere. Since Wpq = W~q + ((DpLp )(DpLp f)pq and 
wgq does not depend on Lp , we have: 

JWpq J ( T) J (T T ) Jeij = Je;j (DpLp)(DpLp) pq = Je;j ep(DpLp)(DpLp) eq pq' 

Using the chain rule, the derivative becomes: 

JWpq T( JLp) T T JLp)T 
Je;j = ep Dp Je;j (DpLp) eq+ep(DpLp)(Dp Je;j eq. 

Since J Lp / Je;j = eieT, the straightforward calculations give: 

JJ~~iq = e~ (Dpe;ej)(DpLp { eq + e~ (DpLp )(Dpe;eT{ eq 

= (e~Dpe;)eT (DpLp { eq + e~ (DpLp )ej( eTD~eq) 

= dp; (DpLp )qj + (DpLp )pjdq;. (11.62) 
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Equation (11.61) follows by noting that 

since Lp is a lower triangular matrix. D 



12 

Diffusion problem on generalized polyhedral 
meshes 

The minimal surface area partition of space into 
cells of equal volume is a tiling by truncated 

octahedra with slightly curvedfaces. 
(Lord Kelvin's conjecture) 

A generalized polyhedron is a topological polyhedron, i.e. a solid defined by a bi­
Lipschitz mapping of a polyhedron. The faces of a generalized polyhedron are usually 
non-planar (or curved) but edges may remain straight line segments. A generalized 
polyhedral mesh is a mesh containing generalized polyhedra. Such a mesh often ap­
pears in Lagrangian fluid flow simulations where the computational mesh moves with 
flow. 

n was shown experimentally in [254] that the MFD method for the diffusion prob­
lem in the mixed form described in Chap. 5 does not converge on generalized poly­
hedral meshes. A similar statement can be made for the lower-order Raviart-Thomas 
finite element method, see Fig. 12.1 where we solve a simple Poisson equation in a 
unit cube. 

A straightforward solution is to approximate a strongly curved face by trian­
gles to get a polyhedral mesh where all elements have planar faces. The number of 

1~ r-------------~r-------~ 
• u .. 

10~ 

-.... 

~MFO."..,,; I"'H:lUrt 

..... MFO old: pres ... 

....... MFE.: preos.swe 

....... uFO tIit'IIf.: WIOdty 
___ MFO aid: y.dy 

...... ""'''' .-.y 10:~~--------------L,.~.,~~~---

h 

Fig. 12.1. Let picture shows a logically cubic mesh with randomly petiurbed interior vetiices. 
The right picture shows convergence graphs for the MFD method ( + and x) described in this 
chapter, mixed finite element method (triangles) and the MFD method described in Chap. 5 
(squares and circles) 

1. Beirao da Veiga, K. Lipnikov, G. Manzini: The Mimetic Finite Difference Method for Elliptic 
Problems, MS&A 11. DOl 10.1007/978-3-319-02663-3_12, © Springer International Publish­
ing Switzerland 2014 
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flux degrees of freedom grows linearly with the number of these triangles. Potential 
problem with such as approach is that an approximate piecewise-linear representa­
tion of smooth material interfaces and external boundaries may lead to profoundly 
non-physical numerical effects including spurious dispersion, anisotropy and reflec­
tion/scattering in simulations of acoustic, visco-elastic and electromagnetic waves. It 
may also break the symmetries of boundary and initial conditions and even change 
convergence properties with mesh refinement. 

Another approach is considered in this chapter. It incorporates the face curva­
ture into the discretization and uses only three degrees of freedom for every strongly 
curved face regardless of the number of its vertices. The new mimetic scheme is de­
veloped for a diffusion problem; however, the underlying ideas can be extended to 
other PDEs. 

Other discretization schemes [2,276] can be also used to solve diffusion prob­
lems on generalized polyhedral meshes; however, to the best of our knowledge, the 
convergent schemes result in non-symmetric discrete problems which reduces sig­
nificantly the number of available efficient algebraic solvers. The MFD method, by 
its nature, results always in a symmetric discrete problem. 

12.1 Diffusion problem in mixed form 

Let Q be an open connected subset of 9\3 with a Lipschitz continuous boundary. We 
consider the diffusion problem in the mixed form: 

u+KVp=O m Q, 

divu=b m Q, 

p=ff on dQ, 

(12.1 ) 

(12.2) 

(12.3) 

where the vector variable u represents the flux of the scalar unknown p, K is afull 
symmetric tensor, and b is a source function. The unknown p may be a pressure, a 
temperature, or a flow density depending on the physical interpretation that we give 
to this mathematical model. 

We assume for simplicity that the homogeneous Dirichlet boundary condition, 
~ = 0, is imposed on dQ. Other types of boundary conditions can be also incorpo­
rated into the mimetic scheme, see for example [206] and Chap. 5. We also make the 
following assumption. 

(Hlb) Every component of tensor K is in WL=(Q) and K is strongly elliptic, i.e. 
there exist two positive constants K* and K* such that 

(12.4) 
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12.2 Polyhedral meshes with curved faces 

Let Q h be a non-overlapping conformal partition of Q into generalized polyhedra 
P. For simplicity, we will often refer to them as polyhedra. Intersection of any two 
distinct generalized polyhedra is either empty, or a few mesh vertices, or a few mesh 
edges,or a few mesh faces. Two adjacent polyhedra may share more than one edge 
or more than one face. 

As usual, we denote by IPI the volume of P and by hp its diameter. For every 
face f, we denote by If I its area of by hf its diameter. We finally set h = supphp and 
consider a sequence of generalized polyhedral meshes {Qhh where h ---+ O. 

Since mesh faces can be curved, we cannot use the mesh regularity assumptions 
(MR) of Chap. 1. An alternative way to characterize the shape properties of a gener­
alized polyhedron is based on the definition of a generalized pyramid. 

Definition 12.1. Let k ::;:, 3 be an integer, and Y* and'T* be positive real numbers, with 
y* < 1. A generalized pyramid Q with k lateral faces and shape-regularity constants 
Y* and 'T* is a subset of 9\3 that can be constructed with the following three steps: 

~ ~ 

1. Take a pyramid Q whose base f is a convex polygon with k edges. Let vQ be the 
vertex of this pyramid, hQ be its diameter, and HQ be its height (see Fig. ~.2). 

Up to a rigid-body displacement, we can assume ~at vQ is in the origin and f is a 

subset of the plane z = HQ. We also assume that Q contains a sphere of radius 

2. Define a radial one-to-one C l mapping cP of the pyramid Q into itself. In a radial 
map a point x and its image Xl = CP(x) lie on the same ray emanating from the 
origin. We assume that 

ma]C II V CP(x) II ::; 'T* and (12.5) 
XEQ 

The norms in (12.5) are the usual Euclidean norms of 3 x 3 matrices. 

3. Define the generalized pyramid Q == cP (Q). The image of the base f is a C I surface 

f, f == CP(f), that we will refer to as the ba~e of the generalized pyramid. Accord­
ingly, the images of the k lateral faces of Q will be referred to as the lateral faces 
ofQ. 

The convexity assumption of f could be replaced with a star-shaped assumption 
(see [90] for more details). However, for simplicity of the presentation, we will not 
do it here. Nevertheless, the following definition of a generalized polyhedron allows 
us to keep the class of admissible generalized polyhedral meshes sufficiently large. 

Definition 12.2. A generalized polyhedron P is formed by the generalized pyramids 
that have the same vertex xp. The vertex xp lies strictly inside P. The boundary J P 
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Fig. 12.2. Pyramid Q containing a sphere of radius r 

is the union of the bases of the generalized pyramids. These bases will be referred to 
as the faces of P. 

Consider a generalized pyramid Q. According to Definition 12.1, at each point of 
its base f, we can define a normal unit vector Of pointing outward of Q and varying 
continuously with the point. Thus, we can define the average normal vector Of as 

(12.6) 

It is not difficult to see that Ilofil ::; 1. A lower bound for Ilof II depends on y*, 'T* and 
is contained in the following technical lemma. 

Lemma 12.1. Let Q be a generalized pyramid with shape regularity constants y* 
and'T*. Let f be its base and let Of be the average normal to f defined in (12.6). Then, 

(12.7) 

Proof Definition 12.1 implies that there exists a bijective mapping cp: f ---+ 9\ such 
that the restriction of 4> to f can be written as 

Xl =xcp(x,y), y' = YCP(x,y), Zl = HQcp(x,y). (12.8) 

Using assumption (12.5), it is not difficult to check that for every pair of points Xl 

and X2 on f, and their images x~ = 4>(Xl) and x~ = 4>(X2) on f, we have 

and (12.9) 
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By the basic vector calculus, we have 

1 hdX' dX' 
Of dS = """'l x """'l d.x dy. 

f . faX ay 
(12.lO) 

Differentiating (12.8), we obtain 

and 

A lengthy but easy calculation gives 

dx' dX' ( 2 ) 
dx x dy = -HE/PCPx,-HQcpcpy,cp +cp(xcpx+YCPy) . (12.11) 

Now, let ~ == (~1' ~2' HQ) be a point in f and g = cp2/2. Using (12.11) and (12.lO) 
in (12.6), and then integrating by parts, we get 

iif'~ = 1~I.hHQ(2g+(x-SI)gx+(Y-S2)gy)d.xdY 

= ~~ (.h(2g - g - g)d.xdY + hfg (X-Sl)VX +(Y-S2)Vy}de), 

where (Vx,;y) is;he outward unit normal to df lying in the plane z = HQ. Since ~ is 
internal to f and f is convex, we have 

Let gmin be the minimum value of g on df. Using first the mean value theorem for 
integrals and then the divergence theorem in the plane z = HQ, we obtain 

~ HQ r } 2 Ifl 
Of' ~ ~ gminlfT ia7 (x - Sl)Vx + (y - S2)Vy de = (cp )minHQ m' 

Thus, the Cauchy-Schwarz inequality implies that 

II ~ II > (2) HQ Ifl 
Of - cP minmm' (12.12) 

To complete the proof, we have to estimate three factors in the right hand side of 
(12.12). From (12.9), we have easily that 

(12.13) 

Next, using (12.5) and taking any point x on df, its image point x' = <P(x) on df, we 
have Ilxll ::; '1"*llx'll. Thus, (12.8) implies that 

2 1 
(cp )min ~ 2' 

'1"* 
(12.14) 
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Finally, we recall that the pyramid Q contains a sphere of radius r ::;:, y*hQ. Since 

II ~ II <:::: hQ and 2r <:::: hQ' we deduce that 

r HQ 
II~II <::::hQ <:::: - <:::: -2 . 

y* y* 
(12.15) 

The assertion of the lemma follows from estimates (12.12)-(12.15). D 

Now we describe a class of shape-regular generalized polyhedral meshes. All con­
vergence error estimates will be proved for these meshes. A generalized polyhedral 
mesh f2h is called shape-regular if it satisfies the following assumption. 

(GR) We assume that there exist two positive constants y* and T*, and one integer 
number .ks , independent of the mesh, such that every element P is the union of at 
most J1/s generalized pyramids with at most J1/s lateral faces and shape constants 
y* and T*. 

Definition 12.3. (Moderately and strongly curved faces). Let Th be a positive con­
stant independent of the mesh f2h . We say that f is moderately curved if at every point 
x E f it holds: 

(12.16) 

where Of is defined in (12.6). Otherwise, we say that the face f is strongly curved. 

Remark 12.1. The meshes generated with a smooth mapping or by a uniform refine­
ment of a coarse mesh contain typically cells with moderately curved faces. In con­
trast, the meshes generated by moving mesh methods contain frequently cells with 
strongly curved faces. Definition 12.3 gives a simple computable measure of face 
curvature. 

Assumption (GR) is close to the mesh shape regularity assumption (MR) intro­
duced in Chap. 1. It implies immediately that every element P is star-shaped with 
respect to the common vertex xp of the generalized pyramids that form it; compare 
with the assumption (MR3). Additional consequences of assumption (GR) are stated 
in the following lemma. 

Lemma 12.2. Let f2h be a generalized polyhedral mesh satisfYing assumption (GR) 
and P be any element in f2h . Furthermore, let P* and a* denote positive constants 
that depend only on the constants y*, T*, and .ks. Then P is star-shaped with respect 
to every point of a sphere centered at xp with radius p* hp. Moreover, we have the 
following bounds: 

(12.17) 

jor allfaces f ofP. 

Proof A conventional polyhedron P is star-shaped with respect to every point in 
its feasible set. The feasible set is defined as the intersection of half-spaces formed 
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by all faces of P and containing xp. For a generalized polyhedron P, its feasible set 
is the intersection of the infinite number of half-spaces containing the point xp and 
tangential to all internal points of faces f of P. The radius of a sphere inscribed in 
the feasible set equals to the shortest distance from xp to the tangential planes. 

Without loss of generality, we assume that xp is in the origin. Using the notation 
~ Lemma 12.1, we consider a generalized pyramid 9 built from a regular py;:amid 
Q via map CPo Let f be the base of Q, f the base of Q, and HO the height of Q. Let 

x E f and Xl = CP(x). The normal vector to face f at point Xl is given by 

where map cp(x,y) is defined by (12.8). Distance from the origin to the tangential 
plane defined by the normal vector llf(X/ ) and passing through point Xl is 

(12.18) 

Since cP is a bounded operator, the absolute values of its components are bounded by 
T*. Thus, 

Illlf(x/)11 <::: Icpl (IHoCPxl + 1Hoq>y1 + Iyq>y +yq>y + cpl) <::: IcpI5T*. 
Inserting estimate (12.14) into (12.18), we obtain a lower bound for the distance 
independent ofthe position of point Xl: 

d(X/) ~ Ho/(5T:). 

Using Definition 12.1, we obtain that HO ~ 2r ~ 2y*hO' Formula (12.9) implies that 
hO <::: T*hQ and hQ <::: T*hO' where hQ is the diameter of the generalized pyramid Q. 
These formulas give us a different lower bound: 

I 1 2y* 
d(x) ~ -3HO ~ -4hQ. 

5T* 5T* 

Let us show that the diameters of the generalized pyramids Q E P are uniformly 
bounded from below. Let Ql have the largest diameter among all generalized pyra­
mids and Q2 be a generalized pyramid that has a common lateral face with Q 1. Note 
that T* hQI ~ hOI ~ HOI' Since these two pyramids have a common face, a pessimistic 

estimate for the diameter of Q2 is HOI / T*. Thus, 

Since the generalized pyramids are connected with one another, a pessimistic esti­
mate for the radius of a sphere inscribed in the feasible set is given by 

I~S_1 I~S 

I 2y*. 2y* (2 y*)····· 2 (2Y*)' hp d(x) ~ -4 mmhQ ~ -4 -2 hQI ~ -2 -2 -2 =p*h p. 
5T* QEP 5T* T* 5T* T* 
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The volume of P is bounded from below by the volume of the inscribed sphere 
with radius P*. This gives a* = 4np! /3. The bound for If I follows from an estimate 
similar to (12.13) and the above arguments: 

If I 1 I~fl nr2 nil; h2 nil; h2 >- >->- ~>- Q - 2 - 2 - 2 Q- 4 ' 
'T* 'T* 'T* 'T* 

which gives a* = n(5'T;p*/4)2. The assertion of the lemma follows by selecting the 
smallest of a*. D 

A useful consequence ofthe proof of the last lemma is that 

'I/O E P. (12.19) 

12.3 Mimetic discretization 

12.3.1 Degrees offreedom and projection operators 

The mimetic approximation of(12.1)-(12.3) starts with the definition of the degrees 
of freedom for scalar and vector fields. 

• The space of discrete scalar fields f!JJh is defined by attaching one degree of free­
dom to every cell P E Qh. The value associated with P is denoted by qp. The 
collection of all degrees of freedom form the algebraic vector qh E f!JJh, 

The dimension of f!JJh is equal to the number of polyhedrons in Qh. 

• The space of discrete flux fields §h is defined by attaching a vector VpJ to every 
element P and every face f of P. The collection of all degrees of freedom form the 
algebraic vector Vh E ''#'h, 

The dimension of §h is equal to three times the number of the boundary faces 
plus six times the number of internal faces. 

For a discrete flux field Vh E §h, we denote by Vp its restriction to P, i.e. Vp = 

(vp.f )fEP. The vectors Vp form a linear space §h,P, the restriction of §h to element 
P. To build a mimetic scheme, we need to reduce the number of independent flux 
degrees of freedom by imposing some continuity conditions. 

For every element P in Q h and every face f of P, we define the vector IIp.f(X) as 
the unit normal at point x off pointing outside of P. Let IIp.f be the average normal 
vector, 

(12.20) 
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Fig. 12.3. A local coordinate system for the strongly curved face (top face) of a generalized 
hexahedron 

Lemma 12.1 gives the following lower bound: 

(12.21) 

In addition, we assign to each mesh face f a pair of arbitrary unit vectors a~ I and 
f2 ~ 

ap orthogonal to IIp,f and orthogonal to each other. These three vectors form an or-
thogonal coordinate system for every face f as shown in Fig. 12.3, where the strongly 
curved face is the top face of a hexahedron. We set, for convenience of notation, 

Hereafter, we assume that mesh functions Vh in space §h satisfy the following 
continuity conditions. 

(Cl) (Continuity of discrete fluxes). For each face f, shared by two polyhedrons 
PI and P2, we assume that 

(12.22) 

Moreover, for every strongly curved face f, we assume the full continuity of the 
local flux vector. This means that together with (12.22) we also have 

(12.23) 

The continuity condition (Cl) reduces the number of independent flux unknowns. 
On moderately curved faces, only the normal component ofvpJ is continuous, and 
the other two components can be treated as internal degrees offreedom. In a computer 
program, they are eliminated during the assembly process by the static condensation. 

The necessity of using three independent flux unknowns on each strongly curved 
face is an intrinsic property of a generalized polyhedral mesh and is the possible 
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reason why nobody succeeded in development of a convergent method with only 
one flux unknown per mesh face. 

Remark 12.2. In the case of discontinous materials, we will have to replace the full 
continuity of flux across strongly curved faces by continuity of the normal flux and 
tangential components of the gradient. 

The constant 1h in (12.16) is at our choice. If we choose it too large, then most 
faces will be classified as moderately curved and the asymptotically optimal conver­
gence rate will be observed only on very fine meshes. Indeed, as we will show later, 
the constant 11* enters the a priory estimates. Hence, in practice, we are likely to face 
the usual trade-off between the cost of the method and the quality of the solution. 

Let us define the projection operators (.)! from continuum spaces of sufficiently 
smooth functions to discrete spaces. Fora function q EL I (Q), we define a cell­
centered scalar field qI E Y'h by 

! 1 r 
qp = TPT ip qdV. (12.24) 

It is immediate to verify that for any P E Qh we have 

(12.25) 

F or every vector function v E (H I (Q) ?, we define a face-centered discrete flux 
field VI E §h as follows: 

(12.26) 

where 

(12.27) 

(12.28) 

In Sect. 12.4.1, we will prove that this projection operator is well defined and 
uniformly bounded. If function v is continuous across the interior mesh faces, it is 
easy to see that the resulting 3-D vector v~.f satisfies the continuity property (el). 
The projection operator has three important properties. First, for a constant function 
c, we obtain from (12.27)-(12.28) that 

! 
cp.f = c. (12.29) 

Second, the definition of the projection operator implies the flux conservation prop­
erty: 

r V· IIp.f dS = linN Illfl V~,f . a~3 = If I V~.f" nN = V~.f" r IIp.f dS = r V~.f" np,f dS. 
if .. if if· (12.30) 
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Note that in the last integral we consider v~.f as a constant vector field on f. Finally, 
using estimate (12.21), we obtain the following upper bound: 

(12.31) 

12.3.2 Strong and weak forms of discrete equations 

The discrete divergence operator, divh: §h ---+ fJJ\, arises naturally from the Gauss 
divergence theorem and (12.30) as 

divp(vh) = I~I L VP.f,uP,flfl = I~I L r vP,f·llP.f dS. 
fEJP fEJP~ 

(12.32) 

Note that this primary mimetic operator uses only the normal component ofthe local 
flux vector. A part of the communing diagram (see Lemma 2.2) holds true for this 
operator. 

Lemma 12.3. The projection operators (.) I commute with the discrete and continuum 
divergence operators. 

Proof Let v be a sufficiently smooth vector-valued function. Using (12.32), (12.20), 
(12.30), the Gauss divergence theorem, and (12.24), we obtain 

divp(v~) = -I~I L V~.f.iip,flfl = I~I L iv~,f'"P,fdS 
fEJP fEJP . f 

1 r 1 r . . I 
= fPTJap v'"pdS = fPT}p dlvvdV = (dlVV)p 

(12.33) 

for every element P in Qh. This proves the assertion of the lemma. D 

According to the discrete vecto~ and tensor calculus developed in Chap. 2, the 
derived mimetic gradient operator, 'Vh: fJJ\ ---+ §h, is given by 

Vh = _My.l divI MY', 

where matrices My;- and MY' are induced by the inner products in spaces §h and 
9 17 , respectively. In space 9 h, we consider 

[Ph,qhLY'h = L ppqplPI 
PEDh 

(12.34) 

Thus, the matrix M ,f' is diagonal with volumes I P I on the diagonal. The inner product 
in space §h is more involved and we will define it in the next subsection. Here, we 
simply state that 

The matrix My is often irreducible, so that its inverse is a dense matrix. Fortunately, 
in a computer code, this matrix is never calculated explicitly. 
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Using the discrete flux and divergence operators, the mimetic approximation of 
equations (12.1)-(12.3) with ~ = ° reads: 

Find (Uh,Ph) E §h x fY\ such that 

Uh+'VhPh =0, 
divh Uh = bI, 

(12.35) 

where bI E fY\ is the cell-centered field with the mean values of the source function 
b over elements P. 

Now, we are able to present the weak form of the mimetic method. We multi­
ply the first equation in (12.35) by vhMy and use the duality of mimetic operators 
(see (2.27)). Then, we multiply the second equation by qhMJ' to obtain 

[Uh,Vh]'Yh - [Ph,divhvh]J'h = ° 
[divh vh,qh]Y'h = [bI,qh]Y'h 

12.3.3 Stability and consistency conditions 

\lVh E §h, 

\lqh E f!JJh· 
(12.36) 

In this section, we detail the two fundamental conditions of stability and consistency 
that lead to a convergent mimetic scheme. Let us write the inner product in space §h 
as a sum of elemental inner products defined for every element P in flh: 

(12.37) 

According to the theory developed in Chap. 4, the inner product must satisfy the 
stability and consistency conditions. 

Let Kp be a constant tensor on P such that 

sup sup I (K(x)) i, - (Kp t ,I ~ CK hp, 
xEP 1~ij~3 .1 .1 

(12.38) 

where CK is a constant independent of P. In practice, we use either the mean value 
of K or we set Kp = K(xp). 

(SI) (Stability condition). There exist two positive constants (J* and (J* which are 
independent of mesh flh and such that 

\lvp. (12.39) 

The stability assumption states that the local inner product matrix must be spectrally 
equivalent to the scalar matrix I P II. In practice, the constants (h and (J* depend only 
on the skewness of polyhedron P and on the tensor Kp. This assumption ensures 
stability of a mimetic discretization. 

Let us define the following space: 
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According to the theory developed in Part I ofthis book, this space must satisfy three 
assumptions (Bl)-(B3). We recall the first two assumptions. 

(Bl) The local projection operator (-)~ from Sh,P to :?h,P must be surjective. 

(B2) The space Sh.P must contain the trial space of constant vector functions: 

.9'p = {v: P ---+]Rd such that v = KpVq with q E lPI (P)}. 

It is possible to verify that the space Sh,P above satisfies both conditions, while the 
third assumption (B3) will be addressed below. In particular, in order to show condi­
tion (B2), it is sufficient to solve a local Stokes-like problem as shown in Eq. (12.89). 

(S2) (Consistency condition). For every function v E Sh.P, any linear polynomial 
ql, and every element P we have 

(12.40) 

Consistency is an exactness property and guarantees the first order of accuracy of 
the resulting mimetic scheme. By definition, if v E Sh.P then divv is constant on P 
and from Lemma 12.3 we obtain that (divv)IP = divp(v~). Likewise, since for all 
fEd P it holds that Vlf is a constant vector field, it is easy to check from definitions 
(12.27)-(12.28) that 

I f,i I f,i vP,f . ap = v f . ap IffEdP, i=1,2,3. 

Therefore v~.f = Vlf and we immediately have 

{qIV'"PJdS= (qIV~.f·"P.fdS if . if . . Iff E dP. 

We integrate by parts the right-hand side of (12.40) and use these formulas to obtain 

[(KpVql)~,V~Ly,h'P=- {qldivp(v~)dV+ L {qlv~,f·"P,fdS. (12.41) 
ip fEap~ 

The terms in the right-hand side are explicitly computable and (B3) of Chap. 4 is 
verified for the bilinear form 

More precisely, assumption (B3) of Chap. 4, adapted to the current case, reads: 

(B3) .%lp (v, u) with v E Sh,P and u = Kp V ql can be computed exactly using only 
ql and the degrees of freedom ofv. 

Integration over a curved face f requires an explicit representation of this face. The 
most simple representation of f is made by its triangulation, which is an acceptable 
face model for the majority of the internal mesh faces. When a curved face is located 
on material or domain boundaries, a local parametrization of these boundaries can be 
used to calculate the integral. 
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Remark 12.3. The calculation of the boundary face integrals may require numerical 
quadratures. The impact of the numerical integration error on the accuracy of the 
mimetic schemes is not analyzed in this book, see [253,256] and references therein 
for examples of theoretical and numerical analysis of approximate consistency con­
ditions. 

Remark 12.4. Note that we do not require the space Sh,P to be finite dimensional and 
isomorphic to §h.P. Nevertheless nothing forbids us to choose it such that, in addition 
to the above conditions, we have 

(12.42) 

12.3.4 Derivation of mimetic inner product 

In this section we show in detail the construction of a mimetic inner product in the 
space §h that satisfies assumptions (SI) and (S2). We refer to [93] for a complete 
list of available results. By the definition of the inner product, each contribution in 
(12.37) can be written in a matrix form: 

(12.43) 

where M P is a symmetric and positive definite matrix. 
Let Nt be the number of faces in P, so that the size of vectors Up and Vp is 

£p = 3Nt. For every positive integer number r <::: £p, we define two unique integer 
numbers a(r) and f3(r) such that 

1 <::: a(r) <::: Nt and 1 <::: f3(r) <::: 3. 

We use a(r) and f3 (r) to label the degrees offreedom ofvp associated with the faces f 
of d P and with the basis vectors a~i that are defined on each face. In particular, we say 
that the r-th component ofvp is associated with face fa(r) of polyhedron P and with 

h b . fa.(r),/3(r) ( h' d" 11' 1 db 1 . t e aSIS vector ap t IS correspon ance IS practlca y Imp emente y ta cmg, 

for example, r = 3(a(r) -1) + f3(r)). Hereafter, we shall write a~) to simplify the 
notation. 

Due to the bilinear structure ofthe integrals in the right-hand side of (12.41), it is 
sufficient to consider only four linearly independent functions. Taking ql = 1, we re­
cover the definition of the discrete divergence operator divp. This adds no constraints 
on the inner product matrix. For linear functions orthogonal to a constant, formula 
(12.41) is simplified as: 

[(KpV'ql)~,v~lY0"p= L rqlv~,f·np,fdS \/VESh.P· (12.44) 
fEdPif 

The formula shows the remarkable property of characterizing the inner product using 
only boundary integrals. 

There are three linearly independent linear functions orthogonal to a constant. 
They are Xi -Xp,i, i = 1,2,3, where x = (XI ,X2,X3) is a 3-D position vector and Xp = 
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(XP,I ,XP.2,XP,3) is the centroid of P. Inserting these linear functions in (12.44), we 
obtain 

[(KpV'Xi)~,v~l)'h'P = L /(x;-xp,i)v~rnp,fdS. 
fEdP if 

(12.45) 

Let us introduce the matrices Rand N, with size Rp x 3, which are defined by 

and 

where r = 1,2, ... ,Rp and i = 1,2,3. These matrices obviously depend on P but we 
omit this subscript until the end of this section to ease the notation. Let R; and N; 
denote columns of matrices Rand N, respectively. Recalling the definition of the 
inner product, we obtain 

'Vv~, i = 1,2,3. 

Since v~ is an arbitrary vector, the above formulas can be written as the matrix equa­
tion: 

MpN = R. (12.47) 

The theory developed in Chap. 4 gives us a parametric family of solutions to this 
matrix equation. To show that this family contains symmetric and positive definite 
matrices, we have to prove some of the properties of matrices Nand R. The following 
lemma relates to the general results in Sect. 4.3. 

Lemma 12.4. The matrices Nand R satisfY 

(12.48) 

Proof Let us first observe that 

which follows from (12.29) because Kp V'x; is a constant vector and a~) is an orthog­
onal set of unit basis functions. Using this relation and the definitions of matrices N 
and R given in (12.46) we obtain: 

(12.49) 

For 1 s: r s: Rp, there must exist three distinct values rl, r2 ad r3 that identify the same 
C • f f f d h hr b . VI) h) d h) . d lace, l.e., Yj = r2 = Y2' an t e t ee aSls vectors ap ,ap ,an ap associate 
with that face, i.e., f3 (r;) = ifor i = 1,2,3. We reformulate the summation in (12.49) 
as a summation on the faces f E J P by collectinfr the three contributions from each 
face that are associated with the basis vectors a;;). Noting that It=l a~)(a~)l = I 

because {a~)} is a complete orthogonal set and using the Gauss-Green formula for 
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the linear functions Xi and Xj, Eq. (12.49) becomes 

NT R,' = j' (Kp V'Xi)' Up (x,' -xP.,·) dS = {' Kp V'Xi' V'x, dV = IPI (Kp) ... 
. BP "'}p . 1,] 

(12.50) 

Since i and j are arbitrary, this completes the proof. D 

Since §h.P is extension of a related space from Chap. 5, we have immediately a 
few results such as the matrix N has the full rank. Using Lemma 12.4, we can rephrase 
Lemma 4.7 as follows. 

Lemma 12.5. Let D be an jip x (jip - 3) matrix whose jip - 3 columns span the null 
space oiNT, so that NTD = O. Then,for every (jip - 3) x (jip - 3) symmetric positive 
definite matrix U, the symmetric matrix 

(12.51) 

satisfies (12.47) and is positive definite. 

Since U has size jip - 3, a general symmetric positive definite matrix of this size 
has (jip - 2) (jip - 3) /2 free parameters, yielding a family of matrices. The liberty of 
choosing U within this family can be used to tackle other computational problems, 
e.g., to enforce the discrete maximum principle (see Chap. 11 for more detail). 

One of the efficient ways for solving the diffusion problem in a mixed form is 
based on the KKT theory of constrained minimization (see e.g. [289, Chap. 16]) 
where the constraints are given by (12.22) and (12.23). The solution of the KKT 
system is reduced to the solution of a sparse system for Lagrange multipliers with a 
symmetric positive definite matrix. In the finite element context this is often called 
a hybridization and is usually attributed to Fraeijs de Veubeke [174] (see also [29], 
or [88, pp. 178-181]). 

The hybridization procedure uses only the inverse of matrix M p, while the explicit 
knowledge of the matrix itself is not required. Let W p denote the inverse of matrix 
Mp. Then 

WpR = N. (12.52) 

This equation differs from (12.47) only by swapping of matrices Nand R. Thus, we 
have the result similar to Lemma 12.5. 

Lemma 12.6. Let D be a jip x (jip - 3) matrix whose jip - 3 columns span the null 
space ofRT, so !,hat RT D = O. Then, for every (jip - 3) x (jip - 3) symmetric positive 

definite matrix U, the following symmetric matrix 

1 -1 T ~ ~ ~T 
Wp=TPTNKp N +QUQ (12.53) 

satisfies (12.52) and is positive definite. 
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Since, in practice, we are interested only in the matrix M;;l, we can build W p 

and define M;;l := Wp. Moreover, it is not difficult to show that such a matrix Mp 
can still be written in the form (12.~1), w~ere the choice of the matrices U and D 
obviously depends on the choice of U and D. 

Let us look again at the stability assumption (SI) and show that the new mesh 
shape regularity assumption (GR) leads to mesh independent bounds. We rescale the 
matrices Nand R and prove a technical lemma. Let us define 

~ 1 
and R:= TPT R, (12.54) 

so that 
(12.55) 

According to (12.46), the r-th row ofN is (a~)lKp; thus, the r-th row 06J is (a~)l. 
Let C; be the 3 x 3 matrices associated with faces f; of P and located on the main 
diagonal of matrix C: 

C d· {C C} CT - (f;,l f;,2 f;3) = lag 1 , ... , N.I, i - a p a p a p . 
p 

The orthogonality property of vectors ap gives, 

Ifwe further introduce the Rp x 3 matrix Ro by 

where r = 1, ... ,Rp and i = 1,2,3, then 

(12.56) 

(12.57) 

Lemma 12.7. Let P be a shape-regular generalized polyhedron. Then, jor any w E 

9\3, we have 

(12.58) 

Proof Using (12.56)-(12.57), we obtain 
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which proves the equality in (12.58). To estimate the norm of matrix R, we note that 

NY 

1P1211Rwf = IIRowf = ~ Illk np,fk(W' (x-xp))dSr (12.59) 

Note that II x - xp II ::; hp for any point x E P. Thus, 

I PI'II Rwll' <; IIwII'11f, I]" Ilx - xp II' dS <; Ilwll' hf, 1]" dS) , (12.60) 

- -Now, we consider the pyramids Qk forming P and having fk as the bases. Using 
formula (12.19) to bound the height HQk ofthe pyramid Qk, we obtain 

Inserting this in (12.60), gives 

IIRwI12::; ( 3r~ )2 Ilw112, 
2y*p* 

(12.61) 

which is the upper bound in (12.58). The proof of the lower bound starts with the 
Gauss-Green formula 

Applying this result to (12.59), we obtain 

2 ~ 2 1 3 Nt r ) 2 
IPI IIRwl1 ~ Nt ~ ~ ifk np.fk,i(w, (x-xp))dS 

1 f 2 2 1P12 2 
~y L.IPI Wi = Illwll· 

Np i=! Np 

This proves the assertion of the lemma. D 

From Lemma 12.7, we may easily obtain estimates for the unsealed matrices R 
and N and their products with the tensor Kp. In particular, using assumption (Hlb), 
we may prove that 

(12.62) 

Theorem 12.1. Let the assumptions of Lemmas 12.5 and 12.7 hold. In addition, we 
assume that there exist two positive constants s* and s*, independent ofP, such that 

(12.63) 
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and 
(12.64) 

Then, the matrix Mp in (12.51) satisfies assumption (SI). More precisely, we have 

where 

The proof of this theorem follows closely the proof of Theorem 4.2 (see also Theo­
rem 3.6 in [93]); therefore, it is omitted. The rational is that the matrix U 1/2 DT must 
be scaled properly with respect to material properties and the volume of P. 

Remark 12.5. Let us assume that a generalized polyhedron is close to a regular poly­
hedron but anisotropic, i.e. T* ;:::::: I and Y*P* « 1. Then, the condition numbers of 

matrices M~) and Mp grow as (y*p*)-2 and (y*p*)-4, respectively. This shows that 
the result of general Theorem 4.2 is optimal with respect to geometry. 

Remark 12.6. In numerical computations, we recommend to orthonormalize the 
columns of matrix D and select U = u lip, where u is the characteristics value of 

matrix M~), for example, its mean eigenvalue or trace. The same applies to the con­
struction of matrix Wp based on Lemma 12.6. 

Let mp # 0 be the number ofthe internal degrees offreedom for the flux, i.e., those 
degrees of freedom that are associated with the basis vectors a~ I and a~2 for each 
face f of dP. Due to static condensation, only part of matrix Wp has to be computed. 
Let us show why it is true. After permutation of columns and rows, matrices M p and 
W p may be written in a 2 x 2 block form: 

Mp= and Wp = 

where the first diagonal blocks correspond to the interual degrees of freedom. Ma­
trices U and U can be chosen such that Wp = Mpl. The algorithms of static con­
densation and subsequent hybridization require the inverse of the Schur complement 
M22 - M21 [Mllr1 M12 which is nothing but the matrix W22 . The corresponding 
block of is can be computed with 3 (£p - mp ? + O( £p ) flops. If all faces of element 
P are moderately curved, we have mp = 2N{ and the above optimization becomes 
essential. 
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12.4 Convergence analysis and error estimates 

Here, we prove optimal convergence estimates for both primary variables p and u. 
Some of the proofs follow the pattern established in Chap. 5 where we proved the 
optimal convergence estimates for meshes with planar polygonal faces. Therefore, 
we shall omit some technical details which can be found there and focus more on the 
careful treatment of curved faces. 

For the sake of simplicity, we assume that p E H2(Q). However, this is not a seri­
ous restriction and, with an additional effort, it is possible to use a weaker regularity 
and to obtain lower-order convergence estimates. 

The convergence analysis will be performed in the mesh dependent L2(Q)-type 
norms: 

We will also use the mesh dependent H( div, Q) norm for Vh E §h, 

and the mesh dependent HI (Q)-type norm for v E HI (Q), 

IlvllT,h = L IlvIIT,hP' 
PEDh 

12.4.1 Stability analysis 

We analyze the stability of the mimetic discretization (12.36) following the well­
established theory of saddle-point problems [88]. We recall the result which is well 
known for smooth domains and has been extended to Lipschitz domains by Bramble 
(see [76] and the references therein). 

Lemma 12.8. Let Q be a connected bounded Lipschitz domain in 9\3. There exists a 
positive constant S = S (Q) such that: for every q E L 2 (Q) with zero mean value in 
Q there exists a vector-valuedfunction v E (Hd (Q)? such that 

From this lemma we obtain almost immediately the following result. 

Lemma 12.9. Let Q be a connected bounded Lipschitz domain in 9\3. There exists 
a positive constant f3 = f3 (Q) such that: for every q E L 2 (Q) there exists a vector­
valued function v E (H I (Q) ) 3 such that 

(12.66) 
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Proof First, for every q E L 2 (Q), we define q by 

Then, we consider the function v = (x2 + y2 +z2)qI6 and set vi = V'v. Thus, 

for some constant C1 (Q) depending only on Q. Since the mean value of q - q is zero, 
we can use Lemma 12.8 to find a vector-valued function vO such that 

Let v = vO +vl . We have: 

Il v I111(Q) = Ilvo + vI I111(Q) ~ 2(ll vOI111(Q) + Il vI I111(Q)) 

2 -2 2 -2 
~ ""ff IlqIIL2(Q) + C1 (Q) Ilq - qIIL2(Q) 

Using the L2-orthogonality ofq and q - q, we see that 

and we have easily the desired result with 1 I f3 = V'2(max{l IS, 1 ICI (Q)}) 1/2. D 

Let P be a generalized polyhedron, and f be one of its faces. !?efinition 12.2 implies 
that there exists a generalized pyramid Qf with the base f. Let Qf be the pyramid used 
in Definition 12.1 (together with the map <P) to construct the generalized pyramid Qf, 
i.e Qf = <P(Qf) and f = <P(1'). In view of Agmon's inequality (see property (M4)) 

applied to pyramid Qf, there exists a constant CAgm , depending only on constant Y* 
of Definition 12.1, such that 

(12.67) 

Mapping back and forth from Q to Q and using (12.5), we can show that there exists a 
constant c1gm , depending only on the shape constants y* and T* of Assumption (GR), 
such that 

(12.68) 

The following results extends a bound, which is natural for continuum norms, to 
the mesh dependent norms. 
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Lemma 12.10. Let v E (HI (Q)? and vI E §h be its projection defined in (12.26). 
Under assumptions (BIb). (GR) and (SI), there exists a positive constant {3: inde­
pendent of the mesh such that 

(12.69) 

Proof Using bound (12.31), applying Agmon's inequality for pyramids (12.68) to 
each component of v, and using bound (12.17) we get: 

Recalling assumption (SI) and the definition of norm II . II1.h.p, we have 

8 ~gm 

* r* L* '" II 112 s: (j 4'V2 -- L.- V Lh,Qf 
'* a* fEdP 

(12.70) 

Furthermore, from (12.33) and (12.25), we obtain 

Combining the last two estimates, we prove the assertion of the lemma with 
1/({3,n 2 = max{3, (j*r~c1gm / (4y;a*)}. D 

Let TfJ, be the space of divergence-free discrete flux fields: 

We begin the stability analysis by noticing that the inner product (12.37) is continu­
ous. It is also obvious that it satisfies the TfJ,-ellipticity condition: 

(12.71) 
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Lemma 12.11. Under assumptions of Lemma 12.10. there exists a positive constant 
f3* independent ofqh, Vh, and h such that 

(12.72) 

Proof Let us consider qh = {qp }PEQh E fJJ\, and the piecewise constant function CJ 

that takes the value qp over cell P. Applying Lemma 12.9, we find a function v E 

H(div,Q) such that 

divv = CJ and f3llvIIH1(Q) <:::: IICJIIL2(Q)' 

We define a discrete flux field as Vh = v[. The commuting property (12.33) implies 
that divhvh = (divv)! = qh. Combining the last inequality with (12.69) and noting 

that Ilvll),h <:::: f3llvIIHl(Q)' we obtain 

f3.:f3lllvhllldiV <:::: f3llvllLh <:::: f3llvIIHl(Q) <:::: IICJIIL2(Q) = Illqhlll!4h ' 

This gives immediately the inisup condition (12.72) with f3* = f3:f3. D 

12.4.2 Convergence of the vector variable 

According to Lemma 12.2, every element P is star-shaped with respect to a sphere 
of radius p*hp . Hence, the approximation property (MS) can be extended to a gen­
eralized polyhedron P that satisfies assumption (GR). More precisely, there exists 
a positive constant CInl , depending only on P*, such that, for every q E Hm+[ (P), 

m = 0, 1, there exists a q~m) E lPm(P) such that 

(m) S k (m) Inl m+[ 
Ilq-qp IIL2(P)+ I.hpllq-qp IIH1(P) <:::: c hp IqIHm+l(p), (12.73) 

k=[ 

The proofs of the two following lemmas can be found in [91]. They are based 
on standard arguments such as the Cauchy-Schwarz inequality, ellipticity property 
(Hb), Lemma 12.10, and approximation result (12.73). 

Lemma 12.12. Let q E H2(Q) and q~) be the linear approximation of q over P 
satisfYing (12.73). Then, there exists a positive constant C) independent ofq and h 
such thatfor every Vh E §h it holds: 

(12.74) 

Lemma 12.13. There exists a positive constant C2 independent of h such that for 
every Vh E §h and every q E H2(Q) it holds 

(12.75) 
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where K is a suitable piecewise-constant approximation ofK on Q h . 

Lemma 12.14. Let q E H2(Q) nHJ (Q) and q~) be the linear approximation of q 
over P satisfYing (12.73). Then, under assumptions (RIb) and (Cl), there exists a 
positive constant C3 independent of q and h such thatfor every Vh E §h it holds: 

(12.76) 

Proof In the proof we have to distinguish between boundary faces, strongly curved 
faces, and moderately curved faces. 

First, let f be a boundary face, and P be the only element containing f. Since q = 0 
on f, the contribution ofthis face to the sum in (12.76) can be estimated using (12.68) 
and (12.39): 

1 q~) VpJ' llpJ dS = l(q~l) - q)Vp,f' llpJ dS 

~ Ilq-q~l)IIL2(f) IlvPJIIL2(f) = Ilq-q~l)IIL2(f) Ilvp,fIIIW/2 

~ a;1 (c1gnl)I/2hp IqIH2(P)IIVP,fIIIPI I / 2 

~ C3,a h IqIH2(P) IIIVplllyhP' 

where C3,a = (c1gm )l/2(a*(J*)-l. 
Second, let f be a strongly curved interior face, and P land P2 be the two elements 

sharing f. Due to assumption (Cl), all three components ofvh are continuous across 
f, so that at every point off we have 

Using the continuity of q, we can estimate the contribution of this face to the total 
sum: 

2 2 

L 1 q~? Vp;,f' IIp;J dS = L l(q~? - q) Vp;,f' IIp;J dS 
i=l f i=l f 

2 (I) 
~ L Ilq - qp; IIL2(f) Ilvp;,fIIL2(f) 

i=l 
2 

~ La;l (Cjace)l/2hp; IqIH2(P;)IIVP;.fIIIPill/2 
i=l 

2 

~ L C3,b h IqIH2(P;) Illvdlrh,p;' 
i=l 

(12.77) 

Third, let f be a moderately curved face f shared by two elements PI and P2 . Due 
to assumption (Cl), only the component ofvh in the direction ofnpJ is continuous 
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across f. From (12.6) we obtain that 

r q(O) (npi,f - npiJ) dS = ° 
.Jf 
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(12.78) 

for i = 1,2 and every constant q(O). Adding and subtracting the average normal np;J, 
and then using (12.78) in the first term and the continuity of q and Vh in the second 
term, we obtain 

2 1 (1) 2~. (1) (0) ~ L qp VpJ' npJ dS = L (qp - qp ) VP,f' (npJ - npJ) dS 
;=1 f 1 /, /, i=1 f I 1 1, 1, /, 

2 

+ L 1 (q~l/ - q) VPiJ' npi,f dS. 
;=1 f 

(12.79) 

The second term in (12.79) can be estimated exactly as in (12.77): 

To estimate the first term, we finally use the fact that f is a moderately curved face, 
and in particular inequality (12.16): 

l(q~l/ - q~~)) VPi,f' (npi,f - npi,t) dS <::: 1hIW/21Iq~/ - q~) IIL2(f) IlvPi,fIIL2(f) 

<::: 1]*a;lC{~ce hp i IluIIHl(Pi)lvPiJIIP;11/2 

where C{~ce depends only on c!nl and C;gm while C3.c also depends on the constant 
a* appearing in (12.17) and the constant 1]* appearing in (12.16). 

Collecting all the above estimates and noting that every element appears as many 
times as the number of its faces, we prove the assertion of the lemma. D 

Theorem 12.2. Let (p, u) with p E H2(Q) be the solution of (12.1)-(12.3) with 
~ = 0, and (Ph, Uh) E 9" x §h be the solution of (12.36) under assumptions 
(Hlb), (GR), (SI)-(S2), and (el). Moreover, let u1 be the interpolant ofu intro­
duced in (12.27)-(12.28). Then, 

(12.80) 

where the constant C is independent ofh and p. 

Proof We define the error mesh function as EOh = ul - Uh. From (12.2), (12.35), and 
(12.33) we easily have: 

(12.81) 
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The first equation in (12.35) implies that 

111£hlll~h = [( -KVp)I,£h]Yh - [( -VhPh),£h]J'h' 

From Eq. (12.81) it follows that: 

[VhPh,£h]Yh = [Ph,divh£h]Y'h = O. 

Thus, we obtain 

Let K be a piecewise constant tensor with value Kp in element P. Then, adding and 
subtracting terms, we break the error into three parts: 

2 [ I - I] '" [- - (I) I ] 111£hlll"'h = (-KVp) + (KVp) ,£h .'J0, + L. (-KVp+KVpp )p,£p .'J0"P 
PEQh 

+ L [(-KVp~))~'£P]Yh,P=Il+I2+I3. 
PEQh 

(12.82) 

Using (12.41) and (12.81), the third term can be developed as follows: 

13 = L { L r p~l) £PJ' llpJ dS - r p~l) divp £p dV} 
PEQh fEdP Jf Jp 

= L L r u~) £PJ' IIp,f dS. 
PEQh fEdP Jf 

(12.83) 

Term II is bounded by Lemma 12.12. Term 12 is bounded by Lemma 12.13. Term 13 
is bounded by Lemma 12.14. This proves the assertion of the lemma. D 

12.4.3 Convergence of the scalar variable 

The first estimate for the scalar variable mimics closely (but not exactly) the corre­
sponding result for polyhedral meshes derived in Chap. 5. The original proof of this 
estimate given in [91] is based on a duality argument. To get the first-order conver­
gence rate, we assume that Q is convex; however, a lower order convergence rate 
could be obtained under less restrictive regularity assumptions. 

Theorem 12.3. Let Q be a convex domain. Under assumptions of Theorem 12.2, we 
have 

Illph - p'III'Ph ::; Ch (1IpIIH2(Q) + IlbIIHl(Q)), 

where the constant C is independent ofh, p and b. 

(12.84) 

Note that the load term in (12.84) can be also substituted with the more realistic 
term 

(12.85) 
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12.5 Exact reconstruction operators 

In this section, we prove a superconvergence estimate for the scalar variable under 
the condition that an exact reconstruction operator exists for the mimetic scheme. The 
exact reconstruction operator allows us to write the mimetic inner product as an L 2 

integral for functions in Sh,P' The space Sh.P has been introduced in the consistency 
condition (S2). It satisfies assumptions (BI)-(B3) and, for the present section, also 
the additional dimensionality restriction (12.42). 

We stress again that only the existence of an exact reconstruction operator has to 
be shown, but it is not required for the practical implementation of the method. 

12.5.1 Existence of the exact reconstruction operator 

We assume that for every element P in Qh there exists a reconstruction operator 
Rp: 5\p ---) Sh.P satisfying the following three properties. 

(LI) For every discrete field Vp E §h.P, the reconstructed function has constant 
divergence and preserves boundary data: 

Rp(vp) f = Vp,t on f E JP, 

divRp(vp) = divpvp in P. 
(12.86) 

(L2) The reconstruction operator is a left inverse ofthe projection operator on the 
space 3"p of constant vector functions: 

(12.87) 

(L3) For a given mimetic inner product, the reconstruction operator reproduces it 
exactly: 

[up,vpjyh,p= ~KplRp(UP)'Rp(vp)dV (12.88) 

These assumptions mimic that in Chap. 5. Hence, a proof of the existence of Rp 
is almost identical to the proof of Lemma 5.10 with minor modifications related to 
the definition of a minimum reconstruction operator. 

Let us fix a number s such that 6/5 <::: s < 2 and for every Vp E §h.P consider the 
Stokes-like problem: Find {3 E (WLs(P)? and X E LS(P) such that 

-L1{3+VX=O inP, 

div{3 = divp Vp in P, (12.89) 

{3=vPJ onfEJP. 

We define the minimum reconstruction operator by Rp(vp) := {3. We recall that in 
three dimensions for s ~ 6/5, we have WLs(P) C L2(P). It is clear that this recon­
struction operator satisfies properties (LI) and (L2). It can be modified to satisfy 
property (L3). 
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LetSh,P = Rp(§h,P)' We apply a change of basis in Sh,P, taking the three constant 
vectors in the first three positions, and we apply the corresponding change of variables 
in §h,P. Let functions WI, ... , w£p form the new basis in Sh.P, where WI = (1,0, ol, 
W2 = (0, 1,ol, and W3 = (0,0,1). Without loss of generality, we assume that the 
basis functions are orthogonal in the following sense: 

r Kplwi'WjdV=O, Jp 1 <:: i <:: 3 < j <:: Jip. 

Thus, the weighted mass matrix Gp for the basis {Wi} has the block diagonal struc­
ture: 

Gp = i,j > 3 (12.90) 

The corresponding change of basis in §h.P results in an equivalency transforma­

tion for the mimetic inner product matrix Mp. The transformed matrix, Mp, has the 
following block-diagonal structure: 

Mp= (12.91) 

~ ~ 

where, of course, Gp and Mp are generally different. This is due to the fact that the 
mimetic inner product satisfies the consistency condition, i.e. it is exact when one of 
the two arguments corresponds to a constant vector function. 

Now, we can proceed like in the proof of Lemma 5.10 and modify the last Ji p - 3 
basis functions still preserving properties (Ll)-(L2). We formulate the final result 
without a proof, see [91] for more detail. 

Lemma 12.15. Let Rp be the minimal reconstruction opf!rator a}!d Mp be a given 
mimetic inner product matrix. Furthermor~ let "!.9trices M p and G p be given by for­
mulas (12.91) and (12.90), respectively. liMp - Gp is a symmetric semi-positive de} 
inite matrix, then, there exists an exact reconstruction operator Rp satisfYing (12.88). 

Corollary 12.1. Let the conditions of Lemma 12.15 hold. Then, an exact reconstruc­
tion operator exists if 

The proof of this corollary is based on deriving an explicit form for the equivalency 
transformation mentioned above. 

When the columns of D are orthonormal vector and U = u lip, the above lemma 
requires u to be sufficiently large. Indeed, since Vp E img( D), we obtain DDT vp = Vp 

since DDT is the orthogonal projector onto img(D) and 

(12.92) 
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On the other hand, 
(12.93) 

where Amax(G p ) is the maximum eigenvalue of Gp . Thus, it is sufficient to take u 
larger than Amax( Gp ) to satisfy Lemma 12.15 and hence, to guarantee theoretically a 
superlinear convergence of the related mimetic scheme. 

Remark 12. 7. Since, the superconvergence is observed for a wider range of parame­
ters u, the existing theory, based on the exact reconstruction operator is not complete. 

12.5.2 Superlinear convergence of the scalar variable 

Let us assume that we an exact reconstruction operator Rp (vp) does exist. Then, a 
better convergence estimate for the scalar variable can be derived in the mesh depen­
dent L 2 norm. 

Note that, from (S1) and (L3), we have the following stability property: 

(12.94) 

Theorem 12.4. In addition to the conditions of Theorem 12.3, we assume that for 
each element P there exists a exact reconstruction operator Rp (.) with the properties 
(L1)-(L3). Furthermore, let K be piecewice constant tensor. Then, it holds 

(12.95) 

where the constant C is independent o{h, u and b. 

Proof Let v E (HI (P)? be specified later and v~ be its projection to §h,P. Using 
the continuity condition (12.94) and following closely the proof of Lemma 12.10, 
especially inequality (12.70), we obtain 

r'k 8 ~gm 
2 LR'1:* L* 2 

IIRp(vp)b(p) <:::: 4y;2a Ilvlll,h.p, 
* * 

(12.96) 

Let vO be the mean value (component-wise) of function v over P. Using assumption 
(L2), estimate (12.96) and the approximation result (12.73), we have 

(12.97) 

Hereafter all generic constants C are independent of hand P. 
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Let £17 = pI - Ph be the error mesh function. Let £h be a piecewise constant function 
with value £p over element P. We consider the elliptic problem 

-div(KVv) = £17 in Q, 

v = 0 on JQ. 
(12.98) 

The convexity of Q implies that there exists a constant CQ, depending only on Q, 

such that 
(12.99) 

We set v = KVv. Furthermore, let R(vI) be the global exact reconstruction operator 
such that its restriction to element Pis Rp (v~). Following essentially [143] and using 
(12.36), then (12.24) with assumption (LI), then integrating by parts, and finally 
using (12.1) and (12.88), we obtain 

111£h111 2
0h = [divh VI,Ph - pILY'h = [Uh, vI]Th -.In qdivR(vI)dV 

= [Uh,vI]T + {" (K-IK)Vq·R(vI)dV 
h iQ 

= {" K- 1 (R(Uh) - u)R(vI) dV. iQ 
Adding and subtracting v, we have 

111£h111 2
0 = {" K-1(R(Uh)-u)(R(vI)-v)dV+ {" K-I(R(Uh)-U)vdV 

h iQ iQ 
= JI + {" (R(Uh) - u) VvdV = J 1 - {" vdiv(R(Uh) - u) dV iQ iQ 
=JI - .In(bI-b)vdV 

(12.100) 

The terms J I and J2 can be easily bounded using the previous estimates and usual 
arguments. Indeed, the triangle inequality, then assumption (L3), and finally Theo­
rem 12.2 and estimate (12.97) imply that 

IIR(Uh) - uIIL2(Q) <::: IIR(Uh - uI)IIL2(Q) + IIR(uI) -uIIL2(Q) 

<::: IlIuh - uI11 + IIR(uI) - uIIL2(Q) 

<::: Ch IlpIIH2(Q). 

Using (12.97) and regularity result (12.99), we obtain 

The approximation property (12.73) gives the following estimates: 
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and 
Ilv-vI IIL2(Q):::; C1nt hIVIHl(Q):::; clntGJhlllchlll:Yh' 

Inserting the last estimates into (12.100), we prove the assertion of the theorem. D 

Remark 12.8. Note that also in this case the load term in (12.95) can be easily sub­
stituted with the more realistic term 

(12.101) 

Example 12.1. Let us consider a model diffusion problem in the unit cube with the 
identify tensor K and the smooth solution 

p(x,y, z) = x2lz+ 3xsin(yz). 

We measure the accuracy of the mimetic solution (PI" Uh) in the mesh dependent 
norms induced by the inner products (12.34) and (12.37). The mesh faces are classi­
fied on moderately and strongly curved using 11* = 0.2. 

The convergence rate is calculated numerically using a sequence of generalized 
hexahedral (see Fig. 12.1) and polyhedral (see Fig. 12.4) meshes. In Fig. 12.1 a part 
of the unit cube was cut out to show the interior mesh. Each hexahedral mesh is 
generated from an orthogonal cubic mesh with mesh step h by moving each mesh 
vertex v into a random position inside a cube C( v) centered at the vertex. The sides 
of cube C(v) are aligned with the coordinate axes and their length equals to 0.8h. 
Each polyhedral mesh is generated in a similar fashion from a Voronoi mesh. For the 
chosen threshold 11*, 68% of the interior mesh faces are classified as strongly curved. 

10' 
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Fig. 12.4. The trace of the generalized polyhedral mesh (left picture) and convergence graphs 
(right picture) showing the optimal convergence rates for the new MFD method (+ and x) 
and lack of convergence for the old MFD method (triangles and circles) 
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The~ mimetic scheme uses the stability matrix W~l) with the orthogonal is and 

scalar U = upl, where Up = trace(Kp )/IPI. The convergence graphs in Fig. 12.1 show 
the optimal convergence rate for the new mimetic scheme and the lack of convergence 
for the lowest order Raviart-Thomas finite element method with and the mimetic 
scheme described in Chap. 5. Note that the last two scheme use one degree of freedom 
per mesh face to approximate the flux on strongly curved faces. 

A similar statement can be drawn from Fig. 12.4. The mimetic scheme from 
Chap. 5 lacks convergence for both primary variables. The new scheme exhibits the 
first-order convergence rate for the flux and the second-order convergence rate for 
the scalar variables. 
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