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v

 Understanding  bacterial infections   is more important than ever. Despite the development 
of  antibacterial   agents during the last century, bacterial infections are still one of the leading 
causes to worldwide morbidity and mortality. What is especially alarming is that we are 
entering a postantibiotic era where we have no, or very limited, treatment options to several 
bacterial infections previously not considered as threats (CDC. Antibiotic resistance: threat 
report 2013). A fundamental issue in infection biology has been, and still is: What is viru-
lence and how does it relate to  pathogenesis  ? There is no simple answer to this and the 
theoretical framework is continuously developing. The molecular dissection of Koch’s pos-
tulates made possible by the molecular genetics revolution has been instrumental in under-
standing bacterial-host interactions at the molecular level, but this somewhat 
bacteria-centered view has had its limitations in describing the whole process ranging all the 
way from commensalism to severe infections. Here, more recent frameworks taking both 
the bacterial properties and the host responses into account have gained recognition. 
However, theoretical frameworks will remain theoretical until they can be experimentally 
tested. Therefore, methodologies assessing many different aspects of bacterial infections are 
absolutely crucial in moving our understanding forward, for the sake of knowledge itself, 
and for developing novel means of controlling bacterial infections. 

 In this volume,  Bacterial Pathogenesis :  Methods and Protocols , we have had the privilege 
of recruiting researchers with very different methodological approaches, with the common 
goal of understanding bacterial pathogenesis from molecules to whole organisms. The 
methods describe experimentation of a wide range  bacterial species  , such as   Streptococcus    
  pyogenes   ,   Streptococcus dysgalactiae   ,   Staphylococcus aureus   ,   Helicobacter pylori   , 
  Propionibacterium acnes   ,   Streptococcus pneumoniae   ,   Enterococcus faecalis   ,   Listeria monocyto-
genes   ,  Pseudomonas aeruginosa ,   Escherichia coli   ,   Salmonella     typhimurium , and   Mycobacterium 
marinum   . However, many of the protocols can be modifi ed and generalized to study any 
bacterial pathogen of choice. Part I details very different approaches to identifying and 
characterizing bacterial effector molecules, from high-throughput gene-based methods, via 
advanced proteomics, to classical protein chemistry methods. Part II deals with structural 
biology of bacterial pathogenesis and how to overcome folding and stability problems with 
recombinantly expressed proteins. Part III describes methodology that with precision can 
identify bacteria in complex communities and develop our understanding of how genomes 
of bacterial pathogens have evolved. Part IV, the largest section, refl ects the rapid develop-
ment of advanced imaging techniques that can help us answer questions about molecular 
properties of individual live bacteria, ultrastructure of surfaces, subcellular localization of 
bacterial proteins, motility of bacteria within cells, and localization of bacteria within live 
hosts. Part V describes methods from in  vitro   and in  vivo   modeling of  bacterial infections  , 
including using zebra  fi sh   as a surrogate host, bacterial  platelet   activation,  antimicrobial   
activity of host  proteases  , assessment of  biofi lms   in vitro and in vivo, and using a fi sh patho-
gen as a surrogate infectious agent in a  mouse model   of infection. Finally, Part VI is based 
on the notion that bacterial pathogens are the true experts of our immune system. Therefore, 
 immune evasion   bacterial factors can, when taken out of their infectious context, be used as 
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powerful tools or therapeutics against immunological disorders. This is exemplifi ed by the 
use of proteases from pathogenic bacteria for characterization of therapeutic antibodies, 
measurements of  antibody orientation   on bacterial surfaces, and fi nally the potential use of 
 immunoglobulin   active enzymes as therapy against antibody-mediated diseases. 

 We are indebted to John M. Walker, the series editor, for the opportunity to put this 
volume together and for the continuous encouragement during the whole process. Above 
all, we are extremely grateful to all the authors who have taken time from their busy sched-
ules and provided us with the outstanding chapters that make up this volume. Finally, we 
would like to acknowledge our research environment, the Division of Infection Medicine, 
Department of Clinical Sciences, Lund University. This environment has fostered genera-
tions of outstanding researchers within infection biology, and we are truly standing on the 
shoulders of giants (no one mentioned, no one forgotten).  

  Lund, Sweden     Mattias     Collin    
      Pontus     Nordenfelt     

Preface
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    Chapter 1   

 Protein-Based Strategies to Identify and Isolate 
Bacterial Virulence Factors                     

     Rolf     Lood     and     Inga-Maria     Frick      

  Abstract 

   Protein–protein interactions play important roles in bacterial pathogenesis. Surface-bound or secreted 
bacterial proteins are key in mediating bacterial virulence. Thus, these factors are of high importance to 
study in order to elucidate the molecular mechanisms behind bacterial pathogenesis. Here, we present a 
protein-based strategy that can be used to identify and isolate bacterial proteins of importance for bacterial 
virulence, and allow for identifi cation of both unknown host and bacterial factors. The methods described 
have among others successfully been used to identify and characterize several IgG-binding proteins, includ-
ing protein G, protein H, and protein L.  

  Key words     Plasma adsorption  ,   Affi nity purifi cation  ,   Virulence factors  ,   Bacteria  ,   Release of bacterial 
surface proteins   

1     Introduction 

        Bacterial species   express proteins, surface-bound or secreted, that 
play important roles in pathogenesis by interacting with host- specifi c 
molecules or defense systems. In order to understand and study the 
molecular mechanisms whereby bacteria infect their host and cause 
disease it is fundamental to identify and isolate bacterial proteins and 
their interacting partners of importance for bacterial virulence. Here, 
we describe a protein-based strategy that successfully has been used 
for isolation of several proteins from Gram- positive bacteria, inter-
acting with  plasma   components [ 1 – 8 ]. Due to the complexity of 
bacterium–host interactions, a fl owchart is supplied to facilitate the 
understanding and design of experiments (Fig.  1 ), allowing for iden-
tifi cation of both unknown host and bacterial factors. The specifi c 
identifi cation of bacterial and host proteins using mass spectrometry 
related methods is discussed elsewhere in this volume (Karlsson 
et al.)      . In this chapter, we in detail demonstrate the feasibility and 
advantageous nature of using the following methods in order to 
identify bacterial virulence factors interacting with human plasma.
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     1.    In  plasma adsorption   assays, bacterial cells are incubated with 
plasma and bound proteins are released, separated by  SDS- 
PAGE   and identifi ed by N-terminal  sequencing   or MS/MS.   

   2.    Population-wide screening of bacterial isolates for binding to 
specifi c host proteins, based on  125 - Iodine-labeled      (or fl uores-
cently labeled)  plasma   proteins will demonstrate the conserved 
phenotype amongst other isolates/species.   

   3.    Identifi cation of bacterial  surface proteins  , interacting with 
plasma proteins, using cyanogen bromide ( CNBr  ) cleavage at 
methionine residues in proteins or proteolytic release of surface 
proteins. The effi ciency of treatment is followed by analysis of 
binding of the radiolabeled probe. Following choice of cleavage 
procedure, a large-scale release of proteins is performed. The 
protein of interest is purifi ed using chromatographic methods, 
binding of ligand confi rmed with slot-binding and Western 
blot, and the bacterial protein is identifi ed using N-terminal 
 sequencing   or MS/MS.   

Bacterium-host interaction

Unknown bacterial
protein(s)

Known host protein(s)

Known bacterial
protein(s)

Unknown host
protein(s)

Unknown bacterial
protein(s)

Unknown host
protein(s)

Affinity purification on
Sepharose column

Affinity purification on
Sepharose column

Screening bacterial
isolates for binding

Plasma absorption
assay

[Section 3.4] [Section 3.2]

[Section 3.3]

[Section 3.4]

Comparison of MS/
MS spectra

ID of bacterial protein
(MS/MS, N-terminal

seq)

ID of bacterial protein
(MS/MS, N-terminal

seq)

Release of cell-wall
anchored proteins

[Section 3.1]

ID of host protein
(MS/MS, N-terminal

seq)

Affinity purification on
Sepharose column

[Section 3.4]

ID of host protein
(MS/MS, N-terminal

seq)

ID of bacterial protein
(MS/MS, N-terminal

seq)

  Fig. 1    Schematic overview of the identifi cation process of proteins involved in bacterium–host interactions. 
Different strategies for identifying unknown bacterial proteins,  plasma  -interacting partners, or a combination 
of both, are outlined. Sections marked with  dark blue  will be covered in this chapter, while  light blue  sections 
can be found elsewhere. Their respective methodological part in this chapter is implied in  brackets            

 

Rolf Lood and Inga-Maria Frick



5

   4.     Sepharose  -coupled host protein can be used for  affi nity    purifi ca-
tion   of bacterial protein released from the bacterial surface. 
Sepharose-coupled bacterial protein, natively or recombinantly 
produced, can be used as a tool for identifi cation of human 
proteins from  plasma   or other extracellular  secretions      [ 9 ].    

2      Materials 

 All solutions should be prepared using ultrapure water (deionized 
water fi ltrated to attain a sensitivity of 18 M Ω cm at 25 °C). Buffers 
are stored at room temperature (or as indicated). Waste materials 
are disposed of according to the regulations of the  laboratory     . 

       1.    Wash buffer (PBS): 0.12 M NaCl, 0.03 M phosphate, pH 7.4.   
   2.    Elution buffer: 0.1 M glycine–HCl, pH 2.0, (store at +4 °C).   
   3.    1 M Tris solution ( see   Note    1  ).   
   4.    Citrate-treated plasma from healthy donors, stored at –80 °C 

( see   Note    2  ).   
   5.    Eppendorf tubes.   
   6.    Sterile syringe fi lters 0.2 μm (Acrodisc 13 mm fi lters).      

       1.    PD-10 desalting column (Sephadex G-25; GE Healthcare).   
   2.    IODO-BEAD ®  iodination reagent (Pierce) ( see   Note    3  ).   
   3.    Filter paper (Whatman).   
   4.     125 Iodine (0.1 m Curie/μl) ( see   Note    4  ).   
   5.    PBS.   
   6.    PBST: PBS + 0.05 % Tween 20.   
   7.    Eppendorf  tubes     .   
   8.    Ellerman tubes (3.2 ml plastic tubes; Sarstedt) and lids.      

         1.    0.2 M HCl and 0.1 M HCl: Dilute concentrated HCl with 
water ( see   Note    5  ).   

   2.    1.5 M Tris–HCl pH 8.8.   
   3.    1 M  NaOH     .   
   4.    30 mg/ml cyanogen bromide ( CNBr  ) ( see   Note    6  ).   
   5.    Sterile syringe fi lters 0.2 μm (Acrodisc 13 mm fi lters).   
   6.    Dialysis tubing (MWCO: 3500 Da) ( see   Note    7   ) .      

       1.    Papain buffer: 0.01 M Tris–HCl pH 8.0.   
   2.    1 M  L -cysteine.   
   3.    1 M iodoacetic acid.   

2.1   Plasma   
 Adsorption   Assay

2.2  Screening 
Bacterial Isolates 
for Binding

2.3  Release of Cell- 
 Wall    Anchored 
  Proteins

2.3.1  With CNBr

2.3.2  With Proteolytic 
 Enzymes  

Protein-Based Strategies to Isolate Bacterial Proteins
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   4.     Pepsin   buffer: 0.05 M KH 2 PO 4  pH 5.8.   
   5.    7.5 % NaHCO 3 .   
   6.     Trypsin   buffer: 0.05 M KH 2 PO 4 , 0.005 M EDTA pH 6.1.   
   7.    1 M benzamidine hydrochloride hydrate ( see   Note    8  ).   
   8.     Mutanolysin   buffer: 0.01 M KH 2 PO 4  pH 6.8.   
   9.    4 mg/ml DNase solution.   
   10.    2 mg/ml papain solution.   
   11.    1 mg/ml pepsin solution.   
   12.    10 mg/ml trypsin solution.   
   13.    1000 U/ml mutanolysin solution.          

       1.     CNBr  -activated Sepharose (Amersham Bioscience).   
   2.    Coupling buffer: 0.1 M NaHCO 3 , 0.5 M NaCl, pH 8.3.   
   3.    Dialysis tubing (MWCO: 3500 Da) ( see   Note    7  ).   
   4.    Poly-Prep Chromatography Columns (10 ml).   
   5.    PBS.         
   6.    Elution buffer: 0.1 M glycine-HCl, pH 2.0.   
   7.    1 M Tris solution ( see   Note    1  ).   
   8.    Tris buffer: 20 mM pH 7.5, 0.15 M NaCl.       

3    Methods 

       1.    Grow bacteria in suitable broth overnight at 37 °C to station-
ary phase or to mid-logarithmic growth phase ( see   Note    9  ).   

   2.    Spin down the bacteria at 2000 ×  g  for 10 min. Wash the bacte-
rial cells twice with PBS. Adjust the concentration to 2 × 10 10  
cells/ml ( see   Note    10  ).   

   3.    Incubate 100 μl bacterial solution with 100 μl human citrate 
treated plasma or PBS, for 60 min, end-over-end rotation at 
room temperature ( see   Note    11  ). Use eppendorf tubes.   

   4.    Spin down the cells in an eppendorf centrifuge 13,000 ×  g  for 
1 min. Remove the supernatant and resuspend the bacteria 
with 1 ml PBS ( see   Note    12  ) and spin down cells as above. 
Repeat this step twice. The washing steps will remove all 
unbound  proteins     .   

   5.    After the last washing step resuspend the bacterial cells in 
100 μl elution buffer. Incubate for 15–30 min at room tem-
perature, end-over-end rotation ( see   Note    13  ).   

   6.    Spin down the bacterial cells as above and transfer the superna-
tant to a new eppendorf tube. Sterile fi lter the supernatant 
using a 0.2 μm syringe fi lter. Adjust the pH to approximately 
7.5 by adding 5 μl 1 M Tris.   

2.4   Affi nity 
Purifi cation   
on  Sepharose   Column

3.1   Plasma   
   Adsorption Assay

Rolf Lood and Inga-Maria Frick
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   7.    Analyze the supernatant by  SDS-PAGE   ( see  Fig.  2  for a repre-
sentative result). The protein fragments eluted from the bacte-
ria (Fig.  2 , lane 4) can be cut out and identifi ed by N-terminal 
 sequencing   or MS/MS.

           In order to screen bacteria for binding of a specifi c host protein, 
the protein of interest is fi rst labeled with   125 Iodine   ( see   Note    14  ).

    1.    Wash a PD-10 desalting column with 5 column volumes of 
PBST.   

   2.    Take one IODO-BEAD and put it on a piece of fi lter paper. 
Wash the bead with four times 1 ml PBS to remove loose par-
ticles and reagent from the bead.   

   3.    Transfer the bead to an eppendorf tube and add 100 μl PBS.   

3.2  Screening 
Bacterial Isolates 
for Binding

  Fig. 2     SDS-PAGE   analysis of  plasma   proteins eluted from group G  streptococci  . A measure of 100 μl G45 
bacterial suspension (2 × 10 10  cells/ml) was incubated with 100 μl human citrate-treated plasma or PBS (as a 
background control), respectively for 1 h at 37 °C. Proteins bound to the bacterial surface were eluted with 
0.1 M glycine buffer pH 2.0. The material was separated by SDS-PAGE (4–20 % gradient gel) under reducing 
conditions and the gel was stained with Coomassie Blue.  Lane 1 : molecular marker;  lane 2 : human plasma 
diluted 1:25;  lane 3 : proteins eluted from G45 incubated with PBS;  lane 4 : proteins eluted from G45 incubated 
with plasma       

 

Protein-Based Strategies to Isolate Bacterial Proteins
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   4.    Add 2 μl  125 Iodine (0.2 mCi) and incubate for 5 min at room 
temperature ( see   Note    15  ).   

   5.    Add 20 μl protein (1 mg/ml) and 80 μl PBS, and incubate for 
10 min at room temperature.   

   6.    Separate free iodine from iodine bound to the protein using 
the PD-10 column. Add the sample to the column and collect 
the fl ow-through, using Ellerman tubes (Fraction 1)      .   

   7.    Wash the bead with 300 μl PBST and transfer to the column, 
collect the fl ow-through in fraction 1.   

   8.    Elute the radiolabeled protein with PBST, nine times 0.5 ml 
fractions, in total 10 fractions. The free iodine will remain on 
the column ( see   Note    16  ).   

   9.    Transfer 10 μl from each fraction to new Ellerman tubes and 
close the tubes with a lid. Count them in a gamma counter.   

   10.    Pool fractions containing the protein ( see   Note    17  ) and calcu-
late the amount of counts per minute (cpm)/ml. Store the 
radiolabeled protein at +4 °C in a lead container.   

   11.    Bacteria from overnight cultures are collected at 2000  g  for 
10 min. The cells are washed twice with PBST and resuspended 
in PBST to a 1 % solution (2 × 10 9  cfu/ml).   

   12.    Dilute the  125 I- labeled   protein in PBST to approximately 
400 cpm/μl ( see   Note    18  ). Transfer 25 μl of this solution into 
Ellerman tubes ( see   Note    19  ). Close the tubes with a lid and 
count them in a gamma counter (value 1).   

   13.    Remove the lids from the tubes and add 200 μl of the bacterial 
solutions to the tubes and 200 μl PBST as a control for non-
specifi c binding of the  125 I-labeled protein to the plastic tubes.         

   14.    Incubate at room temperature for 30 min ( see   Note    20  ).   
   15.    Add 2 ml PBST to each tube and spin down the cells at 1600 ×  g  

for 15 min.   
   16.    Carefully transfer the supernatant to a disposable container ( see  

 Note    21  ).   
   17.    Put lid on the tubes and count the bacterial pellets in the 

gamma counter (value 2).   
   18.    Calculate the binding of the radiolabeled protein to the bacte-

ria: value 2/value 1, given in percent (Fig.  3 ).

          A small-scale treatment of bacteria with  CNBr   [ 10 ] or the 
hydrolytic enzymes papain,  pepsin  ,  trypsin  , and  mutanolysin   
[ 2 ], is initially performed. Following treatment the cells are 
analyzed for binding of the radiolabeled probe of interest,  see  
Subheading  3.2 , in order to estimate the efficiency of the treat-
ment ( see   Note    22  ). The released material is also analyzed by 
 SDS-PAGE   ( see  Fig.  4  for a representative result). Once the 

3.3  Release of Cell- 
 Wall   Anchored 
 Proteins  

Rolf Lood and Inga-Maria Frick
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  Fig. 3    Analysis of  IgG  -binding to group A streptococcal strains. Various strains of 
group A  streptococci  , at a concentration of 2 x 10 9  cfu/ml, were incubated with 
  125 I  -labeled human IgG for 30 min at room temperature. Binding of IgG is 
expressed in percent. The streptococcal strains are from the World Health 
Organization Collaborating Centre for Reference and Research on Streptococci, 
Prague, Czech Republic       

  Fig. 4     SDS-PAGE   analysis of proteins released from the surface of  Finegoldia 
magna. F. magna  bacteria (strain 23.75) was treated with papain,  pepsin  ,  trypsin  , 
 mutanolysin  , and  CNBr  . The released material was separated by SDS-PAGE 
(12 % gel) under reducing conditions and the gel was stained with Coomassie 
 Blue. Lane 1 : molecular marker; lane 2–5: proteins released with (2)  trypsin  , (3) 
 pepsin  , (4) papain, (5)  mutanolysin  ;  lane 6 : bacteria treated with glycine buffer as 
control;  lane 7 : molecular marker;  lane 8 : proteins released with  CNBr               
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optimal releasing agent has been decided a large-scale release 
of cell-wall anchored proteins can be performed and the pro-
tein of interest is  purified   using chromatographic methods. 
Binding of the ligand is confirmed with  slot- binding and 
Western blot, and the protein is identified using N-terminal 
 sequencing   or MS/MS.

         1.    Grow bacteria to stationary phase in appropriate broth. Spin 
down the bacterial cells and wash twice with PBS.   

   2.    Weigh the bacterial cells (wet weight) and resuspend the cells 
in PBS to a concentration of 0.4 g/ml.   

   3.    Add an equal volume of CNBr solution, 30 mg/ml, to the 
bacterial solution.   

   4.    Incubate under rotation 8–16 h (overnight) at room tempera-
ture (in a fume hood).   

   5.    Spin down the bacteria at 10,000 ×  g  for 15  min     .   
   6.    Sterile fi lter the supernatant using a 0.2 μm syringe fi lter.   
   7.    Dialyze the supernatant against 0.1 M HCl (over day or 

overnight, in the fume hood) with 4–5 changes of HCl 
( see   Note    23  ).   

   8.    Raise the pH in the supernatant to 7.4 by adding 1.5 M Tris–
HCl pH 8.8 (approximately 1 ml/g wet bacteria).      

       1.    Grow bacteria to stationary phase in appropriate broth. Spin 
down the bacterial cells at 2000 ×  g  for 10 min and wash twice 
with papain buffer and resuspend the bacterial cells in the same 
buffer to a 10 % solution (2 × 10 10  cfu/ml).   

   2.    Add to 1 ml 10 % bacterial solution 55 μl 1 M  L -cysteine 
( see   Note    24  ) and 100 μl 2 mg/ml papain solution.   

   3.    Incubate for 60 min at 37 °C end-over-end rotation.   
   4.    Terminate the reaction by adding 12 μl 1 M iodoacetic acid 

(fi nal concentration 10 mM) ( see   Note    25  ).   
   5.    Spin down the bacterial cells at 2000 ×  g  for 15 min.   
   6.    Sterile fi lter the supernatant using a 0.2 μm syringe fi lter. Store 

the supernatant at −20 °C.      

       1.    Grow bacteria to stationary phase in appropriate broth. Spin 
down the bacterial cells at 2000 ×  g  for 10 min and wash twice 
with pepsin buffer and resuspend the bacterial cells in the same 
buffer to a 10 % solution (2 × 10 10  cfu/ml).   

   2.    Add to 1 ml 10 % bacterial solution 200 μl pepsin solution 
1 mg/ml.   

   3.    Incubate for 60 min at 37 °C end-over-end  rotation     .   
   4.    Terminate the reaction by adjusting the pH to approximately 

7.5 with 7.5 % NaHCO 3  ( see   Note    26  ).   

3.3.1  Using  CNBr  

3.3.2  Using Papain

3.3.3  Using  Pepsin  

Rolf Lood and Inga-Maria Frick
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   5.    Spin down the bacterial cells at 2000 ×  g  for 15 min.   
   6.    Sterile fi lter the supernatant using a 0.2 μm syringe fi lter. Store 

the supernatant at −20 °C.      

       1.    Grow bacteria to stationary phase in appropriate broth. Spin 
down the bacterial cells at 2000 ×  g  for 10 min and wash twice 
with trypsin buffer and resuspend the bacterial cells in the same 
buffer to a 10 % solution (2 × 10 10  cfu/ml).   

   2.    Add to 1 ml 10 % bacterial solution 20 μl trypsin solution 
10 mg/ml.   

   3.    Incubate for 60 min at 37 °C end-over-end rotation.   
   4.    Terminate the reaction by adding 5 μl 1 M Benzamidine (fi nal 

concentration 5 mM) ( see   Note    27  ).   
   5.    Spin down the bacterial cells at 2000 ×  g  for 15 min.   
   6.    Sterile fi lter the supernatant using a 0.2 μm syringe fi lter. Store 

the supernatant at −20 °C.      

       1.    Grow bacteria to stationary phase in appropriate broth. Spin 
down the bacterial cells at 2000 ×  g  for 10 min and wash twice 
with  mutanolysin   buffer and resuspend the bacterial cells in the 
same buffer to a 10 % solution (2 × 10 10  cfu/ml).   

   2.    Add to 1 ml 10 % bacterial solution 10 μl mutanolysin 1000 U/
ml and 2 μl DNase 4 mg/ml.   

   3.    Incubate for 2 h at 37 °C end-over-end rotation.   
   4.    Terminate the reaction by adjusting the pH to approximately 

7.5 with 7.5 % NaHCO 3  ( see   Note    26  ).   
   5.    Spin down the bacterial cells at 2000 ×  g  for 15 min.   
   6.    Sterile fi lter the supernatant using a 0.2 μm syringe fi lter. Store 

the supernatant at –20 °C.       

       1.    Pack a column with the protein of interest (bacterial or host 
protein) coupled to  CNBr  -activated Sepharose, according to 
the manufacturer’s  protocol     .   

   2.    Wash the column with PBS.   
   3.    Apply the sample containing the protein to be  purifi ed   (a bac-

terial lysate or  plasma  ). Collect the fl ow-through.   
   4.    Wash the column with at least 10 column volumes of PBS. The 

Sepharose should be washed until the absorbance at 280 nm of 
the washing solution is close to zero.   

   5.    Elute the bound protein(s) with 0.1 M glycine–HCl, pH 2.0. 
Collect fractions of 0.5 μl, add 1 M Tris to raise the pH to 
approximately 7.5 ( see   Note    29  ).   

   6.    Measure the absorbance at 280 nm of the fractions and com-
bine fractions containing the protein(s) of interest.   

3.3.4  Using  Trypsin  

3.3.5  Using  Mutanolysin   
( See   Note    28  )

3.4   Affi nity 
Purifi cation   
on  Sepharose   Column

Protein-Based Strategies to Isolate Bacterial Proteins
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   7.    Dialyze the sample against PBS or Tris buffer (20 mM pH 7.5, 
0.15 M NaCl) and if necessary concentrate the sample using 
micro-spin columns.   

   8.    Analyze the sample by  SDS-PAGE   (Fig.  5 ). The eluted protein 
fragments are cut out and identifi ed by N-terminal  sequencing   
or mass spectrometry.

4                                               Notes 

     1.    1 M Tris solution is used to neutralize the low pH glycine–
HCl buffer (pH 2.0) in order to minimize denaturation of 
eluted protein(s).   

   2.    Citrate treated  plasma   is used for analysis of interactions with 
 coagulation   factors. Other plasmas or other host extracellular 
secretions can of course also be used depending on the ques-
tion at issue.   

   3.    IODO-BEAD ®  iodination reagent is a mild oxidizing agent, 
which does not require a reduction step. This is an advantage 
for maintaining biological activity of the protein to be labeled.   

   4.    Labeling of proteins is not restricted to the usage of   125 I  , and 
can be performed with any easy detectable label of choice (e.g., 
fl uorescent probes such as FITC, and Alexa).         

   5.    Concentrated HCl is 12.0 M. Dilute to 0.1 and 0.2 M by add-
ing 8.33 ml and 16.66 ml concentrated acid to a fi nal volume 
of 1000 ml water.   

  Fig. 5     SDS-PAGE   analysis of  plasma   proteins eluted from  protein H  - Sepharose  . 
Human citrate-treated plasma was applied to a column with streptococcal pro-
tein H-Sepharose. Proteins bound to the Sepharose were eluted with 0.1 M gly-
cine buffer pH 2.0. The material was separated by SDS-PAGE (4–20 % gradient 
gel) under reducing conditions and the gel was stained with Coomassie Blue. 
 Lane 1 : molecular marker;  lane 2 : proteins eluted from protein H-Sepharose; 
 lane 4 : human plasma diluted 1:25       
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   6.     CNBr   is toxic and thus it is important that all work with this 
chemical reagent is performed in a fume hood. Weigh an empty 
glass tube with a lid. Add CNBr to the test tube, close the lid 
and weigh the tube again. Calculate the volume of 0.2 M HCl 
that should be added to get a solution of 30 mg/ml. Spoon, 
tips, and beakers that have been in contact with CNBr solution 
should be neutralized with NaOH solution, approximately 
1–2 M for 3 h. Then the solution can be thrown out in the 
fume hood sink.   

   7.    In general, dialysis tubing with a MWCO of 3500 Da is used. 
Depending on the size and structure of the protein dialysis 
tubing with other MWCO can be chosen.   

   8.    Benzamidine hydrochloride hydrate is a reversible inhibitor of 
 trypsin  .   

   9.    Bacterial proteins can be expressed during different growth 
phases, and thus binding results might vary depending on 
which growth phase that is used.   

   10.    Lower/higher concentrations of bacteria can be used as well, 
but if the protein of interest is expressed in low numbers at the 
bacterial surface higher concentrations of bacteria would be 
preferred.   

   11.    Incubation at other temperatures, for instance 37 °C, can be used 
as well. Protein binding may differ between various temperatures.   

   12.    The bacterial pellet is easier to dissolve in a small volume, 100–
200 μl of PBS. Then add PBS to a fi nal volume of 1000 μl.   

   13.    The incubation time is not that important, but a minimum of 
15 min is recommended to allow the change in ionization of 
groups involved in binding between the bacterial protein and 
the host ligand to occur.   

   14.    This lab has good experience working with  125 I, but any label 
that is easy to detect in screening systems will work, including 
FITC and Alexa.   

   15.    The labeling procedure using   125 I   should be performed in a fume 
hood with a protection shield of lead. All waste material (tubes, 
pipette tips, etc.) should be put in a plastic bag for disposal of 
radioactive waste according to the regulations of the laboratory.   

   16.    A volume size of 0.5 ml per fraction is generally used. PD-10 
desalting columns contain Sephadex G25 and allow rapid 
separation of high molecular weight substances (>5000 Da) 
from low molecular weight compounds, such as free Iodine. 
The bed volume of these columns is 8.3 ml. Due to the larger 
size of proteins as compared to free iodine, labeled proteins 
will be eluted fi rst (in or just after the void volume) and the 
free iodine will elute just before one column volume of buffer 
has passed through. With a fraction size of 0.5 ml and 10 
fractions the free iodine will remain bound to the column, 
which can be  disposed      ( see   Note    15  ).   

Protein-Based Strategies to Isolate Bacterial Proteins
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   17.    In general the radiolabeled protein will be eluted in fractions 
7–8 with a fraction size of 0.5 ml. Fractions not containing the 
protein are disposed ( see   Note    15  ).   

   18.    Once the protein is labeled with   125 I   all work can be performed 
at the lab bench, but a protective bench paper is required. All 
waste material should be put in a plastic bag for later disposal 
( see   Note    15  ).   

   19.    Make duplicates for each bacterial strain to be analyzed for 
binding of the protein and for the PBST control.   

   20.    Longer incubation times or incubation at 37 °C can be 
performed.   

   21.    The supernatant is carefully removed by using a vacuum suc-
tion device connected to a Fluid Management System for liq-
uid waste (Medela), working in a fume hood. Alternatively the 
supernatant can be removed to a plastic bag by pipetting and 
the liquid solidifi ed by adding Swell (Abra Tech).   

   22.    By screening bacteria before and after treatment for binding of 
radiolabeled ligand the effi ciency of the treatment can be 
determined. The released material can also be analyzed by 
 SDS-PAGE  .   

   23.    The purpose of the HCl dialyses is to remove the  CNBr   from 
the protein solution.   

   24.    Papain is a cysteine  protease   having a sulfhydryl (SH) group 
necessary for its activity. Addition of  L -cysteine is essential for 
enzyme activity.   

   25.    Iodoacetic acid is an SH-blocking reagent modifying cysteine 
residues.   

   26.    Approximately 5 μl 7.5 % NaHCO 3  to 1 ml solution is needed. 
Check the pH of the solution by adding 1 μl to a pH-indicator 
 paper     .   

   27.    Alternatively,  trypsin   inhibitor can be used. 1 mg trypsin inhib-
itor inactivates 1 mg trypsin.   

   28.    Opposite to the other hydrolytic enzymes (papain,  trypsin  , 
 pepsin  ),  mutanolysin   is a glycosidase hydrolyzing the bonds in 
the peptidoglycan, and will thus not degrade the proteins using 
prolonged incubations.   

   29.    Approximately 30–50 μl 1 M Tris is needed. Check the pH of 
the solution by adding 1 μl to a pH-indicator paper.               

  Acknowledgment  

 This work was supported by the Swedish Research Council (proj-
ect 7480) and The Crafoord Foundation.  

Rolf Lood and Inga-Maria Frick



15

   References 

    1.    Björck L, Kronvall G (1984) Purifi cation and 
some properties of streptococcal protein G, a 
novel IgG-binding reagent. J Immunol 
133:969–974  

    2.    Björck L (1988) A novel bacterial cell wall pro-
tein with affi nity for Ig L chains. J Immunol 
140:1194–1197  

   3.    Åkesson P, Cooney J, Kishimoto F, Björck L 
(1990) Protein H–a novel IgG binding bacte-
rial protein. Mol Immunol 27:523–531  

   4.    Otten RA, Raeder R, Heath DG, Lottenberg 
R, Cleary PP, Boyle MDP (1992) Identifi cation 
of two type IIa IgG-binding proteins expressed 
by a single group A  Streptococcus . J Immunol 
148:3174–3182  

   5.    Karlsson C, Andersson M-L, Collin M, 
Schmidtchen A, Björck L, Frick I-M (2007) 
SufA–a novel subtilisin-like serine proteinase of 
 Finegoldia magna . Microbiology 
153:4208–4218  

   6.    Frick I-M, Karlsson C, Mörgelin M, Olin A, 
Janjusevic R, Hammarström C, Holst E, de 
Château M, Björck L (2008) Identifi cation of a 

novel protein promoting the colonization and 
survival of  Finegoldia magna , a bacterial com-
mensal and opportunistic pathogen. Mol 
Microbiol 70:695–708  

   7.    Janulczyk R, Pallon J, Björck L (1999) 
Identifi cation and characterization of a 
 Streptococcus pyogenes  ABC transporter with 
multiple specifi city for metal cations. Mol 
Microbiol 34:596–606  

    8.    Areschoug T, Stålhammar-Carlemalm M, 
Larsson C, Lindahl G (1999) Group B strepto-
coccal surface proteins as targets for protective 
antibodies: identifi cation of two novel proteins 
in strains of serotype V. Infect Immun 
67:6350–6357  

    9.    Åkesson P, Sjöholm AG, Björck L (1996) 
Protein SIC, a novel extracellular protein of 
 Streptococcus pyogenes  interfering with comple-
ment function. J Biol Chem 271:1081–1088  

    10.    Faulmann EL, Boyle MDP (1991) A simple 
preparative procedure to extract and purify 
protein G from group G streptococci. Prep 
Biochem 21:75–86    

Protein-Based Strategies to Isolate Bacterial Proteins



17

Pontus Nordenfelt and Mattias Collin (eds.), Bacterial Pathogenesis: Methods and Protocols, Methods in Molecular Biology, 
vol. 1535, DOI 10.1007/978-1-4939-6673-8_2, © Springer Science+Business Media New York 2017

    Chapter 2   

 Analysis of Bacterial Surface Interactions with Mass 
Spectrometry-Based Proteomics                     

     Christofer     Karlsson    ,     Johan     Teleman    , and     Johan     Malmström      

  Abstract 

   Host–pathogen protein–protein interaction networks are highly complex and dynamic. In this experimental 
protocol we describe a method to isolate host proteins attached to the bacterial surface followed by quan-
titative mass spectrometry based proteomics analysis. This technique provides an overview of the host–
pathogen interaction network, which can be used to guide directed perturbations of the system, and to 
select target of specifi c interest for further studies.  

  Key words     Bacteria  ,   Surface absorption  ,   Mass spectrometry  ,   Proteomics  ,   Trypsin digestion  ,   Peptide 
solid phase extraction  ,   Bioinformatics   

1     Introduction 

 Microbial pathogenesis is the result of complex molecular interac-
tions between the host and a microbial pathogen. Nonspecifi c and 
specifi c pathogen recognition results in the coating of the patho-
gen surface by immune system proteins derived from several differ-
ent biochemical processes such as complement deposition and 
antibody binding. These processes aid the pathogen killing and 
clearance. However, pathogens have evolved mechanisms to inter-
fere with the host immune reactions by for example expressing 
surface proteins that specifi cally bind host proteins, to facilitate 
 immune evasion   and bacterial dissemination.       

 A specifi c example of a pathogen that can bind many different 
host proteins to the bacterial surface is   Streptococcus      pyogenes   . The 
major  virulence    factor   on the  S.    pyogenes    surface is the  cell wall   
anchored M- protein   that can bind several human host proteins 
[ 1 – 4 ]. The M-protein, together with other streptococcal host 
binding surface proteins, forms a complex host–pathogen protein 
interaction network on the bacterial surface [ 5 – 11 ]. Investigating 
binary interactions between host and pathogen proteins is not suf-
fi cient to describe the topology of the protein interaction network. 
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Steric hinders, degree of affi nity, secondary binding, competitive 
interactions, and protein abundances are factors that affect which 
proteins adhere to the bacterial surface. The comprehensive mea-
surement of these interactions requires analytical techniques capa-
ble of identifying and quantifying the majority of the proteins 
involved in the network. 

 In this protocol we provide a method for quantitative MS anal-
ysis of both surface bound host proteins and the complete bacterial 
protein content in one experimental setup. The protocol includes 
the use of whole bacteria as affi nity probes to isolate host proteins 
that attach to the bacterial surface (Fig.  1 ). Whole bacteria and the 
proteins adhered to the bacterial surface are isolated using centrif-
ugation followed by  quantitative mass spectrometry analysis  . The 
rapid development of mass spectrometry (MS) based proteomics 
has made MS an important technology within life science [ 12 – 14 ]. 
The prevailing bottom-up MS based techniques analyze digested 
proteins (peptides), separated based on hydrophobicity using 
online  liquid chromatography  , which are then eluted via electro-
spray to form gas-phase ions. The chromatographic separation 
reduces the sample complexity, but numerous peptide ions still 
enter the MS instrument simultaneously. These peptide ions are 
fi rst mass analyzed (MS1), after which the most abundant peptide 
ions are selected for collision-induced dissociation (CID) followed 
by a second mass analysis (MS2) of the derived fragment ions. 
Subsequent data analysis strategies attempts to match all acquired 
MS2 spectra computationally to one of all theoretically derived 
peptide MS spectra from the organisms analyzed [ 15 – 20 ]. From 
the identifi ed peptides, proteins are inferred using  statistical      
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  Fig. 1    Outline of the method to identify and quantify bacterial surface interacting host proteins       
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methods [ 21 ,  22 ]. The intensities of the individual MS1 features 
are integrated and the area under this curve is used to infer peptide 
and protein abundance using one of several published software 
programs [ 23 – 27 ]. In this protocol we use the  MaxQuant   software 
[ 26 ] as an example, which can be freely downloaded and installed 
on a standard Microsoft Windows computer.

   The protocol outlines how bacterial cellular and surface proteins 
together with surface attached host proteins can be identifi ed and 
quantifi ed using MS and label-free quantifi cation. The summed bac-
terial protein quantity can be utilized to normalize results for uneven 
sample loss during sample preparation, to remove  confounding fac-
tors while comparing differential individual protein abundances 
between different strains or biological conditions. In addition, the 
quantifi cation of the attached host proteins allows characterization of 
the host–pathogen protein interaction network  topology     .  

2    Materials 

       1.    Wash buffer (WB): 150 mM NaCl, 20 mM Tris–HCl pH 7.6.   
   2.    Pooled Normal Human Blood Plasma (Innovative Research) 

( see   Note    1  ).   
   3.    LC-grade water.   
   4.    90 mg silica beads 0.1 μm ∅ (Biospec) in 0.5 ml tubes with an 

O-ring screw cap.   
   5.    Beadbeater (Fastprep 96, MpBio).      

       1.    Urea buffer (UB): 8 M Urea, 0.1 M NH 4 HCO 3  in LC-grade 
water ( see   Note    2  ).   

   2.    Sequence grade trypsin (Promega).   
   3.    100 mM NH 4 HCO 3  (ABC) in LC-grade water ( see   Note    2  ).   
   4.    500 mM tris(2-carboxyethyl)phosphine) (TCEP).   
   5.    500 mM 2-iodoacetamide in LC-grade water ( see   Note    2  ).      

       1.    10 % formic acid (FA) ( see   Note    3  ).   
   2.    UltraMicro Spin Silica C18 300 Å columns (Harvard 

Apparatus).   
   3.    LC-grade methanol.   
   4.    LC-grade acetonitrile (ACN).   
   5.    LC-grade water.   
   6.    Buffer A: 2 % ACN, 0.2 % FA in LC-grade water.   
   7.    Buffer B: 50 % ACN, 0.2 % FA in LC-grade water.   
   8.    Vacuum concentrator.   
   9.    Ultrasonic water bath.      

2.1  Bacterial  Plasma   
 Adsorption   
and Sample 
Homogenization

2.2   Trypsin   Digestion

2.3  Peptide  C18   
Solid Phase  Extraction  

Mass Spectrometry of Bacterial Surface Proteins
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       1.    High-resolution, accurate-mass (HR/AM) mass spectrometer 
with nano-fl ow UHPLC.      

       1.     MaxQuant  , http://www.coxdocs.org/doku.php?id = maxquant:
start.   

   2.    Protein database in FASTA format, describing the expected pro-
tein contents of the samples. This typically includes the pro-
teome of both the bacterium and host/ plasma   ( see   Note    4  ).       

3    Methods 

       1.    Grow the bacteria to desired growth phase for the interaction 
analysis.   

   2.    Harvest the bacteria by centrifugation and wash by resuspend-
ing the pellet in the wash buffer.   

   3.    Wash the bacteria for a second time and dissolve the pellet in 
WB to a concentration of 1% w/v.   

   4.    Mix 150 μl of 1% bacteria solution with 450 μl plasma, vortex 
bacteria briefl y just before adding to plasma.   

   5.    Incubate for 30 min at 37 °C on thermal block with 500 rpm 
shaking.   

   6.    Wash three times with 1 ml WB (5000 ×  g , 5 min, swing-out, soft).   
   7.    Transfer 100 μl of the solution to a 0.5 ml tube with an O-ring 

screw cap containing 90 mg silica beads.   
   8.    Centrifuge for 5 min 5000 ×  g , remove the supernatant and 

add 100 μl LC-grade water.   
   9.    Lyse the bacteria with a bead beater for 2 × 3 min at 1600 oscil-

lations/min and 1.5-inch stroke speed.   
   10.    Dry samples completely using a vacuum concentrator.      

       1.    Add 50 μl UB to the dried sample.   
   2.    Incubate for 30 min on shaker.   
   3.    Add 1 μl TCEP and incubate at 37 °C for 60 min.   
   4.    Add 2 μl IAA and incubate for 30 min at room temperature in 

a dark environment.   
   5.    Add 500 μl ABC to the sample.   
   6.    Add 2 μg trypsin to the sample and Incubate for >6 h at 37 °C.   
   7.    Add 100 μl 10 % FA to stop the digestion.   
   8.    Ensure that the pH is ≥3.      

       1.    Place the C18 column in 2 ml collection tube. Add 300 μl 
methanol for column wash and centrifuge at 200 ×  g  for 1 min. 
Discard the fl ow-through liquid.   

2.4   Shotgun   Mass 
Spectrometry

2.5  Data  Analysis     

3.1  Bacterial  Plasma   
 Adsorption  

3.2  Sample 
Homogenization 
and  Trypsin         Digestion

3.3  Peptide  C18   
Solid Phase  Extraction  
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   2.    Add 300 μl Buffer A to the column and centrifuge at 200 ×  g  
for 1 min, repeat three times. Discard the fl ow-through liquid 
after the second and third centrifugation.   

   3.    Dry the column tip on a lint-free paper towel and place the 
column in a new collection tube. Add 450 μl digested sample 
to the column and centrifuge at 200 ×  g  for 1.5 min. Reapply 
the fl ow-through liquid to the column and centrifuge as above. 
Repeat twice (totally three centrifugations). Discard the fi nal 
fl ow-through liquid.   

   4.    Add 300 μl Buffer A to the column and centrifuge at 200 ×  g  
for 1.5 min. Repeat three times. Discard the fl ow-through liq-
uid after the second centrifugation.   

   5.    Dry the column tip on a lint-free paper towel and place the 
column in a new collection tube.   

   6.    Add 100 μl Buffer B to the column and centrifuge at 200 ×  g  
for 1 min. Do not discard the fl ow-through. Repeat three 
times. Then briefl y centrifuge at 1000 ×  g . The fi nal elution 
volume is 300 μl.   

   7.    Dry the samples to complete dryness using a vacuum 
concentrator.         

   8.    Add 50 μl Buffer A, resuspend the peptides by incubating for 
5 min in a ultrasonic water bath.     

 For a recent detailed overview of sample preparations methods 
for MS,  see  ref. [ 28 ].  

       1.    This protocol is optimized for the LC-MS/MS analysis of 1 μl 
sample corresponding to ~1 μg protein ( see   Note    5  ).   

   2.    Separate the peptides on a 2 h gradient and run the mass spec-
trometer in data dependent acquisition (DDA) mode accord-
ing to the instrument vendor’s recommendations.      

       1.    Launch  MaxQuant   by double-clicking on “MaxQuant.exe”.   
   2.    Click “load” and select the MS data files in the file dialog 

( see   Note    6  ).   
   3.    Under the “Group-specifi c parameters” tab:

   (a)    Click “Label-free quantifi cation”. In the dropdown menu, 
select “LFQ”.   

  (b)    Click “Digestion”. Ensure that “ Trypsin  /P” is the only 
entry in the right list.   

  (c)    Click “Instrument”. Ensure that the instrument type is 
matching the used  instrument      ( see   Note 7 ).   

  (d)    Click “Modifi cations”. Ensure that the right-hand list con-
sists of “Oxidation (M)” and “Acetyl (Protein N-term)”.       

3.4   Shotgun   Mass 
Spectrometry

3.5  Data Analysis

Mass Spectrometry of Bacterial Surface Proteins
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   4.    Under the “Global parameters” tab:

   (a)    Click “Sequences”:
 ●    Click “Add fi le” and select the FASTA protein database.  
 ●   Ensure that the right-hand list consists of 

“Carbamidomethyl (C)”.      

  (b)    Click “Identifi cation”. Set the “PSM FDR” to 0.01, and 
“Protein FDR” to 0.01.       

   5.    Under the “Confi guration” tab:

   (a)    Click “Sequence databases”:
 ●    Click “Add”. On the right hand side, click “Select” 

and choose the fasta protein database. Type in the fasta 
fi le source in the “Source” fi eld. Replace “Homo sapi-
ens” for the appropriate host and pathogen species. 
Finally click “Modify table” to save this entry.  

 ●   Click “Save changes”.          
   6.    Under the “Raw fi les” tab:

   (a)    Click “Start” to start the analysis. Depending on the num-
ber of sample and size of the protein database, the analysis 
might take several  hours     .       

   7.    Results are found in the tab-separated fi le combined/protein-
Groups.txt.

   (a)    The measured relative quantity of each protein is given in the 
“Intensity” column. This is very precise for comparing the 
concentration of a given protein between samples, but should 
not be used to compare levels between different proteins.   

  (b)    Protein IDs starting with “CON__” or “REV__” are 
known contaminants and mock proteins respectively. This 
status is also shown in the “Potential contaminant” and 
“Reverse” columns. Such proteins should not be used in 
the following analysis.   

  (c)    Many proteomics scientists consider proteins with only 
one supporting peptide dubious, these proteins should be 
used with caution.           

4            Notes 

     1.    Other proteinous fl uids can also be used, for example saliva.   
   2.    These solutions should be made fresh and used the same day.   
   3.    Prepare 10 % working solution in LC-grade water. Do not use 

plastics (tips, beakers or bottles) when handling concentrated FA.   
   4.    Translated  bacterial genomes   can be found both in Uniprot 

(http://uniprot.org), but also in the  Human Microbiome Project   

Christofer Karlsson et al.
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(http://hmpdacc.org/), PANTHER (http://pantherdb.org) 
and Patric (http://patricbrc.org) databases. For host-translated 
genomes (human, mouse, etc.) we suggest using the UniProt KB 
reference  proteomes     .   

   5.    The injection volume is dependent on the amount of bacteria 
and absorbed proteins. The total protein concentration of the 
sample homogenate can be estimated with protein assays, for 
example bicinchoninic acid (BCA) assay kits.   

   6.     MaxQuant   support the native data formats of several vendors. 
If the used instrument vendor is not in this list. MSConvert 
[ 29 ] might be used to convert the data fi les to the generic for-
mat mzXML, that is also supported by MaxQuant.   

   7.    To maximize mass spectrometry search results, the search 
parameters and especially precursor and fragment tolerances 
should be adapted to the used method and instrument. If 
unsure, please consult with the instrument operator on the 
appropriate settings.         
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    Chapter 3   

 Differential Radial Capillary Action of Ligand Assay 
(DRaCALA) for High-Throughput Detection of 
Protein–Metabolite Interactions in Bacteria                     

     Mona     W.     Orr     and     Vincent     T.     Lee      

  Abstract 

   Bacteria rely on numerous nucleotide second messengers for signal transduction such as cyclic AMP, 
cyclic-di- GMP, and cyclic-di-AMP. Although a number of receptors responsible for known regulated 
phenotypes have been established, the completeness of protein receptors in any given organism remains 
elusive. We have developed a method called differential radial capillary action of ligand assay (DRaCALA) 
that allows for an unbiased, systematic high-throughput screen for the detection of ligand binding pro-
teins encoded by a genome. DRaCALA permits interrogation of ligand binding directly to an overex-
pressed protein in a cell lysate and bypasses the need of protein purifi cation. Gateway-cloning-compatible 
open reading frame libraries are available for a diverse range of bacterial species and permits generation of 
the lysates overexpressing each open reading frame. These lysates can be assessed by DRaCALA in a 
96-well format to allow rapid identifi cation of protein–ligand interactions, including previously unknown 
proteins. Here, we present the protocols for generating the expression library, conducting the DRaCALA 
screen, data analysis, and hit validation.  

  Key words     Protein–ligand interaction  ,   DRaCALA  ,   High-throughput screen  ,   ORFeome  ,   Nucleotide 
signals  ,   Receptors   

1     Introduction 

    Bacteria use many different nucleotide  signaling   molecules to 
regulate a variety of phenotypes. However, despite years of research 
dating back decades, identifi cation of ligand binding proteins for 
many of these signaling molecules has been a challenge. For exam-
ple, c-di-GMP is a well-studied ubiquitous bacterial second mes-
senger that regulates a range of behaviors such as  biofi lm   formation 
and motility [ 1 ]. Although c-di- GMP   was fi rst described in 1987 
[ 2 ], novel  receptors   are still being identifi ed nearly three decades 
later [ 3 – 6 ]. While some c-di-GMP receptors contain conserved 
predicted binding domains, additional proteins have been reported 
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with unique and previously unknown binding sites. These include 
the  PelD   from  Pseudomonas aeruginosa  and DNA binding proteins, 
including  FleQ   from  P. aeruginosa  [ 7 ,  8 ], BldD from  Streptomyces 
coelicolor  [ 3 ], and the CRP-homolog Clp from  Xanthomonas  spe-
cies [ 9 – 11 ]. Furthermore, new signaling molecules such as c-di-
 AMP   and c-AMP-GMP are being identifi ed [ 12 ,  13 ]. The protein 
 receptors   for these molecules still remain largely unknown. Since 
these signaling molecules govern a wide range of bacterial behaviors 
and their mechanism of action remains unclear, the identifi cation of 
their cognate receptors will be immensely helpful in understanding 
their functions to regulate bacterial physiology. 

 Successful methods to identify the protein binding partners of 
bacterial metabolites include  bioinformatics  -based approaches, mass 
 spectrometry   analysis of proteins pulled down using affi nity tagged 
ligands, and targeted approaches to test proteins regulated by the 
signaling molecule. For c-diGMP, in silico bioinformatics predic-
tions based on known binding motifs, including PilZ [ 14 ], I-site of 
DGCs [ 15 ,  16 ], and catalytically inactive PDE-A [ 15 ,  17 ] have 
identifi ed c-di- GMP    receptors   [ 1 ,  18 ,  19 ]. Affi nity pull-down based 
methods such as those using the cyclic di-GMP analog  2-AHC-c-di-
GMP   covalently coupled to  sepharose   beads [ 20 ] and the c-di-
GMP-specifi c Capture Compound [ 21 ] have been successful in 
identifying additional binding proteins. In addition to these meth-
ods, additional binding proteins for c-di- GMP   have been identifi ed 
through targeted approaches [ 22 ]. The high throughput  DRaCALA   
 open reading frame library (ORFeome)   screen described here allows 
for another approach by permitting high-throughput screening of 
the individual open reading frames from an entire bacterial  genome  . 

  DRaCALA   relies on differential movement of a  radiolabeled 
nucleotide   and protein on nitrocellulose [ 23 ]. For this assay, a small 
volume of protein mixed with radiolabeled ligand in a binding buf-
fer is applied to dry nitrocellulose. The protein remains bound to the 
nitrocellulose at the point of application. While the free ligand will 
be mobilized by capillary action with the liquid phase, bound ligand 
will remain sequestered with the protein at the point of application. 
These  DRaCALA   spots can be quantifi ed by calculating the fraction 
bound: the intensity of the radiation detected from protein-seques-
tered ligand over the total radiation of the spot [ 23 ]. DRaCALA can 
be used to detect interactions without the need to purify from 
  Escherichia coli    overexpression strain lysates under two conditions: 
fi rst, the protein is expressed above the dissociation constant and 
second, the ligand is not naturally abundant in the overexpression 
strain to compete for radioactively labeled ligand binding. 

 The  DRaCALA   screen can take advantage of available Gateway- 
compatible  ORFeome   libraries to query each predicted ORF of an 
entire genome individually for ligand binding. The ORF is recom-
bined into Gateway compatible destination expression  plasmids   and 
transformed into the  E.    coli    T7Iq expression strain, which is then 
grown, induced for protein expression, and lysed all in a 96-well plate 

Mona W. Orr and Vincent T. Lee
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format. Each well in the expression library contains a lysate 
overexpressing a single ORF. Radiolabeled ligand is then added via a 
liquid dispenser. This lysate-ligand mix are then transferred to a 
nitrocellulose sheet using a 96-pin tool and exposed for quantifi ca-
tion. ORFs that increase binding above the average background 
binding seen for the expression library are considered positive hits. 
These candidate binding proteins can then be  purifi ed   and assayed 
for confi rmation of binding ( see  Fig.  1  for process overview). The 
DRaCALA screen has recently been successfully used to identify 
novel binding partners of c-di- AMP   in   Staphylococcus aureus    [ 24 ], 
c-di- GMP   in  Vibrio cholerae  [ 5 ] and  E.    coli    [ 4 ], and pGpG in  V. chol-
erae  [ 25 ]. We anticipate that the  DRaCALA    ORFeome   screen will be 
a powerful tool for identifying further protein–ligand  interactions  .

2       Materials 

       1.    Autoclave-sterilized 96-well  PCR   plates and silicone sealing 
mats.   

   2.    Thermocyclers.   
   3.    TE buffer, pH 8.0: 10 mM Tris–HCl, pH 8.0, 1 mM EDTA. 

10 mL 1 M Tris–HCl, pH 8.0, 2 mL 0.5 M EDTA, bring vol-
ume up to 1 L with double-distilled water (ddH 2 O).   

   4.    2 μg/μL proteinase K: 2 mg proteinase K dissolved in 1 mL 
ddH 2 O. Make 100 μM aliquots and store at −20 °C.   

   5.    LR Clonase (Invitrogen).   
   6.    Gateway compatible donor plasmid containing ORFs of interest 

in TE Buffer, pH 8.0 at 15–150 ng/μL, arrayed in 96-well plates.      
   7.    Gateway compatible destination expression plasmid(s) in TE 

Buffer, pH 8.0 at 150 ng/μL ( see   Note    1   for cloning into mul-
tiple destination plasmids and choice of tags in one LR Clonase 
reaction).      

       1.     Chemically competent    E. coli  T7Iq (NEB).   
   2.    96-well sterile fl at-bottomed microtiter plates.   
   3.    Foil adhesive plate sealers.   
   4.    Incubator with plate shaker at 30 °C.   
   5.    Selection antibiotic stocks. The antibiotics used will depend on 

the antibiotic resistance cassette present on the donor and des-
tination  plasmids  . Prepare stocks at 1000× concentration and 
split into 1 mL aliquots. Store at the appropriate temperature 
for the antibiotic.   

   6.     LB  -M9: 7 g anhydrous Na 2 HPO 4 , 2 g KH 2 PO 4 , 0.5 g NaCl, 
1 g NH 4 Cl, 2 g glucose, 1 g Na succinate hexahydrate, 10 g 
tryptone, 5 g yeast extract, add 750 mL ddH 2 O, bring pH to 
7.2 with NaOH, add volume up to 1 L with ddH 2 O, and 
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  Fig. 1    Schematic of high-throughput  DRaCALA       ORFeome   screen. Steps corresponding to each text section are 
 numbered  and in  bold . Each of the plates has a designated name, shown below the plate, which is used in the 
accompanying text. The general procedural steps are indicated by text on the side of each  arrow        
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autoclave to sterilize. Right before use, add 3 mL of autoclaved 
sterilized 1 M MgSO 4  and 1 mL 1000× selection antibiotic 
stock to each L of LB-M9 media. Expect to use ~160 mL of 
LB-M9 in the generation of every 96-well expression plate.   

   7.     LB   1 % agar plates with appropriate selection antibiotic: 10 g 
tryptone, 5 g yeast extract, 10 g NaCl, 10 g agar, dissolve in 1 L 
ddH 2 O, autoclave to sterilize, let cool to ~50 °C, add 1 mL 
1000× antibiotic stock, pour into petri dishes and let cool.   

   8.    LB-M9 40 % glycerol: 10 g tryptone, 5 g yeast extract, 10 g 
NaCl, dissolve in 600 mL ddH 2 O, then mix in 400 mL glyc-
erol and autoclave to sterilize.      

         1.    2 mL sterile 96-well plates with lids.   
   2.    96-well U-bottom microtiter plates.   
   3.     LB  -M9 (see above).   
   4.    0.1 M (100×) isopropyl β- D -1-thiogalactopyranoside ( IPTG  ) 

stock: 238 mg IPTG, add ddH 2 O to 10 mL, sterile fi lter 
through 0.45 nm fi lter, aliquot 1.5 mL into sterile microfuge 
tubes and store at −20 °C.   

   5.    10× binding buffer (100 mM Tris–HCl, pH 8.0, 1 M NaCl, 
50 mM MgCl 2 ): 100 mL 1 M Tris–HCl, pH 8.0, 58.4 g NaCl, 
10.2 g MgCl 2 , dissolve salts, bring volume up to 1 L with 
ddH 2 O, and autoclave to sterilize ( see   Note    2   for buffer com-
ponent considerations).   

   6.    1× binding buffer: dilute 10× binding buffer 1:10 into sterile 
ddH 2 O.   

   7.    1× lysis buffer: 1× binding buffer with 10 μg/mL DNAse, 
250 μg/mL  lysozyme  , and 1 μM PMS. Make the day of use.   

   8.    100× DNase (1 mg/mL): 10 mg DNase, add ddH 2 O to 
10 mL, aliquot 1 mL into sterile microfuge tubes and store at 
−20 °C.   

   9.    100× lysozyme (25 mg/mL): 250 mg lysozyme, add ddH 2 O 
to 10 mL, aliquot 1 mL into sterile microfuge tubes and store 
at −20 °C.   

   10.    100× PMSF (0.1 M): 871 mg PMSF, add isopropanol to 
50 mL in a 50 mL conical. Store at room temperature. Another 
 protease inhibitor   may be substituted.      

         1.    Radiolabeled ligand in binding buffer: calculate the volume of 
radiolabeled ligand that will result in 150 μCi activity/50 mL 
of buffer ( see   Note    3   regarding radiolabel mixture). To this 
volume add 5 mL 10× binding buffer and ddH 2 O to 50 mL in 
a 50 mL conical. Store at −20 °C until use.   

   2.    0.01 % (vol) Tween 20 in H 2 O: mix 5 μL Tween 20 and 50 mL 
ddH 2 O in a 50 mL conical. Make fresh each time.   

2.3  Lysate 
 Generation  

2.4   DRaCALA   Screen
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   3.    96-well pin tool with 2 μL slot (V&P Scientifi c).   
   4.    0.45 μm dry nitrocellulose membrane sheets cut to a size that 

permits duplicate stamps on one sheet (12 cm × 19 cm). 
Nitrocellulose MUST BE DRY.   

   5.    MultiFlo liquid dispenser (BioTek) or other liquid handlers.   
   6.     Phosphorimager   screens and cassettes.      

       1.    Phosphorimager and associated image analysis software (Our 
lab uses a Fujifi lm FLA-7000 phosphorimager and Fujifi lm 
Multi Gauge software v3).   

   2.    Graphing program.      

       1.    Expression library freezer stock plate generated in 
Subheading  3.2 .   

   2.    96-well sterile fl at-bottomed microtiter plates.   
   3.    Materials listed in Subheading  2.3 .       

3    Methods 

 Before starting this protocol, the user needs to obtain or generate 
a library of Gateway compatible donor  plasmids   arrayed in 96-well 
plates that contain their ORFs of interest. This can be generated in 
house or ordered from a repository ( see   Note    4  ). 

 The methods are split into six sections: (1) Gateway cloning 
into the expression  plasmid  , (2)  transformation   into the expression 
strain, (3) protein expression and lysate library generation, (4) 
conducting the  DRaCALA   screen, (5) data analysis, and (6) valida-
tion (Fig.  1 ). All the wet lab steps take place in 96-well plate for-
mat. The use of multi-channel pipettes, multichannel stepper 
pipettes or robotic fl uid dispensers is benefi cial for expediting these 
high-throughput processes. 

       In this section, the Gateway cloning reaction is performed in 
96-well format using  PCR   plates to introduce the ORFs of interest 
into the expression vectors.

    1.    Thaw LR Clonase,  ORFeome   donor library plate, and destina-
tion plasmid(s). Refreeze immediately after use ( see   Note    1   for 
cloning into multiple destination plasmids in one LR Clonase 
reactions).   

   2.    Make a master mix of destination plasmid and LR Clonase for 
each plate: 48 μL destination plasmid (150 ng/μL), 48 μL LR 
Clonase, 96 μL TE buffer, pH 8.0 (each individual reaction will 
have 0.5 μL destination plasmid, 0.5 μL LR Clonase, 1.5 μL TE 
buffer, pH 8.0). Pipette to mix and place on ice. If effi ciency is 
low, increase LR Clonase to 1 μL and decrease TE buffer to 1 μL.   

2.5  Quantifi cation 
and  Analysis  
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   3.    Aliquot 3 μL of master mix into each well of a sterilized 96-well 
 PCR   plate (cloning plate).   

   4.    Transfer 2 μL of miniprepped donor plasmid from the plasmid 
library plate to the corresponding well in the cloning plate. 
Pipette to mix.   

   5.    Cover the cloning plate with a sterile silicone sealing mat and 
incubate at 25 °C in thermocycler for 2 h.   

   6.    Remove the cloning plates from the thermocycler. Change the 
temperature to 37 °C. Add 1 μL of 2 μg/μL proteinase K solu-
tion to each well and incubate at 37 °C in the thermocycler for 
10 min to stop the Gateway  reaction  .    

           In this section, the Gateway cloning product from Subheading  3.1  
is  transformed   into the  E. coli  T7Iq expression strain (New England 
Biolabs). The cells are added to the Gateway product, heat shocked, 
and recovered in 96-well plates. The 96-well plate containing the 
Gateway reaction is referred to as the “cloning plate.” They are 
then plated onto selective plates using an 8-channel multichannel 
pipette. The transformants are picked and inoculated into media in 
a 96-well plate for growth for frozen stocks and for subculture to 
induce protein expression (Subheading  3.3 ). This process can be 
staggered to increase throughput ( see   Note    5  ).

    1.    Thaw  chemically competent    E. coli  T7Iq on ice during the pro-
teinase K incubation step. After proteinase K incubation, 
remove the cloning plate from the thermocycler and place on 
ice and allow to cool.   

   2.    Add 20 μL of thawed competent  E. coli  T7Iq to each well of 
the cloning plate and incubate on ice for 30 min.   

   3.    During ice incubation, preheat a thermocycler to 
42 °C. Transfer the cloning plate from ice to thermocycler and 
heat shock at 42 °C for 30 s.      

   4.    Transfer the cloning plate from thermocycler to ice and recover 
for 2 min.   

   5.    Add 50 μL of  LB   and incubate the cloning plate on a plate 
shaker at 30 °C for 30 min.   

   6.    Use an 8-channel pipette to spot 5 μL from each column of the 
cloning plate onto 2 LB agar plates with the appropriate selec-
tion antibiotic with 3 columns per plate. If transforming into 
two destination vectors, pipette  transformation      onto two dif-
ferent selection plates.   

   7.    Incubate  LB   agar plates overnight at 30 °C. Each transforma-
tion spot should generate at least one colony ( see   Note    6  ).   

   8.    The following morning, thaw an aliquot of 1000× antibiotic 
stock and add to a bottle of LB-M9 media.   

3.2   Transformation   
into  E.    coli    T7Iq
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   9.    Transfer 150 μL of  LB  -M9 media supplemented with antibiotic 
into each well of a sterile 96-well microtiter plate  (overnight 
growth plate). 150 μL is used to ensure enough culture is present 
for both creation of a freezer stock and subculture for expression.   

   10.    To inoculate the overnight growth plate with the transfor-
mants, take an 8-channel pipette and drag the tips through the 
colonies and then place the tips into the corresponding col-
umn of the overnight growth plate.   

   11.    Replace the lid and shake overnight at 30 °C ( see   Note    7  ).   
   12.    Prepare an expression library freezer stock plate from the over-

night growths. Transfer 100 μL of LB-M9 40 % glycerol into each 
well of a sterile fl at-bottomed 96-well microtiter plate (expression 
library freezer stock plate). Transfer 100 μL of the overnight 
growth plate cultures to the freezer stock plate, shake at room 
temperature for 5 min to mix, then seal with an adhesive foil. This 
stock is now in 20 % glycerol and can be stored at −80 °C.    

         In this section, the expression strains are subcultured and induced 
for ORF expression, lysed, and aliquoted into the lysate assay plates.

    1.    Remove the lid of a sterilized 2 mL 96-well plate and transfer 
1.5 mL of the  LB  -antibiotic media into each well (induction 
plate). Allow to warm to room temperature before use.   

   2.    Dilute overnight growth cultures 1:50 (30 μL) from an over-
night growth plate into the induction plate and grow with 
shaking at 30 °C for 4 h. Either use the remaining overnight 
growth cultures from Subheading  3.2 ,  step 11  or start 150 μL 
cultures from the expression library freezer stock (from 
Subheading  3.2 ,  step 12 ) the night before.      

   3.    After 4 h, add 15 μL of sterile 0.1 M  IPTG   into each well of the 
induction plate to induce and grow at 30 °C for an additional 4 h.   

   4.    Centrifuge the subculture plate for 10 min at 2000 ×  g  to pellet 
cells. As soon as the centrifugation is over, quickly invert the 
induction plate, hold for 5 s and shake sharply once to remove 
media without disrupting the pellet.   

   5.    During centrifugation, thaw DNase and lysozyme to compose 
lysis buffer by mixing 30 mL of 1× binding buffer, 300 μL 
DNase, 300 μL  lysozyme  , and 300 μL of PMSF stocks to a 
pipetting reservoir (fi nal concentration 10 μg/mL DNase, 
250 μg/mL lysozyme, and 1 μM PMSF).   

   6.    Transfer 150 μL of lysis buffer into each well of the induction 
plate and shake on a plate shaker for 10 min at RT to resuspend 
the pellet. If necessary, pipette up and down to fully resuspend.   

   7.    Aliquot 20 μL of resuspended pellet into 96-well U-bottom 
plates (lysate library plates) and seal with a foil seal. Seven repli-
cate lysate library plates can be made from each induction plate.   

3.3  Lysate 
Generation
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   8.    Subject each lysate library plate to three freeze–thaw cycles to 
lyse cells. Freeze at −80 °C for 30 min and thaw at RT for 
30 min twice, then store −80 °C until use in the  DRaCALA   
screen. This fi nal thaw completes the third freeze–thaw cycle 
( see   Note    8  ).   

   9.    In most library plates, there is one well that is left empty that is 
used for the addition of a lysate expressing a known binding 
protein of the signaling nucleotide of interest. That well is typi-
cally empty. The buffer in the well is removed and the lysate of 
the positive control lysate is added.      

   In this section, the  DRaCALA   screen is performed in high- throughput 
manner. An automated liquid dispenser is used to add radiolabeled 
ligand into each well of the lysate plates and the mix is transferred to 
dry nitrocellose using a 96-well pin tool for the creation of the 
 DRaCALA   spots. The use of automation and the 96-well pin tool, 
while not strictly necessary, is what allows for the high-throughput 
processing of samples and rapid analysis. This section uses radiation 
and should be performed in an area certifi ed for use of radioactivity.

    1.    Lay out a pre-cut nitrocellulose sheet on the radiation bench 
so that the 12 cm edge is parallel to the front edge of the bench 
( see   Note    9  ).   

   2.    Thaw the 50 mL conical containing radiolabeled ligand mix 
(Subheading  2.4 ,  item 1 ) ( see   Note    3  ). This can be thawed in 
a beaker of warm water to speed the process. If all wells show 
positive binding, there may be nonspecifi c binding proteins in 
the lysates ( see   Note    10  ).   

   3.    Prepare the wash bath for the 96-well pin tool by pouring the 
50 mL 0.01 % Tween 20 into a reservoir large enough to 
accommodate the pin tool. The tips (3–5 mm) of the pins 
should be immersed in the 0.01 % Tween 20 wash solution 
when the pin tool is placed in the reservoir.   

   4.    Turn on the MultiFlo liquid dispenser and wash the lines with 
10 mL ddH 2 O.   

   5.    Empty the lines of ddH 2 O. Place conical tube with thawed 
radiolabeled ligand in binding buffer into the MultiFlo liquid 
dispenser and fi ll the lines with radiolabeled ligand mix.   

   6.    Thaw a lysate library plate at room temperature for 10 min. All 
plates should be used within ~15 min of thawing for consis-
tency. Three plates can be thawed at once since completing the 
 DRaCALA   for each plate takes ~5 min/plate.   

   7.    Set the MultiFlo liquid dispenser to dispense 20 μL in a 96-well 
plate format. Remove the foil seal from the thawed lysate 
library plate, place the plate onto the MultiFlo liquid dispenser 
tray and dispense the radiolabeled ligand.   

3.4   DRaCALA   Screen
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   8.    Transfer the lysate library plate onto a plate shaker at room 
temperature and shake for 1 min to mix.   

   9.    While the plate is shaking, wash the 96-well pin tool in the 
0.01 % Tween 20 by dipping it into the reservoir and then 
blotting on a paper towel. Repeat total of 3× to make sure the 
tips of the pins are cleaned and coated in 0.01 % Tween 20.   

   10.    As soon as the 1 min of mixing is over, move the lysate library 
plate from the shaker to the bench. Place the pin tool into the 
lysate library plate and make sure all the pins have dropped and 
made contact with the lysate.   

   11.    Pick up the pin tool and transfer it to the top half of the nitro-
cellulose membrane. Let pin tool sit on the membrane for 
5–10 s while tapping the top of the pintool to make sure all 
lysates in the pins have made contact with the nitrocellulose 
 membrane   ( see   Note    11  ).   

   12.    After 10 s, carefully pick up the pin tool vertically away from the 
membrane to avoid dragging the tips sideways across the sur-
face of the membrane. The liquid transferred by the pins onto 
the nitrocellulose should be visible as an array of 96 wet circles. 
Check that all of the 96 circles are present and of uniform size.   

   13.    Wash in 0.01 % Tween 20 again, then repeat  steps 9 – 12  for 
technical replicates using the same assay mixture.   

   14.    Move membrane aside and process additional plates.   
   15.    After membranes have fully dry (~15 min at room tempera-

ture), wrap in plastic cling wrap and expose to phosphorimager 
screen (exposure time depends on the activity of radioisotope) 
( see   Note    12  ).   

   16.    Image on  phosphorimager  . Figure  3a  shows a representative 
 DRaCALA   96-well stamp.    

     In this section, the fraction bounds for the DRaCALA spot are 
quantifi ed using image analysis software in a 96-well plate format. 
Fraction bound is measured by drawing two circles: an outer circle 
that encloses the entire spot and an inner circle that encloses the 
inner spot (Fig.  2b ). Most analysis software packages have a 96-well 
plate measuring tool, where the well size and distance between 
adjacent wells can be adjusted (Fig.  2c ). While drawing individual 
circles for quantifi cation is possible, this can be time-prohibitive for 
analyzing an entire  ORFeome   of thousands of spots. When the 
fraction bounds of the entire library have been determined, those 
ORFs that increase the fraction bound above a determined “cut-
off” value above the background are considered positive hits.

     1.    Use the analysis software to draw the outer and inner circles 
and obtain the area and radiation intensities for each  DRaCALA   
spot in the 96-well stamp (Figs.  2b  and  3b ) ( see   Note    13  ).

3.5  Quantifi cation 
and Analysis
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       2.    Use these four measurements to calculate fraction bound. First 
determine the background intensity of unbound ligand ( see  
 Note    14   for background explanation), subtract this back-
ground from the intensity of inner circle, and divide this value 
by the intensity of the total DRaCALA spot for the fraction 
bound ( see  Fig.  2d  for equations). Excel or another processing 
spreadsheet can be set up to automate calculations if the mea-
surements are taken and exported the same way each time.   

   3.    After calculating the fraction bound for every ORF in the 
library, plot the data with the fraction bound on the  y -axis and 
the ORF on the  x -axis. Remove the values for the positive and 
negative control wells ( see  Fig.  3d  for a representative plot).   

   4.    Calculate the cutoff for positive hits. The cutoff for positive 
hits can be defi ned for the entire library or on a plate by plate 
basis. The use of these different defi nitions of positive hits will 
depend on the data ( see   Note    15  ).    

         1.    To validate that the overexpressed protein increases binding in the 
lysate, restreak positive hits for single colonies from the expression 
library freezer stock plate, pick eight colonies from each putative 

3.6  Validation

Fraction Bound = 
IntensityInner

IntensityTotal

IntensityTotal– IntensityInner

AreaTotal– AreaInner
( ) – AreaInner

d

a

, 

L 

P, PL, L 

Total 
Inner 

Total 
Inner 

b c

A

B

1 2

dInner

h

v

dTotal

  Fig. 2    Principle of  DRaCALA   and fraction bound calculations. ( a ) Shown is a cartoon representation of a 
DRaCALA spot and ( b ) two images of  DRaCALA   spots, one indicating binding ( top ) and another indicating no 
binding ( bottom ). The locations of protein (P), ligand (L), and ligand bound to protein (P·L), are indicated in the 
cartoon. The location of the quantifi cation circles are shown in  red  (inner circle) and  blue  (total circle). 
( c ) A schematic showing the three different parameters that can be adjusted to customize the 96-well measur-
ing tool on the Fujifi lm Multi Gauge software. Shown are the circles for quantifi cation for four spots from a 
96-well plate. The horizontal distance between wells of adjacent columns is  h  and the vertical distance 
between wells of adjacent rows is  v . These two parameters should be the same for the inner and total circles. 
The diameter of the inner circle is  d  Inner  (in  red ) and the diameter of the total circle is  d  Total  (in  blue ). ( d ) The 
equation for  calculation of fraction bound       
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binding protein to regenerate new lysates (as described in 
Subheading  3.3 ) and re-assay for binding. The reason for picking 
eight colonies is to ensure that the binding is not due to cross-
contamination that can easily occur during high-throughput 
manipulations of the libraries. Binding by all eight colonies will 
confi rm that the increased fraction bound seen in the original 
binding assay can be replicated. If only a subset of the eight colo-
nies bind, that subset should be used for additional analysis below.   

   2.    Specifi city can be determined by competition assays. Mix radio-
labeled ligand with an excess of unlabeled competitor ( see   Note  
  16  ) and add this mix to lysates of putative binding ORFs and 
check for binding by  DRaCALA  . Specifi c binding interaction 
should be only competed by the specifi c unlabeled competitor.   

   3.    Purify the expression  plasmid   from colonies that bind and 
sequence the ORF encoded on the plasmid to validate the 
identity of the gene of interest.      
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  Fig. 3    Example of a  DRaCALA   screen result and sample quantifi cation. ( a ) An image of a DRaCALA stamp from 
a pGpG screen against a His-MBP tagged  V. cholerae   ORFeome   plate [ 25 ]. A1,  boxed in red , is the negative 
control and contains a lysate of an empty vector strain. H1,  boxed in blue , is the positive control and contains 
a lysate of a strain overexpressing the protein RocR. The two spots  boxed in green  are lysates that show 
increased binding of radiolabeled ligand. ( b ) A screen shot of the  DRaCALA   stamp with inner and total circles 
drawn using the 96-well plate measuring tool from the Fujifi lm Multi Gauge software (in  blue ). ( c ) Quantifi cation 
of fraction bound of each well from ( a ). The  red dot  is the fraction bound calculated for the negative control, 
the  blue dot  is the fraction bound for the positive control well, and the  two green dots  are two potential positive 
hits corresponding to the same  colored boxes  from ( a ). ( d ) Quantifi cation of the fraction bound of the entire 
pGpG  V. cholerae   ORFeome   binding screen [ 25 ]. The ORFs are arrayed by chromosome in ascending numerical 
order along the  x -axis. The  vertical black dotted line  divides between chromosomes I and II in  V. cholerae . The 
 horizontal solid gray line  is the average fraction bound of the entire library and the  horizontal dotted line  shows 
three standard deviations above the mean       
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   4.    Subsequent validation requires the candidate protein to be  purifi ed   
to ensure that the protein bind directly to the signaling nucleo-
tide. False positives can arise from the screen because the binding 
assay occurs within the context of a cell lysate. For example, over-
expression of a non-binding protein that drives the production of 
a binding protein encoded in the  E.    coli    genome would result in 
a false positive. Purifi cation techniques for individual proteins can 
vary widely and will not be discussed here.       

4                                        Notes 

     1.    This procedure can be modifi ed to simultaneously clone into 
two different destination plasmids in one LR Clonase reaction 
by using destination  plasmids   containing two different antibi-
otic resistance cassettes. For example, in our studies we utilized 
two different destination plasmids: one with an N-terminal 
His-MBP tag and a gentamycin resistance cassette and a sec-
ond with an N-terminal His tag and an ampicillin resistance 
cassette. By plating the same LR Clonase reaction on gentamy-
cin containing plates (thus selecting for the transformants with 
the HisMBP tagged ORF) and carbenicillin containing plates 
(thus selecting for transformants with the His tagged ORF), 
we were able to construct two differently tagged expression 
libraries using a single LR Clonase reaction. To alter the pro-
cedure, use 75 ng of each destination plasmid and decrease TE 
buffer accordingly in the LR Clonase mix.   

   2.    Choice of binding buffer is important. Some enzymes are active 
in certain conditions and may degrade the radiolabeled ligand. 
For example, one class of enzymes that cleaves c-di-  GMP   is 
active in Mg 2+  but not Ca 2+ . One can use a binding buffer with-
out divalent cations during lysate production and provide it in 
2× with the radiolabeled ligand mix, allowing use of different 
divalent cations for the same frozen lysate library. If necessary, an 
excess of unlabeled nonspecifi c competitor can also be included 
in the binding buffer to prevent nonspecifi c interactions.   

   3.    Prepare radiolabeled ligand by adding suffi cient counts of 
radioisotope to give >5000 counts for the total spot intensity 
when exposed for 15 min to a phosphorimager screen. Add that 
amount of radiolabeled ligand to 20 μL of 1× binding buffer. If 
screening a full library, make 50 mL of the radiolabeled mixture 
and freeze until use. For smaller screens, prepare ~2 mL of the 
radiolabeled ligand in 1× binding buffer per plate to be screened. 
If using an automated dispenser, account for the liquid required 
for priming the machine. This varies depending on the 
equipment and the inner diameter of the tubing.   
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   4.    The Gateway compatible donor  plasmid   library can either be 
generated in house by  PCR   and BP recombination based on 
manufacturer instructions, or obtained from already generated 
Gateway compatible ORFeome libraries. For example, BEI 
Resources stocks a repository of several prokaryotic Gateway 
compatible  ORFeome   libraries in  E.    coli   . Each 96-well plate of 
the library should include one well containing a strain with the 
empty vector as a negative control and one well containing a 
strain with the plasmid encoding a known binding protein as a 
positive control. These libraries should fi rst be miniprepped to 
yield donor plasmid using a 96-well plate miniprep kit.   

   5.    Stagger the timing of the second set of LR Clonase reactions 
to begin just prior to the end of the 2 h incubation of the fi rst 
set (Subheading  3.1 ,  step 6 ).   

   6.    It is possible that a few reactions will result in no transfor-
mants. These individual reactions should be repeated and the 
expression strain plate can be fi lled in later with successful 
transformants.   

   7.    150 μL cultures may evaporate in some incubators or warm 
rooms after overnight incubation. A “humidifi ed chamber” 
may be used by placing the plate shaker in a container that 
contains 0.5–1 cm depth of water to increase  humidity  .   

   8.    Having high quality lysates (defi ned as fully lysed with high pro-
tein overexpression levels) is crucial for the success of this assay. 
Thus, testing conditions for growth, induction, lysis, and 
 DRaCALA   spotting in small scale in lab prior to screening the full 
 ORFeome   library is highly recommended. Three common prob-
lems that result in low quality lysates for DRaCALA are poor pro-
tein expression, incomplete lysis, and high viscosity. Poor 
expression results in no detection of binding because the protein 
needs to be present in a concentration above the  K  d . Assess the 
protein expression levels after generating a lysate library plate. 
Randomly select 16 out of 96 wells. Add 5 μL of lysates to 5 μL 
loading dye, boil 20 min, load 5 μL into a 12 % acrylamide gel, 
separate by  SDS-PAGE  , stain with Coomassie, and check if there 
is a visible overexpression band present that is of the correct size 
for the ORF expressed in that well. If bands are weak, adjusting 
richness of the media or  IPTG   levels can improve expression. 
Incomplete lysis will result in reduced availability of the overex-
pressed protein for binding. Increasing the amount of  lysozyme   
or adding additional freeze–thaw cycles may help improve lysis. A 
very viscous lysate will affect spreading of the spot on nitrocellu-
lose. Increasing the DNase concentration can reduce viscosity.   

   9.    Nitrocellulose membrane sheets come sandwiched between 
sheets of wax paper. When stamping, keep the bottom sheet of 
the sandwich below the nitrocellulose. The sheet of wax paper 
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helps keep the nitrocellulose membrane from sticking to the 
bench and prevents radiation from contaminating the bench. Pre-
cut nitrocellulose sheets and keep them in the stamping area in 
case there is an error in stamping and another replicate is needed.   

   10.    If binding is detected in all lysates, there is likely the presence of 
a nonspecifi c binding protein in the lysate. This can be tested by 
using a lysate containing the vector only. If the binding activity is 
present in negative control lysates of cells with vector alone, the 
addition of a related, but nonspecifi c competitor may prevent 
nonspecifi c binding to the signaling nucleotide of interest. For 
example, in the c-di- GMP   screen, 100 μM of unlabeled GTP was 
added to prevent detection of nonspecifi c binding interactions.   

   11.    There are three common problems with the stamping portion of 
this protocol. Firstly, the pins may drag on the nitrocellulose 
when placing the pin tool on the membrane or lifting the pin 
tool off the membrane, resulting in distorted spots. Place and lift 
the pin tool vertically and be sure that the nitrocellulose is laid 
fl at on the bench. If the nitrocellulose curls, the corners of the 
membrane can be immobilized (by weights or tape) to ensure 
the membrane remains fl at. Secondly, the pins sometimes become 
stuck and do not contact the membrane to allow for transfer of 
the liquid to the membrane. This is most likely due to dirty pins. 
If the pins are not dropping, wash the pin tool according to sup-
plier instructions. Finally, the pin sometimes does not transfer the 
reaction mix to the nitrocellulose immediately. To address this 
issue, tap fi ngers vigorously along the back of pin tool to make 
sure lysate is transferred to the membrane. Alternatively, the 
teeth of the pin can be dirty and must be cleaned. The 40 μL 
reaction volume in a U-bottomed plate allows for up to four 
replicate stamps. If after lifting the pin tool, it is clear that volume 
from one or more wells has not been transferred to the nitrocel-
lulose, wash the pin tool and re-stamp on another sheet.   

   12.    Be careful when wrapping in plastic cling wrap to not have 
folds or creases in the wrap between the membrane and the 
screen. This will result in uneven exposure and lines on the 
radiograph of the  DRaCALA   image.   

   13.    Properly centering and aligning the circles is important. 
Quantifi cation circles that have too much white space or miss 
part of the spot will result in incorrect values. For our experi-
ments, we made two sets of 96-well plates for each  DRaCALA   
stamp (Fig.  3b ): one for an outer circle with a  d  = 8 mm, 
 h  = 8.97 mm,  v  = 8.95 mm, and one of the inner circle with a 
 d  = 3.5,  h  = 8.97 mm,  v  = 8.95 mm (Fig.  2c ).   

   14.    Simply, the fraction bound is the intensity of the protein- 
bound ligand over the total intensity of all ligand in the spot. 
The radiation intensity detected from the inner circle contains 
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signal from the ligand bound to protein (L·P), but also has free 
ligand (L) (Fig.  2a ). The background can be calculated to esti-
mate the amount of signal that can be attributed to free ligand 
present in inner circle. The “donut” area between the total 
circle and the inner circle contains only unbound ligand (L), 
which is similarly distributed in the inner circle. By calculating 
the area of the donut (Area Total  − Area Inner ) and the radiation 
intensity present in the donut (Intensity Total  − Intensity Inner ) and 
dividing these two values, we get a value that is the intensity/
area of the free ligand. Multiplying this value by Area Inner  gives 
the intensity of the free ligand in an area the size of the inner 
circle. This value is an estimation of the radiation intensity in 
the inner circle that can be attributed to the unbound ligand.   

   15.    There can be plate-to-plate variation in the fraction bound. As a 
consequence, the fraction bound cutoff to defi ne positive hits 
need to account for this variation. Assuming that the majority of 
proteins do not bind the signaling nucleotide of interest, a rapid 
way to normalize the plate is to adjust the average fraction bound 
for the entire plate (excluding the positive control) such that they 
are the same [ 25 ]. For example, if plate 1 has an average fraction 
bound of 0.05 and plate 2 has 0.1, all of the fraction bound in 
plate 2 can be subtracted by 0.05 so that the average of plate 1 
and plate 2 would both be 0.05. Note that this can lead to frac-
tion bound of a few well to be below 0. These data points are 
typically plotted at 0 fraction bound. An alternative way is to 
analyze each plate for lysates that have a fraction bound that is 
three standard deviation above the mean of fraction bound of the 
entire plate. This analysis is repeated iteratively after removing 
the positive hits until no additional positive hits are found [ 5 ].   

   16.    For competition assays, specifi c and nonspecifi c related nucleo-
tides can be added to the radiolabeled signaling nucleotide 
prior to addition to the lysates expressing positive hits. For 
example, addition of unlabeled c-di- GMP   in excess competes 
away the ability of lysates expressing positive hits to bind radio-
labeled c-di-GMP, whereas addition of nucleotides, such as 
GTP, GDP, GMP, or cGMP, does not compete. Together, the 
panel of unlabeled competitors can demonstrate the binding 
interaction is specifi c to the signaling nucleotide of interest.         
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    Chapter 4   

 Identifying Bacterial Immune Evasion Proteins Using 
Phage Display                     

     Cindy     Fevre    ,     Lisette     Scheepmaker    , and     Pieter-Jan     Haas      

  Abstract 

   Methods aimed at identifi cation of immune evasion proteins are mainly rely on in silico prediction of 
sequence, structural homology to known evasion proteins or use a proteomics driven approach. Although 
proven successful these methods are limited by a low effi ciency and or lack of functional identifi cation. 
Here we describe a high- throughput genomic strategy to functionally identify bacterial immune evasion 
proteins using phage display technology. Genomic bacterial DNA is randomly fragmented and ligated into 
a phage display vector that is used to create a phage display library expressing bacterial secreted and mem-
brane bound proteins. This library is used to select displayed bacterial secretome proteins that interact with 
host immune components.  

  Key words     Immune evasion  ,   Phage display  ,   Secretome  ,   Functional identifi cation  ,   High-throughput   

1     Introduction 

 In order to inhibit  immune responses  , immune evasion proteins 
need to reside outside the bacterial  cell wall   and thus are part of the 
bacterial secretome.  Secretome   proteins include membrane pro-
teins, cell wall anchored  proteins  , and extracellular proteins. They 
are synthesized in the cytoplasm as protein precursors encoding 
various motifs such as signal sequences, cell wall-anchoring motifs 
and/or transmembrane domains. The type and combination of 
these motifs determine the ultimate location of the protein. Signal 
sequences address proteins to different secretion systems that will 
allow their  translocation   across the  plasma   membrane for further 
insertion in the membrane, binding to the membrane, retention in 
the cell wall, or secretion. Classical methods to identify immune 
modulatory secretome proteins are ineffi cient and time consum-
ing. They are often based on genetic or structural homologies or 
proteomic identifi cation in bacterial supernatant, and especially 
rely on laborious ineffi cient  readouts         [ 1 ,  2 ]. 
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 Phage display technology provides an alternative strategy to 
functionally identify immune evasion proteins using a high 
throughput system [ 3 ]. Phage display technology is the process of 
expressing proteins fused to capsid proteins on the surface of a fi la-
mentous Ff-phage (viruses that specifi cally infect the  Gram nega-
tive   bacterium   Escherichia coli    carrying F-pili) and selecting the 
fraction of displayed proteins that exhibit a desired property. By far 
the most commonly used capsid protein for phage display is pIII 
that allows expression of large proteins [ 4 ]. 

 A phage  library   contains a large amount of different phage clones 
displaying a different protein resulting in a heterogeneous mixture of 
phages. The expressed protein often retains the behavior of its free 
counterpart. This allows for affi nity selection of phage displayed mol-
ecules [ 3 ,  5 ]. The selected phages are amplifi ed and the phage and 
expressed protein are further characterized. The expression of the 
capsid protein (and thus the fusion protein) depends on the presence 
of a signal sequence that directs the protein to the inner membrane of 
the bacterial host where it is incorporated into the newly formed 
phage particle, an essential step for phage production and stability [ 3 ]. 
This allows for selective expression of a bacterial secretome since  sec-
retome   proteins are characterized by the presence of a signal sequence 
that addresses the protein to the bacterial inner cell membrane (Fig.  1 ).

   Secretome phage display, also called signal sequence phage dis-
play, is based on a genomic library and constitutes a very promising 
alternative to  in silico  analysis and to the classical functional charac-
terization methods [ 6 ]. The strategy is derived from whole genome 
phage display where randomly sheared chromosomal DNA is 
inserted into a  phagemid   vector containing a signal sequence which 
addresses the encoded bacterial protein in fusion with a phage coat 
protein to the  E.   coli    cytoplasmic membrane, where it is assembled 
into the phage particle. In a  secretome   phage display strategy, the 
signal sequence, or any other membrane-targeting signal, is absent 

  Fig. 1    In bacterial secretome phage display genomic DNA is randomly sheared into small fragments that are 
ligated into a phage display (phagemid) vector. These vectors are transformed into a  E.coli  and phage produc-
tion is initiated by addition of helper phage. In secretome phage display only inserts encoding a gene contain-
ing a signal sequence are displayed including immune evasion proteins. The resulting phage library can than 
be selected for binding to a specifi c immunological target in order to identify interacting bacterial proteins       
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from the phagemid vector. Therefore, only  phagemids   containing 
an insert encoding a native membrane-targeting signal will give 
rise to phage particles displaying a fusion  protein        , which means 
that only secretome proteins will be displayed [ 7 ]. 

 Here we describe the creation of a bacterial secretome phage 
display library and how it is used to identify bacterial immune eva-
sion proteins.  

2    Materials 

 Prepare all solutions using ultrapure water and analytical grade 
reagents. Prepare all reagents at room temperature and store at 
4 °C unless indicated otherwise. To prevent phage contamination 
of the reagents aliquot the reagents in a volume suffi cient for single 
use. Sterilize all glassware, solutions, and media in an autoclave that 
is never used to autoclave biological waste in order to keep the 
phage load to a minimum. Phages are known to survive standard 
autoclaving conditions but are heat-killed by dry heating to 105 °C 
for 4 h. 

 Decontaminate all surfaces and non-autoclavable materials like 
pipettes with phage active disinfectants like chlorine. 

       1.    Bacterial target strain and appropriate culture  medium        .   
   2.    Phosphate buffered saline.   
   3.    20 % sodium dodecyl sufate (SDS).   
   4.    0.1 mm zirconia beads.   
   5.    TE: 10 mM Tris–HCl, 1 mM Na 2 EDTA, pH 8.0. Autoclave 

and store at room temperature.   
   6.    Phenol–chloroform–isoamyl alcohol (25:24:1).   
   7.    Rnase A.   
   8.    Ultra Pure agarose, DNA grade.   
   9.    3 M NaAc pH 5.2. Autoclave and store at room temperature.   
   10.    96 % ethanol.   
   11.    70 % ethanol: stored at −20 °C.   
   12.    TE-200 and TE-1000 size exclusion spin columns.   
   13.     T4 DNA polymerase  .   
   14.    dNTP mix: 10 mM of each dNTP in water.            
   15.     T4 polynucleotide kinase  .   
   16.     PCR   purifi cation kit.         

       1.     pDJ01    phagemid   vector: The pDJ01 vector was created by 
Jankovic at al. (Massey University, Palmerston North, New 
Zealand). The vector contains a chloramphenicol resistance 

2.1  Preparing 
Library Insert DNA 
Fragments 
from  Genomic DNA  

2.2  Preparing 
Vector DNA
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cassette and a multiple cloning site and myc-tag sequence in 
front of the gene encoding the C-terminal domain of the 
minor coat protein pIII [ 3 ].   

   2.    DNA gel extraction kit.   
   3.    Restriction buffer 10×: 330 mM Tris-acetate, 100 mM magne-

sium acetate, 660 mM potassium acetate, 1 mg/mL BSA, 
pH 7.9 at 37 °C.   

   4.    SmaI endonuclease 10 U/μL.   
   5.    Calf Intestinal alkaline phosphatase.   
   6.    0.5 M EDTA.   
   7.    Shrimp alkaline phosphatase.         

       1.    Ready to Go ligation Kit (GE Healthcare) or alternative.            
   2.     Plasmid   purifi cation spin columns.      

       1.     TG1   strain  E.   coli   : [F′  traD36 proAB lacIqZ ΔM15] supE thi-1 
Δ(lac-proAB) Δ(mcrB-hsdSM)5(rK - mK -).    

   2.    TG1  electrocompetent   cells.   
   3.    LB medium: Dissolve 10 g of tryptone, 5 g of yeast extract and 

10 g of NaCl in 1 L H2O. Adjust pH to 7.00 with NaOH, 
autoclave and store at room temperature. When appropriate 
add antibiotics directly before use.   

   4.     LB   agar: add 11 g Bacto agar to 1 L LB medium, autoclave 
and allow to solidify. When appropriate add antibiotics to 
cooled agar just before solidifi cation occurs.   

   5.    1 mm  electroporation   cuvettes.   
   6.     SOC medium  : to 950 mL deionized water add, 20 g of tryp-

tone, 5 g of yeast extract, 0.5 g of NaCl, 186 mg of KCl. Mix 
thoroughly until completely dissolved and adjust pH to 7.0 
with NaOH. Adjust the volume to 1 L. Sterilize by autoclaving 
for 20 min at 15 psi on liquid cycle. When cooled add 10 mL 
of sterile 1 M MgCl 2  . Add 20 mL of 1 M glucose (fi lter steril-
ized). Store at room temperature.   

   7.    23 × 23 cm LB agar plates.            
   8.    Chloramphenicol.   
   9.    Sterile 85 % glycerol.      

       1.    VCSM13  helper phage  .   
   2.    Kanamycin.   
   3.    PEG/NaCl: 200 g PEG-8000, 116.9 g NaCl, dissolve in water 

to total volume of 600 mL. Brief heating to 65 °C may be 
necessary to dissolve solids, can be autoclaved, store at room 
temperature.   

2.3   Ligation   
of Vector and Inserts

2.4   Electroporation   
of Bacterial Library

2.5  Phage Library 
Production
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   4.    EDTA free  protease    inhibitor   tablets.   
   5.    TBS: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl. Autoclave 

and store at room temperature.      

       1.    96 well ELISA plates.   
   2.    Washing buffer: PBS–0.05% Tween 20.   
   3.    Blocking buffer: PBS–0.05% Tween 20, 4 % BSA.   
   4.    Elution buffer: 0.2 M glycine, 0.15 M NaCl, pH2.   
   5.    Neutralization buffer: 1 M Tris–HCl, pH 8.4.      

   Forward sequence primer: 5′-GGAAGAGCTGCAGCATGA
TGAAA-3′ 
 Reversed sequence primer: 5′-CACCGTAATCAGTAGCGAC
AGAA-3′   

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. To prevent phage contamination perform all procedures 
with phages in a laminar fl ow cabinet. Decontaminate all used 
equipment and all surfaces with a phage active disinfectant like 
chlorine ( see   Note    1  ). The secret of creating a high diversity phage 
library is in taking care to optimize every single  step        . 

       1.    Prepare a 200 mL overnight culture from one colony of the 
bacterium from which you want to create a  secretome   phage 
library, culture medium and conditions depend on the selected 
bacterial strain. Transfer the overnight culture to 4 × 50 mL 
tubes, spin at 2424 ×  g  for 15 minutes. Discard the supernatant 
and dissolve the bacterial pellet in 1 mL PBS.   

   2.    Add 500 μL of the bacterial suspension to 210 μL 20 % SDS, 
500 μL phenol–chloroform–isoamyl alcohol (1, 25, 24), ( see  
 Note    2  ) 500 μL 0.1 mm zirconia beads in a 2 mL tube with 
screw cap. Bead beat for 1 min at 2100 rpm. Spin at 18,626 ×  g , 
5 min.   

   3.    Transfer aqueous layer (top layer) to a new tube, add equal 
volume of chloroform, mix well and spin at 18,626 ×  g  for 
5 min. Transfer top layer to a new tube, add 15 μL 10 mg/mL 
RNase A. Incubate 30 min at 37 °C and centrifuge at 18,626 ×  g  
maximum speed for 5 min.   

   4.    Transfer the top layer to a new tube, add 0.1 × 3 M NaAc 
pH 5.2 and 1× volume isopropanol. Incubate for 30 min at 
−20 °C. Spin at 18,626 ×  g  for 30 min and at 4 ° C        .   

   5.    Wash pellet with 1 mL 70 % EtOH and centrifuge at 18,626 ×  g  
for 10 min at room temperature. Dry the pellet and dissolve in 
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150 μL EB. Quantify the isolated DNA and load the samples 
on an 0.8 % agarose gel ( see   Note    3  ).   

   6.    When multiple strains from a  bacterial species   are used to cre-
ate a  secretome   library the isolated DNA is mixed in this step. 
Mix 150 μg of gDNA from each strain to create a combined 
library ( see   Note    4  ).   

   7.    Use 20–50 μg purifi ed  genomic DNA  . Adjust the volume to 
250 μL with TE. Keep on ice.   

   8.    Shear the gDNA by  sonication   for 3 s repeating this procedure 
three times. The exact sonication time needs to be determined 
experimentally, ( see   Note    5  ).   

   9.    Run the  sheared DNA   on a 1.5 agarose gel to determine frag-
ment size and distribution (Fig.  2 ). Add 0.1 volume 3 M NaAc 
pH 5.2 + 3 volumes 96 % EtOH and precipitate the sheared 
DNA overnight at −20 °C. Centrifuge at 18,626 ×  g  for 30 min 
at 4 °C.

  Fig. 2    Genomic bacterial DNA ( Staphylococcus aureus ) was sheared using differ-
ent sonication protocols and run on 1.5 % agarose gel to visualize fragment size. 
This experiment was aimed at fragment size of 300–500 base pairs.  Left lane  is 
isolated genomic DNA followed by different sonication protocols with sonication 
time of 3 s and 3–5 repeats. Aim at producing fragments with a median fragment 
size of 300 and 3000 base pairs by changing sonication time and  repeats               
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       10.    Remove supernatant taking care not to disrupt the pellet. Wash 
the pellet with 1 mL 70 % EtOH (stored at −20 °C) and cen-
trifuge at 18,626 ×  g  for 10 min at room temperature. Remove 
supernatant and dry the pellet. Dissolve the dried pellet in 
50 μL H 2 O.   

   11.    Centrifuge the chromaspin TE-200 and TE-1000 size exclu-
sion columns for 5 min at 700 ×  g . Load the sheared gDNA 
onto the column and spin for 5 min at 700 ×  g . Keep the 
 fl ow- through and discard the column. Quantify the frag-
mented DNA ( see   Note    6  ).   

   12.    Mix 1 μg sheared gDNA, 5× reaction buffer, 0.2 μL dNTP 
10 mM, 0.2 μL T4  DNA   polymerase, add H 2 O to 
20 μL. Incubate for 10 min at room temperature. Inactivate 
the DNA polymerase for 10 min at 75 °C ( see   Note    7  ).   

   13.    Mix 1,5 μg fragmented DNA, 5 μL 10× reaction buffer, 
2 μL  T4 polynucleotide kinase  , add H 2 O to 50 μL. Incubate 
for 30 min at 37 °C. Inactivate for 20 min at 65 °C. Purify the 
fragmented DNA using  PCR   purifi cation columns and quan-
tify the  DNA  .      

   Carry out all procedures at room temperature unless otherwise 
specifi ed.

    1.    Mix 1 μg purifi ed  pDJ01   vector with 2.5 μL 10× restriction 
buffer, 1 U SmaI, add H 2 O to 25 μL. Incubate at 25 °C for 4 h 
to digest the vector followed by incubation at 60 °C for 20 min 
to inactivate SmaI. Run the restricted vector on a 0.8 % agarose 
gel along the uncut vector as a reference.   

   2.    Excise the restricted vector from gel and extract the DNA, 
elute in 50 μL preheated elution buffer.   

   3.    Perform a second SmaI digestion. Mix 1 μg purifi ed pDJ01 
vector with 2.5 μL 10× restriction buffer, 1 U SmaI, add H 2 O 
to 25 μL. Incubate at 25 °C for 1 h and incubate at 65 °C for 
20 min to inactivate SmaI and purify the digested DNA using 
a  PCR   purifi cation column. Quantify the isolated DNA ( see  
 Note    8  ).   

   4.    Following SmaI digestion dephosphorylate the digested DNA 
to prevent religation. Mix 1 μg digested  pDJ01   vector, 4 μL 
10× buffer, 1 U Calf Intestinal Alkaline Phosphatase (CIAP), 
add H 2 O to 40 μL and incubate at 50 °C for 60 min followed 
by incubation at 65 °C for 15 min.   

   5.    Add 1 U CIAP to the reaction mixture and incubate at 50 °C 
for 60 min followed by incubation at 65 °C for 15 min. To 
inactivate CIAP, add 0.5 μL, 0.5 M EDTA and incubate at 
75 °C for 10 min. Purify the DNA using a  PCR   purifi cation 
column, elute in 50 μL H 2 O. Quantify the  DNA        .   

3.2  Preparing Vector 
 DNA        
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   6.    Perform an additional  dephosphorylation   step using  shrimp 
alkaline phosphatase (SAP)  . Mix 1 μg DNA, 2 μL 10× buffer, 
1 U SAP, add H 2 O to 20 μL. Incubate at 37 °C for 90 min and 
inactivate by incubation at 65 °C for 15 min. Purify the 
digested and dephosphorylated vector using a PCR purifi ca-
tion column and quantify the DNA. The vector is now ready 
for  ligation   of DNA fragments ( see   Note    9  ).      

       1.    Estimate the mean fragment size from gel and calculate the 
mean molar mass of the fragments. Mix vector and fragment in 
a 1:3 M ratio ( see   Note    10  ).   

   2.    Add 1 μg of the mixed DNA to the Ready to Go reaction tube 
and add suffi cient water to bring the fi nal volume to 
20 μL. Incubate at room temperature for 3–5 min and then mix 
by gently pipetting up and down several times ( see   Note    11  ).   

   3.    Centrifuge briefl y to collect the contents at the bottom of the 
tube and remove any air bubbles.   

   4.    Incubate 8 h at 16 °C. Purify the ligated DNA using  plasmid   
purifi cation columns. Elute the bound DNA by adding 50 μL 
water and spin for 1 min, add an additional 40 μL water to the 
fi lter and spin for 1 min (fi nal volume is 90 μL).   

   5.    Perform an ethanol precipitation to purify and concentrate the 
DNA. Add 0.1 volume 3 M NaAc pH 5.2 + 3 volumes 96 % 
EtOH and incubate overnight at −20 °C. Centrifuge for 
30 min at 18,626 ×  g  and 4 °C. Gently remove supernatant and 
wash the pellet with 1 mL 70 % EtOH (stored at −20 °C). 
Centrifuge for 10 min at 18,626 ×  g  and 4 °C, remove superna-
tant and dry pellet. Dissolve the purifi ed DNA in 5 μL H 2 O 
and quantify. Dilute the DNA sample with H 2 O to a fi nal con-
centration of 600 ng/μL.               

   Electroporation is the most effective means of making libraries. By 
transforming  E.coli  with the ligated DNA construct 10 7 –10 9  clones 
can be produced per μg DNA. To restrict the degree of growth 
competition the libraries are grown on large agar plates. For library 
production we use  TG1    E.   coli   . This strain contains an amber sup-
pression gene ( supE  - TAG stop codon is read as Glutamine) and is 
F′ (contains the F-episome necessary for phage  infection  ). The 
number of electroporations performed needed depends on the 
 transformation      effi ciency and the desired library size ( see   Note    12  ).

    1.    Have recovery  SOC medium   and 1.5 mL sterile culture tubes 
ready available at 37 °C. Make up samples of library DNA at 
600 ng/μL ( see   Note    13  ). As a negative control, to check for 
contamination of the competent cells, include a sample of 5 μL 
H 2 O that is being used to dilute the DNA.   

3.3   Ligation   
of Vector and Insert

3.4   Electroporation   
of Bacterial Library
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   2.    Prechill the electroporation cuvettes and microcentrifuge tubes 
on ice (one cuvette and one microcentrifuge tube for each 
 transformation      reaction).   

   3.    Take  electrocompetent cells   from the −80 °C freezer and place 
on wet ice until they thawed completely (10–15 min). Mix the 
thawed cells by gently tapping the tube. Aliquot 25 μL ( see  
 Note    14  ) into the chilled microcentrifuge tubes on ice. Add 
1 μL of library DNA (600 ng), stir briefl y with the pipet tip. 
Do not pipet up and down which can introduce air bubbles 
and warm the cells.            

   4.    Carefully transfer the cell–DNA mixture to a chilled 1 mm 
electroporation cuvette taking care not to introduce air bub-
bles. Hold the cuvette by the plastic rim, wiping it down with 
a KimWipes and quickly fl ick the cuvette downward to deposit 
the cells across the bottom of the well. Immediately electro-
porate the cells at 1.8 kV, 10 μF, 600 Ω ( see   Note    15  ).   

   5.    Immediately add 1 mL of warmed recovery medium and trans-
fer to a 50 mL conical tube, cap it loosely. Transfer the 1 mL 
control electroporations to labeled 15 mL polypropylene 
tubes. Incubate the samples in a shaking incubator at 250 rpm 
for 1 h at 37 °C.   

   6.    Optional: Collect 10 μL samples of the cell–DNA mixture 
before and after electroporation for titering. Make serial dilu-
tions by diluting cells in  LB   medium and plating on LB-agar 
plates (containing no antibiotics); these titers can be used to 
calculate the percent cell death caused by the electroporation, 
an important number to follow when optimizing electropora-
tion effi ciency.   

   7.    Collect a 10 μL sample of each electroporation, make serial 
dilutions in LB medium and plate on LB agar containing 
10 μg/mL chloramphenicol. The number of chloramphenicol 
resistant clones/μg of DNA can be calculated and compared 
with a control  plasmid  . Also the total number of clones in the 
bacterial library can be calculated from the serial dilutions. 
This number refl ects the complexity of the library. The mini-
mal library complexity is 10 7  clones per library ( see   Note    16  ).   

   8.    Spread the remainder of the cells onto large  LB   agar plates 
containing 10 μg/mL chloramphenicol ( see   Note    17  ) (1 mL 
per plate) Incubate overnight at 37 °C.   

   9.    Pick 48 well separated single colonies (from the serial dilutions 
used to calculate the library complexity). Isolate the DNA and 
amplify the insert by PCR using the sequence primers and 
standard PCR protocols. Take along an empty  pDJ01   vector as 
a control. Run the  PCR   products on gel and determine the 
ratio of empty vector and fragment diversity ( see   Note    18  ).   
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   10.    Pool all colonies from the big and titration plates. For the big 
plates, use a cell scraper to pool most of the bacteria and resuspend 
them in 5 mL  LB  . Then wash the plates twice with 5 mL LB.            

   11.    Add 1/5 volume of sterile 85 % glycerol and fl ash freeze the 
bacterial library for long term storage.   

   12.    Optionally: sequence the 48 amplifi ed inserts using method 
described in section “Identifi cation of selected fusion 
proteins”.    

         1.    Inoculate at least 200/bacteria per clone in prewarmed  LB   
medium containing 10 μg/mL chloramphenicol. Adjust vol-
ume until OD 600  measures 0.4 ( see   Note    19  ). Incubate in a 
shaking incubator at 105 rpm for 2 h at 37 °C. Measure OD 600  
after 2 h of incubation and calculate the total number of bac-
teria in the culture. Infect the culture with VCSM13  helper 
phages   at an MOI (Multiplicity of infection) of 10–100 (10–
100 helper phages per bacterium) ( see   Note    20  ). Mix and 
incubate at room temperature for 30 min (no shaking).   

   2.    Add  LB  -medium containing 10 μg/mL chloramphenicol to 
increase the culture volume to 600 mL. Add kanamycin at a 
fi nal concentration of 0.4 μg/mL and incubate for 30 min at 
37 °C. (induction of kanamycin resistance). Next add kanamy-
cin to a fi nal concentration of 25 μg/mL and incubate over-
night at 37 °C at 140 rpm ( see   Note    21  ).   

   3.    Transfer the culture into three centrifuge bottles and centri-
fuge at room temperature for 40 min at 4260 ×  g  (200 mL per 
bottle). Keep the supernatant containing the phages and add 
six tablets of EDTA free  protease    inhibitor   ( see   Note    22  ). 
Incubate at 120 rpm for 1 h at 37 °C. Transfer to centrifuge 
bottles and centrifuge at CE: 8340 ×  g  for 40 min at 
4 °C. Transfer the supernatant to a 1 L glass bottle and add 
0.15 volume of PEG/NaCl (90 mL for 600 mL) incubate 
overnight at 4 °C or on ice for at least 1 h ( see   Note    23  ).   

   4.    Split the mixture and transfer to three clean centrifuge tubes 
and centrifuge at 13,790 ×  g  for 4 h at 4 °C.   

   5.    Discard the supernatant and leave the bottles upside down on 
absorbent paper for 10 min to remove the maximum amount 
of supernatant ( see   Note    24  ). Dissolve 1 tablet of EDTA free 
 protease    inhibitor   in 50 mL TBS. Resuspend each phage pellet 
in 1 mL TBS/Pinh and pool the tree pellets in a 50 mL tube. 
To recover the maximal amount of phages add an additional 
1 mL TBS/Pinh to the centrifuge tubes and transfer into the 
same 50 mL tube. Leave at 4 °C at least  overnight        .   

   6.    Clear the supernatant from any remaining debris by centrifug-
ing at 14,462 ×  g  for 10 min at 4 °C. Keep supernatant con-
taining the phage library and store at 4 °C.   

3.5  Phage Library 
Production
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   7.    Prepare an overnight culture of  TG1    E.   coli    on  LB   agar. Next 
day pick a single colony and inoculate 20 mL LB medium 
(without antibiotics) and grow until early log phase 
(OD 600  = 0.3) shaking at 105 rpm.   

   8.    Take 10 μL of the purifi ed phage library and make 10 fold 
serial dilutions in TBS. Mix 10 μL of each phage dilution with 
90 μL TG1 cells and incubate for 20 min at room temperature. 
(During this incubation infection of TG1 cells takes place con-
ferring chloramphenicol resistance).   

   9.    Spread 100 μL of the infected  TG1   cells onto  LB   agar plates 
containing 10 μg/mL chloramphenicol and incubate over-
night at 37 °C. Count the colony forming units and calculate 
the concentration of phages in the phage library. When the 
phage concentration exceeds 2 × 10 13  cfu/mL add TBS to 
reduce the phage concentration ( see   Note    25  ).   

   10.    For short term storage of the phage library (up to 3 months) 
add 0.02 % sodium azide and keep at 4 °C ( see   Note    26  ). For 
long term storage mix 830 μL of the phage library with 170 μL 
sterile 85 % glycerol and store at −80 °C ( see   Note    27  ).      

   Different selection strategies can be used to select phages binding 
to a specifi c target. The most frequently used is a selection strategy 
where the target is coated to 96-well ELISA plates. Using this 
selection protocol we successfully identifi ed bacterial proteins that 
interact with various purifi ed immunological targets including 
antibodies, components of the complement system and compo-
nents involved in blood  coagulation   ( see   Note    28  ). 

 The  pDJ01   vector encodes a Myc tag sequence between the 
cloning site and the pIII gene. This allows the election of all phages 
expressing a fusion protein using an anti-Myc-tag antibody ( see  
 Note    29  ).

    1.    Coat fi ve wells of a 96 well ELISA plate with 100 μL/well of 
the target protein at 10 μg/mL in PBS and incubate overnight 
at 4 °C. Simultaneously prepare an overnight culture of  TG1   
 E.   coli    on  LB   agar.   

   2.    Next day wash the ELISA plates three times with washing buf-
fer. Add 120 μL PBS/tween/BSA blocking buffer and incu-
bate for 1 h at 37 °C. An additional specifi c blocking step can 
be performed ( see   Note    30  ).   

   3.    Wash three times with washing buffer. Mix phage T200 and 
T1000 libraries in equal volumes ( see   Note    31  ). To prevent aspe-
cifi c binding add BSA ( see   Note    32  ) to the phages at a fi nal con-
centration of 10 mg/mL (1 % w/v) and add Tween 20 (1:8,000).   

   4.    Add 100 μL of the phage preparation to each well (thus a total 
of 500 μL of phages is used for each target). Incubate for 4 h 
at room temperature with gentle  shaking        .   

3.6  Phage Selection 
on Immobilized 
 Targets        
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   5.    Inoculate 4,5 mL/target  LB   medium with a few colonies from 
the overnight  TG1   culture (0.25 > OD 600  > 0.3) Incubate 
2–2:30 h at 37 °C with slow shaking (120 rpm).   

   6.    Remove the phage preparation from the wells and wash three 
times with washing buffer. Add 100 μL/well of elution buffer. 
Wait for 2–3 min and transfer the 500 μL of eluted phages to an 
eppendorf tube containing 62.5 μL of neutralization buffer.   

   7.    Transfer eluted phages (500 μL) in 4.5 mL of the TG1 culture. 
Incubate for 20–30 min at room temperature without shaking 
for  bacterial infection   to take place ( see   Note    33  ).   

   8.    To determine the amount of eluted phages (refl ecting the 
amount of phages bound to the target), take 10 μL of the 
infected  TG1   cells and make serial dilutions (10 μL culture and 
90 μL LB medium). Plate the serial dilutions onto LB- agar 
plates containing 10 μg/mL chloramphenicol.            

   9.    Spread the 5 mL infected  TG1   cells onto large  LB  -agar plates 
containing 10 μg/mL chloramphenicol and incubate overnight 
at 37 °C. Next day, count the CFU on the serial dilution plates 
and calculate the total amount of eluted phages ( see   Note    34  ).   

   10.    Pool all colonies from the big and titration plates. For the big 
plates, use a cell scraper to pool most of the bacteria and resuspend 
them in 5 mL LB. Then wash the plates twice with 5 mL LB.   

   11.    Optionally store a sample of the selected library: add 1 mL 
85 % glycerol to 5 mL of the resuspended bacteria and fl ash- 
freeze in liquid nitrogen. Store at −80 °C.   

   12.    Measure the OD 600  nm of several dilutions usually 1/100 and 
1/300 dilutions give good results and calculate the total amount 
of bacteria 1 OD = 2.10 8  bact/mL. Calculate the amount of bac-
teria per phage (total amount of bacteria / total amount of eluted 
phages). Calculate the volume of bacteria to resuspend in 50 mL 
LBCm10 to have >1000 bact/phage and 0.25 < OD600 < 0.4. 
Grow for 2 h/2 h30 at 37 °C with gentle shaking.   

   13.    Determine the bacterial concentration by measuring OD 600  
(1/3 and 1/10 dilutions and 1 OD = 2.10  8  bact/mL). 
Calculate the volume corresponding to 2.10 9  bacteria. Mix 
2 × 10 9  bacteria with 100 μL of VCSM13  helper phage   (>1.10 10  
HP/mL, MOI ≈ 10). Incubate 20–30 min at room tempera-
ture. Fill up to 30 mL with  LB   containing chloramphenicol. 
Add kanamycin (fi nal concentration 0.4 μg/mL) to induce 
kanamycin resistance. Incubate for 15 min at 37 °C and add 
 kanamycin to a fi nal concentration of 25 μg/mL. Incubate for 
2 h at 37 °C with gentle agitation.   

   14.    Transfer the culture to centrifuge tubes and centrifuge at 
17,096 ×  g  for 10 min at room temperature.   

   15.    Transfer the supernatant to clean centrifuge tubes and centri-
fuge at 23,269 ×  g  for 10 min at 4 °C. Transfer the supernatant 
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to clean tubes and add 0.15 volume of PEG/NaCl and mix 
thoroughly by inverting the tubes 100 times.   

   16.    Incubate overnight at 4 °C. Centrifuge at 23,269 ×  g  for 2 h at 
4 °C. Resuspend the phages in 500 μL TBS. This phage prepa-
ration can be used for a next selection round. Optionally: 
before continuing to the next round determine phage titer 
(cfu/mL).            

   17.    Perform two additional selection rounds reducing the binding 
time to 1 h and increasing the wash stringency in each round 
( see   Note    35  ).    

         1.    Pick 48 colonies from the serial dilution plates from phage 
selection.   

   2.    Resuspend each clone in 100 μl  LB  .   
   3.    Transfer 50 μl in a new plate add 10 μL 85 % glycerol and store 

it at −20 °C as a “clone stock”.   
   4.    Centrifuge the remaining 50 μL at 18,626 ×  g  for 5 min. 

Discard the supernatant, resuspend the pellet in 50 μL H 2 O 
and incubate at 96 °C for 10 min.   

   5.    Centrifuge at 18,626 ×  g  for 5 min and transfer the supernatant 
containing phage DNA into clean eppendorf tube.   

   6.    Amplify the insert DNA using forward and reversed sequence 
primers and 3 μL of the DNA preparation in 25 μL  PCR   reac-
tion mix.   

   7.    After amplifi cation run 4 μL on a 1 % agarose gel ( see   Note    36  ).   
   8.    Sequence the amplifi ed insert using the forward and reversed 

 primers        .      

   The sequence data will include part of the  pDJ01   vector before 
and after the insert as well as part of the insert. One should include 
a series of checks on the identifi ed sequence.

    1.    Determine if the gene of interest encoded in the insert is in 
frame with the pIII protein ( see   Note    37  ).   

   2.    Look for a stop codon (except TAG that is read as Gln by 
 TG1  ) within the reading frame of pIII.   

   3.    Look for the presence of a signal sequence in the translated 
gene using online prediction tools like  Signal-P   and  Topcons   
( see   Note    38  ).   

   4.    The presence of different clones encoding a different fraction 
of the same gene is a strong indication of a positive selection 
( see   Note    39  ).   

   5.    Recombinant expression of the identifi ed protein is required to 
confi rm interaction and identify the protein as an immune eva-
sion protein ( see   Note    40  ).    

3.7  Identifi cation 
of Selected Fusion 
Proteins

3.8  Data Analysis
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4                                               Notes 

     1.    Phage selection is an extremely sensitive technique. Less than 
ten specifi c phages can be selected from a library containing 
10 13  phages/mL and a single phage is able to infect a bacte-
rium and amplify. This creates a huge risk of contamination. 
The system used in this selection is a phagemid/helper phage 
system and phages are only amplifi ed in the presence of helper 
phage. However, contaminating phages are infective and can 
ruin your experiment. We have occasional contaminations 
where we selected phages from earlier experiments (e.g., fi nd-
ing mycobacterial genes when performing a selection using a 
streptococcal library). The risk of contamination is reduced by 
following strict working and cleaning procedures. Always work 
with phages in a laminar fl ow cabinet and preferably in a sepa-
rate lab. Phages can infect and confer antibiotic resistance to all 
 E. coli  carrying an F-pilus like Top10F′ a bacterial host widely 
used in cloning experiments. Decontaminate all used materials 
and surfaces using chlorine. Aliquot all reagents for single use. 
When dealing with a contamination structurally test all reagents 
for contamination and if necessary to contain the contamina-
tion clean the lab thoroughly! Wear a disposable lab coat.            

   2.    Phenol acts as a denaturing agent and denatured proteins are 
readily dissolved in the organic phase as phenol is poorly solu-
ble in water (max 7 %). DNA and RNA remain in the aqueous 
phase unless the pH is to low and DNA is reduced and dissolve 
in phenol fraction. This is the basis of RNA purifi cation. This 
protocol is for the isolation of gDNA and therefore the pH of 
phenol must be raised to 8. Water saturated phenol has a pH 
of approximately 4. Therefore the phenol needs to be buffer 
saturated. However, buffered phenol has limited shelf life 
(weeks) as it is more susceptible to oxidation turning it to a 
yellow color. Therefore buffered phenol needs to be prepared 
in advance buffering it with 0.5 M Tris–HCl. 

 Mix an equal volume of water saturated phenol and 0.5 M 
tris pH 8. Mix thoroughly by shaking vigorously. Let stand for 
the fractions to separate. Move the phenol fraction to a new 
tube using a pipet (phenol fraction is the bottom fraction). 
Add one volume of 0.5 M tris pH 8 to the isolated phenol and 
mix vigorously. Let stand for the fractions to separate. Repeat 
steps an additional two times (total of 4). Move phenol frac-
tion to a clean tube and measure pH using pH paper! pH 
should be 8. pH meter cannot be used since this is equili-
brated for aqueous solutions. A pH meter can be used by tak-
ing a small amount of phenol and adding 45 % methanol, but 
paper is much easier. Add a small volume 0.1 M tris pH 8 to 
the phenol fraction, just enough to give a separate layer on top 
of the phenol. Store at 4 °C protected from light (buffered 
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phenol can be stored for a couple of months, appearance of a 
yellow color indicates oxidation) 

 The mechanism of this isolation is to denature and extract 
proteins from the lysed bacteria using phenol and isolate DNA 
from the aqueous phase. Isoamyl alcohol is added as antifoam-
ing agent. As trace amounts phenol can interfere with enzy-
matic reactions (phenol is an extremely powerful denaturing 
agent) the aqueous phase is thoroughly washed with chloro-
form. In this protocol only once but in case of low ligation 
effi ciency consider repeating the chloroform washings.            

   3.    We normally use a NanoDrop spectrophotometer to quantify 
DNA in micro-volumes of sample for high DNA concentra-
tions. When measuring low DNA concentrations (below 
100 ng/μL) we use Qubit TM  fl uorometric quantifi cation 
(ThermoFisher).   

   4.    We generally combine genomic DNA from different strains 
when making a secretome library of a certain bacterial species. 
An alternative approach would be to make separate libraries 
and combine them in the selection experiments. Although 
making separate libraries offers somewhat more fl exibility it 
greatly increases the workload.   

   5.    Many of the immune evasion proteins that were identifi ed are 
relatively small proteins or are larger proteins containing mul-
tiple distinct domains. In order to restrict fragment length in 
the creation of a secretome phage display library for the detec-
tion of immune evasion molecules we aim at expressing fusion 
proteins between 100 and 1000 amino acids in length. 
Therefore the insert size ligated into the phagemid vector con-
tains 300–3000 base pairs. Small fragments are easier ligated 
than large fragments. In order to prevent competition and 
skew the library to much towards small fragments the phage 
library is divided into two separate complementing libraries of 
300–1000 base pairs and 1000–3000 base pairs. Therefore the 
sonication time and settings should be optimized experimen-
tally to give to different smears of DNA comprising the pre-
ferred fragment length.   

   6.    Size exclusion is performed to fully remove all small DNA frag-
ments (that are not removed by the ethanol precipitation) that 
can interfere with ligation and to restrict fragment size.   

   7.    The fragmentation creates 5′ and 3′ overhangs. To create blunt 
end fragments the sheared DNA is treated with T4 DNA poly-
merase and phosphorylated using T4 nucleotide kinase.   

   8.    We found that a second SmaI digestion further reduced the 
amount of transformants containing an empty  vector        .   

   9.    We found that a second dephosphorylation reaction further 
reduced background ligation.   
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   10.    The conditions in this protocol generally work for us. However, 
optimizing the ligation condition may be necessary when the 
number of transformants is low. Optimizations include chang-
ing the fragment to insert ratio, ligation temperature, and liga-
tion time. Keep in mind that increasing the amount of insert 
may give rise to constructs with concatenating inserts because 
of the blunt end ligation. Especially when using high concen-
trations of both vector and insert. One solution to this is to 
start at high concentration to aid initial ligation of one side of 
the insert and after short incubation dilute the sample to pre-
vent concatenating inserts. We used different ligation kits and 
protocols to optimize the blunt end ligation and found the 
RTG ligation performing optimal. The polyethylene glycol 
increases the blunt end ligation effi ciency. However, extra care 
should be taken to remove the PEG from the reaction mixture 
before transformation as trace amounts of PEG negatively 
affect transformation effi ciency especially in prolonged ligation 
times at low temperature.   

   11.    As T4 ligase is sensitive to shearing extra care should be taking 
when handling the sample. Vortexing and centrifuging the 
ligation sample should be avoided.   

   12.    We normally fi nd that fi ve electroporations, performed as 
described, per library is suffi cient to obtain a library complexity 
of 10 7  unique clones.   

   13.    We found that 600 ng of ligated library DNA per electropora-
tion gave the highest yield. When library diversity is low, con-
sider changing the amount of added DNA.   

   14.    Although it is possible to electroporate a larger volume of elec-
trocompetent cells (up to 100 μL in a 1 mm cuvette) we found 
that electroporation of 25 μL gave optimal results. When 
increasing the electroporation volume one should be aware to 
increase the amount of DNA added and also to split the sample 
after electroporation to prevent excessive competition between 
clones when plating on large agar  plates        .   

   15.    The optimal settings for electroporation depend on bacterial 
strain, sample, and cuvette used. We found that these settings 
generally give optimal results; however, when transformation 
effi ciency is low optimization may be required.   

   16.    The minimal required library complexity is set at 10 7  different 
clones per library. This is an arbitrary number. Based on a 
genome size of around 3 M base and a fragment size between 
300 and 3000 base-pairs, this library size theoretically suffi -
cient to include all secretome proteins with >99 % probability. 
Of course a higher diversity may be better and a lower diversity 
may also work. To prevent ongoing discussions (and because 
there is no right answer) we have set the lower limit of diversity 
by convention at 10 7  unique clones/library.   
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   17.    To prevent competition between clones we plate the electro-
porated cells onto large LB-agar plates (23 × 23 cm).   

   18.    Amplifi cation of the insert and running the PCR product on 
gel will give an indication of background (electroporation of 
empty vector). Normally we fi nd empty vector in <2 % of clones 
(no empty vector in 48 picked clones). Make sure that library 
complexity is >10 7  unique clones omitting the background.   

   19.    When producing phages from a bacterial library with a com-
plexity of 10 7  unique clones start with 2 × 10 9  bacteria. An 
OD 600  of 0.4 ≈ 0.8 × 10 8  bacteria/mL. The start culture should 
therefore have a volume of at least 25 mL.   

   20.    We normally add  around         1 mL helper phage at a concentration 
of >10 10  /mL.   

   21.    When culturing phages we found a reduced infection effi ciency 
and phage production when cultures were shaken to vigor-
ously especially just before infection. The suggested rpm is suf-
fi cient to prevent sedimentation of bacterial cells. Explanation 
could be that for effi cient infection of TG1 cells a intact F-pilus 
is necessary that is disrupted upon vigorous shaking.   

   22.    To prevent degradation of the displayed proteins by bacterial 
proteases we included this step.   

   23.    PEG/NaCl is used for phage precipitation and purifi cation. 
Although a 1 h incubation on ice may suffi ce we found a sig-
nifi cant larger yield when performing an overnight precipita-
tion step.   

   24.    Make sure to properly clean all non disposable items and the 
work space thoroughly using chlorine.   

   25.    2 × 10 13  phages/mL is the maximum amount of phages that 
can be stably suspended. A higher concentration of phages will 
lead to agglutination and precipitation giving the sample a gel 
like appearance.            

   26.    We did not observe a decrease in phage titer up to 3 months. 
It is possible to store phages for longer period at 4 °C; how-
ever, one should be aware of a reduction in infectious phages. 
Therefore redetermine the cfu/mL of the phage stock upon 
prolonged storage.   

   27.    When using a phage stock stored in glycerol perform a PEG/
NaCl precipitation to remove glycerol. Add 1/5 volume of 
PEG/NaCl. Incubate on ice for 1 h. Centrifuge for 40 min at 
full speed (14,000 ×  g ) at 4 °C. A pellet should be visible. 
Remove the supernatant, respin briefl y and remove residual 
PEG/NaCl. Resuspend the pellet in TBS.   

   28.    This protocol is for phage selection on targets immobilized 
onto an ELISA plate. These targets can be purifi ed compo-
nents, mixtures of purifi ed components, or complex mixtures. 
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We have performed successful phage selections on cell lysates 
and neutrophil degranulate. This protocol can easily be adapted 
to perform selections on isolated or cultured cells [ 7 ].   

   29.    The pDJ01 vector encodes a Myc tag sequence in front of the 
pIII gene. There displayed proteins can be identifi ed using an 
anti-Myc-antibody. The use of a wild type VCSM13 helper 
phage containing the wild type pIII will give a high proportion 
of phages not displaying a fusion protein because the insert is 
in the wrong orientation does not contain a signal sequence, is 
out of frame or contains a stop codon. Performing a selection 
using an immobilized anti-Myc-antibody will effi ciently enrich 
for phages expressing a fusion protein.            

   30.    When selecting for a specifi c target it may be necessary to spe-
cifi cally block to prevent selection of known immune evasion 
molecules. When we performed selections using a  S. aureus  
secretome library on purifi ed targets isolated from serum we 
consistently found Staphylococcal protein A (Spa) in our selec-
tions. Spa is known to bind to IgG, a protein that is abundantly 
present in serum. Even trace amounts of IgG present in the 
protein preparations were suffi cient to select the high affi nity 
interaction with Spa. Pre-incubation of the immobilized target 
with Spa prevented this selection.   

   31.    We always mix phage libraries in equal volumes also when 
complexity between the libraries differ. It is also possible to 
combine libraries from different bacterial strains in this step.   

   32.    Next to blocking with BSA we add BSA to the phage prepara-
tion in order to reduce background binding. When expecting 
selection towards the blocking agent consider changing the 
blocking agent in consecutive selection rounds.   

   33.    We tested optimal incubation time for phage infection. 
Incubation times below 20 min dramatically reduced infection 
effi ciency. There was no difference in infection effi ciency 
between 20 and 40 min incubation times.   

   34.    Only a small fraction of the phages will bind the target and 
therefore there will be a large reduction of phages after elution. 
Upon selection of a specifi c phage there will be an increase in 
phages after elution in consecutive selection rounds because a 
larger fraction of the selected libraries will bind the target. 
Although this is theoretically the case we did perform success-
ful selections without seeing an evident rise in the amount of 
phages binding the  target        .   

   35.    Wash stringency can be increased in several ways. We normally 
increase the amount of washing steps from three in the fi rst 
round to ten in next rounds. An alternative strategy would be 
to increase salt concentration or the concentration Tween in 
the washing buffer. When performing selection on purifi ed tar-
gets three selection rounds are usually suffi cient to identify 

Cindy Fevre et al.



61

proteins that interacts with the immobilized target. When 
using mixed targets or complex targets like cells four rounds of 
selection may be necessary.   

   36.    Run the amplifi ed sample on an agarose gel to determine if the 
sample quality is suffi cient for sequencing. However, this also 
provides information on diversity of the selected library and 
fraction of empty vectors.   

   37.    The gene encoded in the insert needs to be in frame with the 
gene for pIII in order to have expression of the fusion protein.   

   38.    A signal sequence is necessary for effi cient incorporation into 
the phage particle. Signal sequence predictions have their limi-
tations. We have identifi ed proteins where signal sequence pre-
diction showed no evident signal sequence. The pDJ01 vector 
contains a phage specifc promoter, a ribosome binding site and 
a ATG start codon in front of the SmaI restriction site. We 
found that the presence of an additional promoter or ribosome 
binding site does not hamper phage  production         [ 7 ].   

   39.    In majority of positive selections we fi nd multiple clones 
encoding the same protein. Since there is also a selection for 
small gene size we found that the C-terminal end of the small-
est insert correlated with the C-terminal position of the active 
site. In case of problems with recombinant protein expression 
and purifi cation one could consider expressing the truncated 
form of the protein as it is displayed on the selected phage.   

   40.    In theory it is possible to confi rm interaction using purifi ed 
phages expressing the protein of interest and performing a phage 
ELISA using an anti-M13-antibody for detection. We stopped 
performing this check as we found insuffi cient correlation 
between the phage ELISA and activity of the purifi ed protein.                  
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    Chapter 5   

 Competition for Iron Between Host and Pathogen: 
A Structural Case Study on  Helicobacter pylori                      

     Wei     Xia      

  Abstract 

    Helicobacter pylori  ( H. pylori ) is a highly successful bacterial pathogen, which colonizes the stomach of 
more than half of the world’s population. To colonize and survive in such an acidic and inhospitable niche, 
 H. pylori  cells have evolved complex mechanisms to acquire nutrients from human hosts, including iron, 
an essential nutrient for both the pathogens and host cells. However, human cells also utilize diverse strate-
gies in withholding of irons to prevent the bacterial outgrowth. The competition for iron is the central 
battlefi eld between pathogen and host. This mini- review summarizes the updated scenarios of the battle 
for iron between  H. pylori  and human host from a structural biology perspective.  

  Key words     Host–pathogen interactions  ,    Helicobacter pylori   ,   Nutritional immunology  ,   Iron-binding 
protein   

1      Iron Is Sequestered by Host Iron-Binding Proteins 

 In human stomach, ingested food provides the main source of iron. 
The digestive enzymes as well as the low pH value in stomach readily 
release iron from food into gastric lumen. Although substantial 
amount of iron is released from food, the availability of free iron at 
the gastric  mucosa  , where  H. pylori  colonizes, is relatively low since 
most free iron is readily sequestered by host iron-binding proteins 
such as lactoferrin ( LTF  ) and human transferrin ( hTF  ). Both LTF 
and hTF are  glycoproteins   that control the free iron level in biologi-
cal fl uids. They are associated with the human innate immune system, 
creating an environment low in free iron at the mucoses that impedes 
bacterial growth [ 1 ]. Belonging to the same protein family, hTF and 
LTF have quite similar sequences and structures and coordinate iron 
in the same manner. However, they differ in the affi nities for iron, 
hTF tightly but reversibly binds iron with  K  d  of ~10 −22  M [ 2 ], LTF 
exhibits 300 times higher binding affi nity than that of hTF [ 3 ]. The 
crystal structures of hTF and LTF consist of two homologous lobes 
(termed the N- and C-lobes) connected by a short peptide linker. 
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Each lobe can be further divided into two subdomains that form a 
cleft, which can adopt either fully open or fully closed conformations 
in the absence or presence of bound iron [ 4 – 7 ]. The amino acids that 
bind the iron are identical for both lobes, including two tyrosines, 
one histidine and one aspartic acid, one anion such as carbonate 
(CO 3  2− ) is also required for iron binding (Fig.  1 ). A recently reported 
diferric bound hTF crystal structure captured the unique “partially 
open” conformations in the N-lobes, providing the last piece of puz-
zle for the dynamic motion of hTF subdomains upon iron binding 
[ 8 ]. Beside its ability to sequester environmental iron to impede bac-
terial growth,  LTF   exhibits bactericidal activity by direct interaction 
with bacterial surface moieties, such as lipopolysaccharide ( LPS  ), 
porins [ 9 ,  10 ], although the detailed mechanism is  unknown  .

    Calprotectin   is a heterodimer protein complex consisting two 
non-covalently linked component proteins  S100A8   and  S100A9   
[ 11 ]. It can comprise up to 60 % of the soluble protein content of 
cytosol of  neutrophil   leukocyte and be secreted into extracellular 
space during infl ammation. The calprotectin exhibits  antimicro-
bial   activity by  sequestration   of bacterial essential transition metals 
such as zinc and manganese [ 12 ,  13 ]. Calprotectin is currently the 
only identifi ed antimicrobial agent that can act through manga-
nese sequestration. Each calprotectin can only bind one manga-
nese ion with nanomolar affi nity at the interface between S100A8 
and  S100A9   through a unique hexa-histidine motif, which con-
sists of two histidines from S100A8 and four histidines from 
S100A9 [ 14 ,  15 ] (Fig.  2 ). A recent study shows that  calprotectin   
also coordinates Fe(II) at this hexahistidine site with unprece-
dented subpicomolar affi nity in the presence of Ca(II). Therefore, 
calprotectin can effi ciently inhibit bacterial growth by depriving 

  Fig. 1    Crystal structure of Fe-bound human  lactoferrin   (PDBID: 1B0I). ( a ) Overall 
structure of human lactoferrin. ( b ) The iron binding site of N-lobe of human lac-
toferrin. The coordination residues are shown in  sticks  and iron is shown as 
 orange sphere        
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bacteria of iron [ 16 ]. Withholding the essential iron by host is the 
fi rst line of defense against pathogen  infection   and this process is 
termed nutritional immunity [ 17 ].

2         H. pylori  Competes for Iron with High-Affi nity Iron Transporter 

 In order to survive within the host,  H. pylori  has evolved different 
mechanism to evade host nutritional immunity. Direct competition 
with the host for Fe(II) or Fe(III) are facilitated by two types of 
high-affi nity iron uptake systems. The Fe(II) can pass freely through 
the  H. pylori  outer membrane and acquired by a high- affi nity Fe(II) 
transporter termed  FeoB   [ 18 ]. The FeoB family proteins are widely 
distributed prokaryotic transmembrane Fe(II) transporters, which 
contain an N-terminal cytoplasmic GTPase domain (G-domain) 
and a C-terminal transmembrane domain (TM). The G domain 
shares sequence homology with the eukaryotic small  GTPase   pro-
teins and can slowly hydrolyzes GTP to regulate Fe(II) uptake [ 19 ]. 
The G domain structure of  FeoB   was reported for several prokary-
otes including  E.    coli   , the sequence of which is 29 % identical to  H. 
pylori  [ 20 ]. The homo-trimer  Ec FeoB protein can adopt a closed 
conformation in the apo-form, while it forms a central cytoplasmic 
pore with diameter of ~1.2 Å at the nearest point when bound to 
GTP analog, which probably facilitates the gating and transporta-
tion of non-hydrated Fe(II) ions (Fig.  3 ).   

   Ferric citrate is another important iron source for  H. pylori . The 
complete genome sequence of  H. pylori  strains revealed that the 
pathogen possesses three   fecA   -like genes [ 21 ,  22 ], which are likely 
to encode ferric-dicitrate transporters as reported in  E. coli  [ 23 ]. 

  Fig. 2    Crystal structure of human  calprotectin   with manganese-bound (PDBID: 
4GGF). ( a ) Overall structure of calprotectin, the  S100A8   subunit is shown in  pale 
green  and  S100A9   subunit is shown in  gold . ( b ) The manganese binding site of 
calprotectin with six histidines. The coordination residues are shown in  sticks  
and manganese is shown in  brown sphere        
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  Fig. 3    Homo-trimer structure of the  FeoB   G-domain from   Escherichia coli    (PDBID: 
3I8X). Three monomeric subunits are shown in different colors       

The redundancy in iron transporter genes may result from the 
 evolutionary adaptation to the iron-limited environment. The 
 Ec FecA structure exhibited an overall β-barrel topology consisting 
of three distinct domains, the external barrel domain, the plug 
domain and a short N-terminal extension. The plug domain is 
located inside the barrel domain and blocks the direct passage of 
ferric citrate across the outer membrane. Binding of the ferric citrate 
ligand induces a conformational change of extracellular loops of the 
barrel domain, which close the external pocket of  FecA   barrel, 
favoring the following transportation of the bound ligand (Fig.  4 ) 
[ 23 ,  24 ]. The inner membrane protein complex  TonB  ,  ExbB  , and 
 ExbD   provide energy for the iron citrate transportation [ 25 ,  26 ].

3         H. pylori  Can Circumvent Iron Withholding from Host 

 Besides the direct competition for iron,  H. pylori  has evolved iron 
 acquisition   mechanisms by “stealing” iron from host iron-binding 
proteins to circumvent iron withholding [ 27 – 29 ]. Although  lactofer-
rin   is an important component of nutritional immunity, it was 
reported that iron-loaded lactoferrin (holo-lactoferrin) could sup-
port the growth of  H. pylori  in iron-defi cient medium, indicating that 
the pathogen could take use of iron from holo-lactoferrin [ 28 ]. 
Furthermore, a 70-kDa outer membrane protein that can bind 
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lactoferrin was discovered several years ago by affi nity pull- down 
[ 30 ]. However, the identity of this protein remains unknown. A 
more recent study of  H. pylori  iron utilization mechanism using iron-
defi cient chemically defi ned media revealed that  H. pylori  can bind 
and extract iron from human hemoglobin,  transferrin   and even lacto-
ferrin [ 27 ]. Intriguingly, data showed that  H. pylori  could bind apo-
transferrin and apo-lactoferrin with higher affi nity than the holo-form 
of the two proteins, indicating that iron saturation of transferrin (and 
lactoferrin) can infl uence the  iron-acquisition   of  H. pylori .    

 Although the  transferrin   and lactoferrin  receptors   on  H. pylori  
surface have not been identifi ed, the capability of  H. pylori  to use 
hemoglobin as iron source and corresponding surface receptor are 
well documented. Two outer membrane proteins  FrpB1   and 
FrpB2 are reported to be related to haem utilization by  H. pylori  
[ 29 ,  31 ]. The  mRNA   level of  frpB1  and  frpB2  gene were repressed 
by iron and modulated by haem or hemoglobin. The overexpressed 
and purifi ed FrpB1 protein possesses haem-binding property while 
 E.    coli    expressing  frpB2  gene can utilize human hemoglobin as iron 
source. All current research data support the binding of haem or 
hemoglobin to FrpB protein. The FrpB family homologue from 
  Neisseria meningitidis    was solved recently.  Nm FrpB1 adopts a clas-
sical  TonB  -dependent outer membrane transporters (TBDTs) 

  Fig. 4    Crystal structure of  FecA   from   Escherichia coli    (PDBID: 1KMP). Bound dici-
trate ligands are shown in  sticks , iron is shown in  orange sphere        

 

Competition for Iron Between Host and Pathogen



70

structure with a 22-stranded β-barrel and a plug domain inside 
[ 32 ]. Intriguingly,  Nm FrpB can directly bind ferric iron with two 
tyrosines and three histidines (Fig.  5 ). However, these residues are 
not conserved in  Hp FrpB1 and  Hp FrpB2, implying distinct ligand- 
binding property of  Hp FrpB proteins.

4        Regulation of Iron Homeostasis in  H.    pylori    

 As an essential trace element, iron is required for the survival of  H. 
pylori . However, excess amount of iron stimulates the formation of 
reactive oxygen species via Fenton reaction, causing DNA, pro-
teins and membrane lipids damage [ 33 ]. Therefore,  H. pylori  has 
developed complex mechanisms to sense, response to and control 
iron level in vivo. Ferric uptake regulator (Fur) is one of the major 
gene regulators of  H. pylori , which controls the expression of genes 
closely related to iron metabolism, including the previously men-
tioned iron transporters  FeoB  ,  FecA  , and  FrpB   [ 34 ,  35 ].  Fur   is an 
iron-binding protein that is unable to bind tightly to the Fur box 
DNA region when the intracellular iron concentration is low. 
Downstream genes are therefore de-repressed and iron-uptake 
capability of  H. pylori  increases signifi cantly to acquire more extra-
cellular iron. In addition to the genes related to iron metabolism, 
Fur also controls the expression of a category of genes with diverse 
functions, including biofalvin biosynthesis [ 36 ], cytotoxin- 
associated gene  CagA   expression [ 37 ]. The crystal structure of 
 Hp Fur protein was reported recently, the overall fold of  Hp Fur is a 
homodimer that is similar to other members in Fur family [ 38 ]. 
Each monomer consists of an N-terminal DNA-binding domain 

  Fig. 5    Crystal structure of iron-bound  FrpB   from  Neisseria meningitides  (PDBID: 4AIQ). ( a ) Overall structure of 
FrpB protein. ( b ) Iron-binding site of FrpB. The coordination residues and imidazole ligand are shown in  sticks , 
the iron are shown in  orange sphere        
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(DBD) and a C-terminal dimerization domain. Three zinc-binding 
sites are identifi ed in  Hp Fur structure termed S1, S2, and S3 
(Fig.  6 ). The S1 site has four cysteines that are coordinated to zinc 
and stabilizes the dimeric form of  Hp Fur while the S2 site is crucial 
for the regulatory function of  Hp Fur. The S3 site is not conserved 
and site-directed mutagenesis data suggested it could strengthen 
the DNA-binding affi nity of  Hp Fur. The functionality of  Fur   is 
important for the  colonization   and survival of  H. pylori  in human 
stomach. It is reported that  Hp Fur regulated more than 50 genes 
in response to iron-binding [ 39 ]. Intriguingly,  Hp Fur is also able 
to regulate certain target genes even in its apo-form, probably 
through apo-form protein polymerization [ 40 ,  41 ]. Therefore, 
further investigation on the detailed regulation mechanism by apo- 
and holo- Fur   is  necessary  .

5        Iron Storage in  H. pylori  

 Excess uptake of iron requires removal or storage of the cytoplas-
mic iron by  H. pylori  to prevent the iron toxicity as well as provid-
ing a source of iron when the essential nutrient is scarce. Two 
different types of iron storage proteins have been identifi ed in  H. 
pylori , the prokaryotic ferritin protein (Pfr) and the  neutrophil  - 
activating protein (NAP). The Pfr resembles the structure of 
eukaryotic heavy-chain ferritin and other prokaryotic ferritin [ 42 , 
 43 ]. The  Pfr   protein assembles into a hollow spherical protein 
oligomer with 24 monomeric units, where each monomer folds 
into a four-α-helix bundle (Fig.  7a ) [ 44 ]. It is worth noting that 
the protective function of Pfr against metal toxicity may not be 
limited to iron, since  pfr -negative strain of  H. pylori  also exhibited 
increased sensitivity to manganese, copper and cobalt ions [ 45 ]. 
The NAP of  H. pylori  belongs to the bacterioferritin family and was 
originally identifi ed as a predominant antigen of  H. pylori  that can 

  Fig. 6    Crystal structure of zinc-bound form Fur from  Helicobacter pylori  (PDBID: 2XIG). ( a ) Overall structure of 
dimeric Fur. ( b ) The three different zinc-binding sites of  Fur  , the coordination residues are shown in  sticks , zinc 
are shown in  cyan spheres        
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activate  neutrophils   [ 46 ]. NAP is a dodecamer with 12 identical 
subunits, forming a nearly spherical protein shell with an internal 
hollow cavity for iron storage (Fig.  7b ). Structural analysis showed 
that the internal surface of NAP was highly negatively charged, 
which is suitable for cation storage, while the outside surface of the 
protein is characterized by a large percentage of positively charged 
residues which may confer the neutrophil-activation ability [ 47 ].

    H. pylori  is one of the most widely spread human pathogens. 
Infection with this bacterium can lead to a series of human stom-
ach diseases, including  peptic ulcer  ,  gastritis   as well as  stomach can-
cer  . The bacterium has been classifi ed as a type I carcinogen by 
WHO in 1994. The standard regimen to treat the  bacterial infec-
tion   is triple therapy, including a proton pump inhibitor (PPI) and 
two antibiotics, typically clarithromycin and amoxicillin or metro-
nidazole. However, the therapy effi cacy has dropped due to 
increased antibiotic resistance. Quadruple therapy regimens con-
taining additional bismuth showed increased effi cacy and are rec-
ommended for the bacterial infection treatment in areas of high 
clarithromycin resistance [ 48 ]. The  antibacterial   mechanisms of 
bismuth-containing drug are complex [ 49 ,  50 ]. Particularly, recent 
research data implicated that bismuth drug could inhibit  H. pylori  
growth by interfering with bacterial iron uptake. As an essential 
nutrient for both host and pathogens, iron has become the most 
precious “treasury” pursued by both sides. Vertebrate hosts are 
devoid of free iron by high-affi nity iron-binding proteins to ensure 
that all bacterial pathogens will face iron starvation upon entering 
the host cells. Meanwhile, pathogenic bacteria have likewise 
evolved diverse mechanisms to guarantee iron  acquisition  . For 
example,   Borrelia burgdorferi   , the pathogen responsible for Lyme 
disease, has evolved to require manganese rather than iron for 
growth [ 51 ]. Whereas  H. pylori  did not evolve this simple defense 
strategy, the bacteria has its own secret weapons to compete against 

  Fig. 7    Crystal structures of ( a )  Pfr   (PDBID: 3BVE) and ( b ) NAP (PDBID: 1JI4) from 
  Helicobacter pylori          
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host iron-withholding through high-affi nity iron uptake 
 mechanism, including the multiple copies of ferric citrate trans-
porters,  transferrin  / lactoferrin   receptor, and heme acquisition sys-
tem. Moreover, the pathogen also possesses a comprehensive 
feedback regulation system to maintain the proper cytoplasmic 
iron concentration, which can satisfy the iron requirement for 
metabolism and prevent iron toxicity. The major iron-responsive 
gene regulator  Fur   that regulates a battery of downstream genes 
responsible for iron uptake, storage and effl ux controls the intact 
regulatory circuit. Undoubtedly, the complete arsenal of  H. pylori  
in the battle for iron has not been unveiled. Further studies on the 
iron metabolism of  H. pylori  will help the development of effi cient 
agents against this pathogen.        
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    Chapter 6   

 Common Challenges in Studying the Structure 
and Function of Bacterial Proteins: Case Studies 
from  Helicobacter pylori                      
     Daniel     A.     Bonsor     and     Eric     J.     Sundberg      

  Abstract 

   Employing biophysical and structural methods is a powerful way to elucidate mechanisms of molecular 
recognition in bacterial pathogenesis. Such studies invariably depend on the production of pure, folded 
and stable proteins. Many proteins that can be expressed recombinantly ultimately fail to meet one or more 
of these criteria. The  cag  proteins from  Helicobacter pylori  form a secretion system that delivers the onco-
protein, CagA, into human gastric epithelial cells through an interaction between CagL and host cell 
integrins, where it can cause gastric adenocarcinoma. Expression of full length CagA and CagL is problem-
atic as CagA undergoes rapid degradation during purifi cation and CagL is thermally unstable. Here, we 
describe a method for the purifi cation of CagA that results in the production of the full length protein 
through coexpression with its endogenous chaperone, CagF, and its subsequent separation from its chap-
erone. Furthermore, we detail the production of CagL and the use of differential scanning fl uorimetry to 
identify how CagL is thermally stabilized by reduced pH, which led to a new crystal form of CagL and 
novel insight to pathogenic mechanisms. The methods described here for the production of stable  cag  
proteins can be applied to a wide range of proteins involved in bacterial pathogenesis.  

  Key words     Chaperones  ,   Coexpression  ,   Protein purifi cation  ,   Differential scanning fl uorimetry   

1     Introduction 

     Helicobacter pylori   infection   is widespread. Approximately half of 
the world’s population is infected [ 1 ]. Most infected individuals 
will remain asymptomatic for life; however, around 20 % will 
develop complications during their lifetimes including  gastritis  , 
 peptic ulcers  , lymphomas involving the mucosa-associated lym-
phoid tissue (MALT lymphoma) and gastric adenocarcinomas [ 2 ]. 
Infection by  H. pylori  is believed to occur during childhood 
through ingestion. Once in the stomach,  H. pylori  utilizes several 
 virulence    factors   to achieve  colonization   of the boundary between 
the  mucosa   and surface of the gastric epithelial cells including ure-
ase to neutralize the stomach acid, fl agella to burrow into the 
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mucosa and away from the stomach acid, modifi ed O-antigens to 
mimic host cell Lewis antigens and adhesins to anchor  H. pylori  
onto epithelial cells [ 3 ]. Once attached to the host gastric epithelial 
cell, several virulence factors are secreted. Vacuolating cytotoxin A 
(VacA) binds to the host cells where it is internalized and causes 
the formation of large vesicles and in certain cases cell death [ 4 ]. 
More importantly for  gastritis  , ulcers, lymphomas and adenocarci-
nomas, cytotoxic associated gene A ( CagA  ), one of the few known 
oncogenic bacterial proteins, is injected into the host cell cyto-
plasm though a Type IV  secretion system (T4SS  ) [ 5 ]. 

  CagA   is a large protein with a variable molecular weight rang-
ing from 120 to 150 kDa due to different strains of  H. pylori  
producing CagA with a diverse number and type of tyrosine phos-
phorylation motifs (TPMs) near the C-terminus [ 5 ,  6 ]. The num-
ber of TPMs present in CagA from a particular  H. pylori  strain 
correlates with gastric cancer risk [ 7 ]. CagA is a fi ve domain pro-
tein that includes a stable and structured N-terminal 100 kDa 
region composed of three distinct domains [ 8 – 10 ], an intrinsically 
disordered domain containing a variable number of TPMs [ 8 ] and 
a C-terminal domain containing a  signal peptide   that is recog-
nized by the T4SS [ 11 ]. CagA  translocation   through the  T4SS   is 
dependent on the recognition of the C-terminal  signal   peptide of 
 CagA   and, prior to that, its interaction with its  chaperone   protein 
CagF inside the bacterial cell [ 11 ,  12 ].  CagF   is a 32 kDa protein, 
which contains a putative coiled-coil domain and dimerizes with 
an association constant of approximately 200 μM [ 12 ,  13 ]. It has 
been shown using peptide array assays and isothermal titration 
calorimetry measurements that monomeric CagF contacts all fi ve 
domains of CagA [ 13 ].    The production of milligram quantities of 
full length CagA for biophysical and structural work has been 
problematic due to the rapid proteolytic degradation of CagA 
during expression and  purifi cation   with the loss of the C-terminus 
resulting in a protein with a molecular weight of 100 kDa [ 14 ], 
consisting of only the N-terminal structured domains. A  cagA  
library, from which ~18,000 expression constructs were screened, 
identifi ed several constructs corresponding to proteins of approxi-
mately 100 kDa in molecular weight that resulted in milligram-
level expression of purifi ed  CagA   [ 9 ,  15 ] and eventually led to the 
high- resolution  X-ray crystal structures   of CagA [ 8 ,  9 ]. However, 
no construct greater than 110 kDa in molecular weight was iden-
tifi ed in this screen [ 15 ]. As the extreme C-terminus contains 
both the TPMs, which are important for CagA-host protein inter-
action, and the secretion peptide that is recognized by the  T4SS  , 
production of full length CagA for both biophysical and structural 
characterization is essential for fully elucidating the function of 
this  oncoprotein     . 

 Upon  CagA   binding of  CagF   and recognition by the  T4SS  , 
CagF is removed and CagA shuttled into a pore than spans the 

Daniel A. Bonsor and Eric J. Sundberg



79

periplasm to the pilus [ 12 ]. The pilus is comprised of CagC with a 
diameter of ~70 nm with the surface decorated with at least three 
other  cag  proteins—CagH, CagI, and  CagL   [ 16 ,  17 ]. Each of these 
proteins are believed to attach to the pilus through a highly similar 
C-terminal hexapeptide sequence ([S/T]-K-[I/V]-I-V-K) [ 17 ]. 
Deletion of CagH, CagI, or CagL results in  H. pylori  that produce 
either no or stunted  pili   [ 17 ].  Integrins  , which are presented on the 
surface of gastric epithelial cells, were identifi ed as a receptor 
involved in the secretion of CagA. The α 5 β 1  integrin was initially 
found to be responsible for CagA  translocation   into host gastric 
epithelial cells, although further investigations have indicated that 
α V β 3 , α V β 5 , and α V β 6   integrins   also permit CagA  translocation   [ 17 –
 21 ]. Most  integrins   recognize ligands containing an arginine–gly-
cine–aspartic acid (RGD)    motif [ 22 ]. Sequence analysis of the  cag  
pathogenicity island revealed a single RGD motif located within 
 CagL   and mutation of this RGD motif prevented CagL binding of 
integrins and the subsequent translocation of  CagA   into host cells 
[ 18 ]. Although CagL triggers the translocation of CagA across the 
host cell  plasma   membrane, the mechanism by which this is achieved 
remains unknown. Several  X-ray crystal structures   of CagL have 
been solved, revealing that the RGD motif is located in an α-helix, 
which is unique—all other proteins for which structures have been 
determined contain their  RGD motifs   in loop regions [ 23 – 25 ]. 
Furthermore, each CagL structure revealed both minor and gross 
conformational changes, such as the sliding of a neighboring α-helix 
relative to the α-helix in which the RGD motif resides, as well as a 
helix–turn–helix motif that rearranges to form a single elongated 
helix [ 24 ,  25 ]. These conformational changes have been shown to 
occur in response to a change in pH [ 25 ]. The relative sliding of 
neighboring α-helices has been proposed to bury the RGD motif in 
order to prevent  CagL   from binding to integrins from shedding 
cells that have been discarded in the stomach where the pH is acidic 
[ 25 ]. By regulating the CagL–integrin interaction through a pH-
induced mechanism, the  H. pylori   T4SS   could engage host gastric 
epithelial cells along the stomach lining where the pH is more 
 accommodating   [ 25 ]. 

 This chapter describes the production of full length  CagA   by 
 coexpression   with the effector protein  CagF  , mimicking that which 
occurs in  H. pylori  cells. We describe the  purifi cation   of the CagA–
CagF complex and the removal of CagF through partial denatur-
ation to yield highly purifi ed milligram quantities of full length 
CagA. We also describe the  refolding   and  purifi cation   of CagL and 
its  crystallization   using a  differential scanning fl uorimetry   assay to 
identify a buffer system that increased the melting temperature 
(T m ) and led to a new crystal form and the discovery of the above 
mentioned conformational changes. These protocols are adaptable 
to other proteins and could aid in their production, purifi cation 
and stabilization in order to make them more amendable to bio-
chemical, biophysical and structural studies.  

Challenges in Structure-Function Studies of Bacterial Proteins
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2    Materials 

   All strains are grown at 37 °C (unless otherwise stated) either on 
 LB   agar plates or in LB broth, supplemented with ampicillin and/
or kanamycin at their stated concentrations below.

    1.     E.    coli    strains:  TOP10  (F-  mcrA  Δ( mrr-hsd RMS- mcr BC) 
Φ80 lac ZΔM15 Δ  lac X74  rec A1  ara D139 Δ( araleu )7697 
 gal U  gal K  rps L (StrR)  end A1  nup G) and   BL21    (DE3)  (F -   ompT 
hsdS  B (r B  -  m B  - )  gal dcm  (DE3)).   

   2.    Media:  LB   Broth is prepared by dissolving 10 g tryptone, 10 g 
NaCl, and 5 g yeast extract in a total volume of 1 L of deion-
ized H 2 O and sterilizing by autoclaving at 121 °C for 20 min. 
LB agar is prepared by adding 15 g of agar in 1 L of LB Broth 
before sterilization.   

   3.    Ampicillin stock: 100 mg/mL ampicillin sodium salt in H 2 O, 
fi lter-sterilized with 0.22 μm pore-size syringe fi lter and store 
at −20 °C. Use at a fi nal concentration of either 100 μg/mL 
for single plasmids or 25 μg/mL for two  plasmids     .   

   4.    Kanamycin stock: 30 mg/mL kanamycin sulfate in H 2 O, fi lter- 
sterilized with 0.22 μm pore-size syringe fi lter and store at 
−20 °C. Use at a fi nal concentration of 15 μg/mL.   

   5.    Isopropylthiogalactoside stock ( IPTG)  : IPTG is dissolved in 
deionized H 2 O to a fi nal concentration of 1 M, fi lter-sterilized 
with 0.22 μm pore-size syringe fi lter and stored at −20 °C.    

         1.     TBE buffer  : Dissolve 10.8 g Tris base, 5.5 g boric acid in 
900 mL H 2 O, add 20 mL 0.5 M EDTA, pH 8.0 and adjust the 
pH to 8.4. Dilute to a fi nal volume of 1 L.   

   2.    Ethidium bromide stock: 10 mg/mL in H 2 O kept at room 
temperature.   

   3.     pRSFDuet   TM -1 (Novagen) is modifi ed to remove the 
C- terminal S-tag in the second multiple cloning site and is 
replaced with a decahistidine (10×His) tag. This vector is sub-
sequently used for the expression of  CagA   with an N-terminal 
hexahistidine (6×His) and a C-terminal 10× His  .   

   4.    pET21-d (Novagen) is used for expression of  CagL   with a 
C-terminal 6× His     .   

   5.     pGEX  -5×-2 (GE Healthcare Life Sciences) is used for expres-
sion of  CagF   with an N-terminal  GST   tag.   

   6.    DNA modifying enzymes:  BamHI ,  NcoI ,  PacI ,  SacI , and  XhoI  
 restriction enzymes  ,  Pfu   Turbo,  T4   Polynucleotide kinase, and 
Quick  T4 DNA ligase   with their respective buffers are com-
mercially available.   

2.1  Bacterial Strains 
and Media

2.2   Plasmids  , 
Plasmid Construction, 
and Cloning

Daniel A. Bonsor and Eric J. Sundberg



81

   7.     Low-melt agarose   gels (1 % w/v): 0.5 g of low-melt agarose is 
added to 25 mL of TBE. The solution is heated in a microwave 
oven with occasional swirling until the  agarose   is dissolved. A 
further 25 mL of TBE is added followed by 2 μl of Ethidium 
Bromide and the gel is poured into a sealed gel mold with 
comb and left to set. The gel is placed in an electrophoresis 
tank and covered with TBE. The samples are loaded and the 
gel is run at a constant voltage of 100 V for 30 min.      

       1.     GST   Binding Buffer (GSTBB): 1 mM KH 2 PO 4 , 10 mM 
Na 2 HPO 4 , 137 mM NaCl, 2.7 mM KCl, pH 7.4.   

   2.    GST Elution Buffer (GSTEB): 20 mM Tris–HCl pH 7.5, 
50 mM NaCl, 10 mM reduced glutathione.   

   3.     Glutathione agarose   (e.g., GE Healthcare Life Sciences).   
   4.    Nickel Binding Buffer (NiBB): 20 mM Tris–HCl pH 7.5, 

500 mM NaCl.   
   5.    Nickel Elution Buffer (NiEB): 20 mM Tris–HCl pH 7.5, 

500 mM NaCl, 400 mM imidazole.   
   6.    Ni- NTA   agarose (e.g., Thermo Scientifi c).   
   7.    Partial Denaturation Wash (PDW): 20 mM Tris–HCl pH 7.5, 

2.0 M urea.   
   8.     Inclusion Bodies   Lysis Buffer: 50 mM KH 2 PO 4 –K 2 HPO 4  

pH 7.5, 200 mM NaCl.   
   9.    Inclusion Bodies Wash Buffer: 10 mM Tris–HCl, 1 M NaCl, 

pH 8.0.   
   10.    Denaturation Buffer (DB): 50 mM KH 2 PO 4 –K 2 HPO 4  pH 7.5, 

200 mM NaCl, 6.0 M guanidine hydrochloride.   
   11.     Refolding   Buffer (RB): 50 mM Tris–HCl pH 8.3, 20 mM 

NaCl, 0.1 mM KCl, 1 mM EDTA, 2 mM reduced glutathione, 
0.2 mM oxidized glutathione.   

   12.    Gel Filtration Buffer (GFB): 20 mM Tris–HCl pH 7.5, 
200 mM NaCl, 1 mM  EDTA  .      

       1.    SYPRO Orange 5000x Stock (Sigma).   
   2.    96-well White TempPlate with semi-skirt (USA Scientifi c).   
   3.    Buffer Screen: A 24-well screen was devised to screen a pH 

range from 4.0 to 9.5 in intervals of 0.5 pH units according to 
Table  1  and aliquoted to positions A1-B12 of a 96-deep well 
block. The 24 conditions are repeated for positions C1-D12 
with the addition of 500 mM NaCl. All 48 conditions are then 
duplicated for positions E1-H12.

       4.    Optical Sealing Tape.   
   5.    iQ5 Multicolor Real Time  PCR      Detection System (Bio-Rad) 

or similar  system  .       

2.3  Protein 
Expression 
and  Purifi cation  

2.4   Differential 
Scanning Fluorimetry  

Challenges in Structure-Function Studies of Bacterial Proteins
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   Table 1  
  Composition of the 96  differential scanning fl uorimetry   screen solutions   

 Well  Buffer 

 A1/E1 (C1/G1)  Water (500 mM NaCl) 

 A2/E2 (C2/G2)  200 mM sodium acetate-HCl pH 4.0 (500 mM NaCl) 

 A3/E3 (C3/G3)  200 mM sodium citrate-HCl pH 4.0 (500 mM NaCl) 

 A4/E4 (C4/G4)  200 mM sodium acetate-HCl pH 4.5 (500 mM NaCl) 

 A5/E5 (C5/G5)  200 mM sodium citrate-HCl pH 5.0 (500 mM NaCl) 

 A6/E6 (C6/G6)  200 mM sodium acetate-HCl pH 5.0 (500 mM NaCl) 

 A7/E7 (C7/G7)  200 mM sodium citrate-HCl pH 5.5 (500 mM NaCl) 

 A8/E8 (C8/G8)  200 mM Bis-Tris-HCl pH 5.5 (500 mM NaCl) 

 A9/E9 (C9/G9)  200 mM K/Na phosphate pH 6.0 (500 mM NaCl) 

 A10/E10 (C10/G10)  200 mM Bis-Tris-HCl pH 6.0 (500 mM NaCl) 

 A11/E11 (C11/G11)  200 mM MES-NaOH pH 6.5 (500 mM NaCl) 

 A12/E12 (C12/G12)  200 mM sodium cacodylate-HCL pH 6.5 (500 mM NaCl) 

 B1/F1 (D1/H1)  200 mM Bis-Tris-HCL pH 6.5 (500 mM NaCl) 

 B2/F2 (D2/H2)  200 mM Bis-Tris propane-HCl pH 6.5 (500 mM NaCl) 

 B3/F3 (D3/H3)  200 mM K/Na phosphate pH 7.0 (500 mM NaCl) 

 B4/F4 (D4/H4)  200 mM Hepes-NaOH pH 7.0 (500 mM NaCl) 

 B5/F5 (D5/H5)  200 mM Hepes-NaOH pH 7.5 (500 mM NaCl) 

 B6/F6 (D6/H6)  200 mM Tris-HCl pH 7.5 (500 mM NaCl) 

 B7/F7 (D7/H7)  200 mM K/Na phosphate pH 8.0 (500 mM NaCl) 

 B8/F8 (D8/H8)  200 mM Hepes-NaOH pH 8.0 (500 mM NaCl) 

 B9/F9 (D9/H9)  200 mM Tris-HCl pH 8.0 (500 mM NaCl) 

 B10/F10 (D10/H10)  200 mM Tris-HCl pH 8.5 (500 mM NaCl) 

 B11/F11 (D11/H11)  200 mM Tris-HCl pH 9.0 (500 mM NaCl) 

 B12/F12 (D12/H12)  200 mM CHES-HCl pH 9.5 (500 mM NaCl) 

  The concentrations given are the stock solutions which are mixed 1:1 with the protein–SYPRO Orange mixture  

3    Methods 

 The production of proteins that are pure, stable, and crystallizable 
can be problematic due to contamination and degradation of the 
protein sample, as well as the low success rate of protein  crystalliza-
tion  . Below, we describe the production of the unstable full length 
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protein  CagA   through coexpression with  CagF   and stabilization of 
 CagL   by identifying buffer conditions that increase its melting 
temperature leading to the production of a new crystal form. 

   Unstable proteins that display degradation during  purifi cation   are 
common. Typically, alternative constructs are designed as the sepa-
ration of degradation products from full length proteins is problem-
atic and often produces low protein yields.  CagA   exhibits substantial 
degradation during expression, resulting in an approximately 
100 kDa product [ 14 ,  15 ]. Expression of the target protein with 
known binding partners has often been used where proteins fail to 
express or are found in  inclusion      bodies. Other forms of coexpres-
sion involve the expression of  chaperones   (e.g., GroES- GroEL) or 
foldases (e.g., peptidyl prolyl  cis / trans  isomerases or disulfi de isom-
erases) [ 26 – 29 ]. We have found that CagA coexpression with  CagF  , 
the binding partner and chaperone of CagA, suppresses CagA deg-
radation during expression and purifi cation [ 13 ]. However, a major 
problem with coexpression of known binding partners for the tar-
get protein is the separation of the protein of interest and the coex-
pressed proteins. We have modifi ed the commercial  pRSFDuet-1   
vector (Fig.  1a ) that contains two multiple cloning sites, one with 

3.1  Protein 
 Stabilization   
by  Coexpression  

  Fig. 1    Construction of a  CagA   expression vector and its  purifi cation  . ( a ) Vector map of  pRSFDuet  . CagA was 
originally ligated into MCS1. ( b ) Purifi cation of CagA from 6 L growth of  BL21  (DE3) coexpressing  GST  - CagF   
using pRSFDuet shows excessive degradation and low yields. ( c ) Removal of S-tag from MCS2 generated 
pCAGA. CagA was ligated into a  SacI / XhoI  cut pCAGA. ( d ) Expression and purifi cation of CagA from 2 L of 
 BL21  (DE3) coexpressing GST-CagF using pCAGA show protein of high purity       
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an N-terminal 6×His tag and the other with a C-terminal S-tag, and 
replaced the S-tag with a 10×His tag (Fig.  1b ). CagA is cloned 
through both cloning sites such that it contains both an N-terminal 
6× His   tag and a C-terminal 10×His  tag  .  CagF   is expressed as a  GST   
fusion from the pGEX-5×-2 vector. Coexpression of both proteins 
in  BL21  (DE3) is permitted as the pRSFDuet and  pGEX  -5×-2 vec-
tors have different origins of replication (RSF and BR322 origins, 
respectively) and antibiotic resistances (kanamycin and ampicillin, 
respectively), thereby preventing  plasmid   instability. As  CagA   deg-
radation occurs close to the C-terminus [ 14 ], washing of the nickel 
affi nity  chromatography column with 150–200 mM imidazole 
removes the N-terminal 100 kDa degradation product, while the 
full length protein (~130 kDa) and the C-terminal degradation 
product (~30 kDa) is retained until a further more stringent elution 
step with 300–400 mM imidazole. The C-terminal degradation 
product is subsequently separated from full length  CagA   by  size 
exclusion chromatography  .         

         1.    The primers RSFfp (5′-TCGAGCATCACCACCATCAT
CACCACCATCACCATTAAAT- 3′) and RSFrp (5′-TTAAT
G G T G A T G G T G G T G A T G A T G G T G G T G A
TGC- 3′) are diluted with deionized H 2 O to a concentration of 
25 μM) and are each phosphorylated using a reaction mix con-
taining: 12 μl primer, 32 μl deionized H 2 O, 5 μl 10×  T4 
Polynucleotide kinase   buffer (NEB), and 1 μl T4 Polynucleotide 
kinase. The reaction is carried out for 30 min at 37 °C, the 
phosphorylated primers are then mixed and heated to 95 °C 
for 5 min by water bath or heating block. The power source is 
removed and the primers are cooled to room temperature gen-
tly ( see   Note    1  ).   

   2.    2 μg of  pRSFDuet   is double digested with  XhoI / PacI  for 2 h at 
37 °C. The  restriction enzyme   digestion products are analyzed 
on a 1 % w/v low melt  agarose   gel. The cut vector is visualized 
with UV-light and carefully excised using a clean razor blade and 
placed in a microfuge tube. The cut vector is purifi ed using a 
commercial agarose gel purifi cation kit (e.g., QIAgen).   

   3.    The phosphorylated annealed primers are ligated into the gel 
purifi ed  XhoI / PacI   pRSFDuet   vector. Specifi cally, 1 μl of puri-
fi ed cut vector is mixed with 1 μl of annealed primers, 2 μl deion-
ized H 2 O, 5 μl 2×Quick  Ligation   Reaction Buffer, and 1 μl 
Quick  T4 DNA Ligase   are incubated at RT for 5 min before 
subsequent  transformation   into  chemically competent    E.    coli  
  Top10, plated on  LB   agar plates supplemented with kanamycin 
(30 μg/mL) and incubated overnight at 37 °C ( see   Note    2  ).   

   4.    Single colonies are picked and grown overnight at 37 °C in 
3–5 mL LB containing kanamycin (30 μg/mL) and  plasmid   
DNA minipreps are conducted using a commercial kit (e.g., 
QIAgen)   .   
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   5.    Conformation of insert is verifi ed by DNA  sequencing   using 
either the commercial available universal T7 Terminator primer 
or the ACYCDuetUP1 primer (Novagen, 5′-GGAT
CTCGACGCTCTCCCT-3′).      

       1.     Genomic DNA   of the  H. pylori  strain 11637 was purchased 
from ATCC and used as a template for gene amplifi cation of 
full length  CagA   and  CagF   using the following primers: 
CagAFP- SacI (5′-GCGCGCCTCGAGAGATTTTTGGAAAC
CACCTTTTGTATTAACA- TTTTTG- 3′), CagARP-XhoI 
( 5 ′ - G C G C G C G A G C T C G AT G A C TA A C G A A A C T
ATTGACCAACAACCAC- 3′), CagFFP-BamHI (5′-GCG
G A T C C C G G A A A A C T T G T A T T T C C A G
GGCATGAAACAAAATTTGCGTGAACAAAAATT- 3′) and 
CagFRP- XhoI (5′-GCGCGCCTCGAGTCAATCGTTAC
TTTTGTTTTGATTTTTTTGATCG- 3′) ( see   Note    3  ).  PCR   
reactions are carried out in a fi nal volume of 50 μL, 10 ng of 
template, 5 μL 10× Cloned  Pfu   DNA Polymerase Reaction 
Buffer, 1 μL 10 mM dNTP mixture (fi nal concentration of 
200 μM of each dNTP), 1 μL of each 5 μM primer (100 nM 
fi nal concentration), and 1 μL of  Pfu   Turbo. After an initial 
denaturation of 2 min at 95 °C, the  PCR   reactions proceed for 
30 cycles of 30 s of denaturation at 95 °C, 30 s of annealing at 
60 °C, and 3 min 45 s for CagA and 50 s for  CagF   extensions 
at 72 °C followed by 6 min at 72 °C.   

   2.    Amplifi cation of  cag  genes are analyzed on a 1 % w/v low melt 
agarose  gel   and confi rmed by UV light. PCR products are 
purifi ed (using a commercial kit, e.g., QIAgen) and digested 
with  SacI / XhoI  (CagA) or  BamHI / XhoI  ( CagF  )  restriction 
enzymes   for 2 h at 37 °C before purifi cation.   

   3.    The vectors pCAGA and  pGEX  -5x-2 are digested with 
 SacI / XhoI  and  BamHI / XhoI , respectively at 37 °C for 2 h. 
The restriction enzyme digestion products are analyzed on a 
1 % w/v low melt agarose gel, visualized with UV-light and 
extracted using a clean razor blade, placed in a microfuge tube 
and purifi ed from the gel using a commercial agarose gel puri-
fi cation kit.      

   4.    The digested inserts are ligated into their respective digested 
vectors. Specifi cally, 1 μl of purifi ed digested vector is mixed 
with 1 μl of digested insert, 2 μl deionized H 2 O, 5 μl 2×Quick 
 Ligation   Reaction Buffer, and 1 μl Quick  T4 DNA Ligase   and 
incubated at RT for 5 min before  transformation   into  chemi-
cally competent    E.    coli    Top10. Cells are plated on  LB   agar 
plates supplemented with either kanamycin (30 μg/mL) for 
the pCAGA-CagA ligation or ampicillin (100 μg/mL) for the 
 pGEX  -5×-2- CagF   vector, and are incubated overnight at 
37 °C.   
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   5.    Single colonies are plucked to inoculate 3–5 mL of LB con-
taining either kanamycin (30 μg/mL) or ampicillin (100 μg/
mL) and grown overnight at 37 °C.      

   6.    DNA  plasmid   minipreps are performed and insertion of clones 
is confi rmed by DNA  sequencing  . Specifi cally, CagA is 
sequenced using the T7 Terminator primer, the ACYCDuetUP1 
primer (Novagen, 5′-GGATCTCGACGCTCTCCCT-3′) and 
three internal primers to completely cover the sequence 
(11637Int1 5′-CCGCCTGAATCTAGGGATTTGCTTG
ATG- 3′, 11637Int2 5′-GTCCTGATAAGGGTGTAG
GCGTTACAAATG- 3′, and 11637Int3 5′-GCGACC
T T G A A A A T T C C G T T A A A G A T G T G A T C A
TC- 3′).  CagF   is sequenced using the commercial 5GEX and 
3GEX universal primers.      

       1.    40 μg of pCAGA-CagA and  pGEX  -5×-2-CagF are combined 
into a sterile microfuge tube and is transformed into chemical 
competent  E.    coli     BL21  (DE3) ( see   Note    4  ). Cells are plated 
onto  LB   agar plates supplemented with both kanamycin and 
ampicillin (15 and 25 μg/mL, respectively) and incubated 
overnight at 37 °C ( see   Note    5  ). In a separate sterile microfuge 
tube, 40 μg of pGEX-5×-2- CagF   is transformed into  E. coli  
 BL21   (DE3), plated onto LB agar plates containing ampicillin 
(100 μg/mL) and incubated overnight.      

   2.    A single colony of each  BL21   (DE3) transformant is used to 
inoculate 100 mL of LB broth containing appropriate concen-
trations of antibiotics and grown overnight on an orbital shaker 
at 37 °C.   

   3.    A 1:100 dilution of BL21(DE3) + pCAGA-CagA/ pGEX  -5×-
2-  CagF   is used to inoculate typically 4 × 1 L of  LB   broth con-
taining ampicillin and kanamycin. A 1:100 dilution of 
BL21(DE3) + pGEX-5×-2-CagF is used to inoculate 0.5 L of 
LB containing ampicillin. Cells are grown at 37 °C until an 
A 600nm  of ~ 0.4–0.5 is reached. The fl asks are transferred to an 
orbital shaker set at 18 °C and left to grow for 20 min before 
induction with a fi nal concentration of 1 mM  IPTG  . Cells are 
left to express the protein overnight.   

   4.    Cells were harvested (5500  g , 4 °C, 12 min) and the 
 BL21  (DE3) + pGEX-5×-2-CagF cells were resuspended 
in ~ 35 mL ice-cold GSTBB. They were disrupted by  sonica-
tion   on ice using a Branson Sonifi er 450 with ½ in. stud probe 
and 60 × 0.7 s pulses at 70 W (0.3 s spacings between pulses). 
This cell extract is used to resuspend the BL21(DE3) + pCAGA- 
CagA/pGEX-5×-2-CagF cells and are diluted to ~ 70 mL with 
ice-cold GSTBB ( see   Note    6  ). The mixture is disrupted further 
by  sonication   (2 × 60 × 0.7 s at 70 W with 0.3 s spacings between 
pulses). Cell debris was removed by centrifugation (20,000 ×  g , 
4 °C, 30 min) and the soluble cell extract was loaded onto 
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~5 mL of  Glutathione agarose   in a gravity column equilibrated 
with GSTBB. Unbound protein was washed out with 25 mL 
of GSTBB before elution with 20 mL of GSTEB.   

   5.    The elution fraction is diluted 2-fold with NiBB and loaded at 
2 mL/min onto a 5 mL Ni- NTA   agarose column. The column 
is washed with 50 mL of NiBB before washing with 1.5 L of 
PDW at a rate of ~1–2 mL/min, which is typically left to run 
overnight at room temperature ( see   Note    7  ). The beads are 
washed with 50 mL of NiBB to remove the urea, 30 mL of 1:1 
NiBB + NiEB (fi nal imidazole concentration 200 mM) to 
remove degradation products and  CagA   is eluted with 15 mL 
of NiEB. The purifi ed protein is concentrated to ~ 2–3 mL and 
can be used as is for biophysical characterization or further 
purifi ed by size exclusion  chromatography         ( see   Note    8  ).       

    Crystallization   of purifi ed protein for X-ray diffraction studies has 
a low success rate due to the vast number of variables that exist. 
Typically, after a target protein has either failed to crystallize or 
produces crystals with poor or no diffraction, several options are 
available that can be performed with a construct as is, prior to 
designing an altered construct for expression,  purifi cation   and 
crystallization. These include, but are by no means limited to, 
matrix microseeding, limited proteolysis, lysine methylation, and 
molecular imprinted polymers which have all shown to have res-
cued “non-crystallizable” proteins [ 30 – 33 ]. An alternative method 
that we have had success with is to use differential scanning 
 fl uorimetry to identify buffers that stabilize the protein of interest, 
which may be unstable in the crystallization storage buffer (typi-
cally low buffer and salt concentrations) [ 25 ]. The  differential 
scanning fl uorimetry   assay screens pH in the presence and absence 
of salt to identify a new crystallization storage buffer in which the 
protein is soluble, folded and exhibits an increased melting tem-
perature (T m ) [ 34 – 36 ]. This is achieved by the addition of fl uores-
cent dye, typically SYPRO Orange, which strongly fl uoresces when 
the protein unfolds and exposes the hydrophobic core as the tem-
perature increases. We present a method for the expression and 
purifi cation of  CagL  , and the identifi cation of a crystallization buf-
fer through  differential scanning fl uorimetry   that we used success-
ful to crystallize CagL in a new crystal  form  . 

       1.     Genomic DNA   of the  H. pylori  strain 26695 was purchased 
from ATCC and used as a template for gene amplifi cation of 
CagL residues 21-237 using the following primers: CagLFP- 
NcoI (5′-GCG- CGCCCATGGAAGATATAACAAGCGGTT
TAAAGCAACTGG- 3′) and CagLRP-XhoI (5′-GCGCGC
CTCGAGTTTAA- CAATGATCTTACTTGATTGCCTTTCT
TG- 3′). The PRC reaction is carried out in a fi nal volume of 
50 μL, 10 ng of template, 5 μL 10× Cloned  Pfu   DNA 
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Polymerase Reaction Buffer, 1 μL 10 mM dNTP mixture (fi nal 
concentration of 200 μM of each dNTP), 1 μL of each 5 μM 
primer (100 nM fi nal concentration), and 1 μL of  Pfu   Turbo. 
After an initial denaturation of 2 min at 95 °C, the PCR reac-
tions proceed for 30 cycles of 30 s of denaturation at 95 °C, 
30 s of annealing at 60 °C, 40 s for CagL extensions at 72 °C, 
followed by 6 min at 72 °C.   

   2.    Amplifi cation of the CagL gene is analyzed on a 1 % w/v low 
melt agarose  gel   and confi rmed by UV light. The  PCR   product 
is purifi ed (using a commercial kit, e.g., QIAgen) and digested 
with  NcoI  and  XhoI   restriction enzymes   for 2 h at 37 °C before 
purifi cation.   

   3.    The pET21d vector is digested with  NcoI  and  XhoI  at 37 °C 
for 2 h. The  restriction enzyme   digestion products are ana-
lyzed on a 1 % w/v low melt agarose  gel  , visualized with 
UV-light and extracted using a clean razor blade, placed in a 
microfuge tube and purifi ed from the gel using a commercial 
agarose gel purifi cation kit.   

   4.    The CagL digested insert is ligated into the NcoI/XhoI 
digested pET21d vector using the method described above for 
 CagA   and  CagF  . The  ligation   reaction is transformed into 
 chemically competent   Top10 cells which are plated onto LB 
agar plates supplemented with ampicillin (100 μg/mL). Plates 
are incubated overnight at 37 °C.   

   5.    Single colonies are plucked to inoculate 3–5 mL of  LB   con-
taining ampicillin (100 μg/mL) and grown overnight at 37 °C.   

   6.    DNA  plasmid   minipreps are performed and insertion of the 
clone is confi rmed by DNA  sequencing   using the universal T7 
Forward and T7 Termination primers.         

       1.    40 μg of pET21d-CagL is placed in a sterile microfuge tube 
and is transformed into chemical competent  E.    coli     BL21   
(DE3). Cells are plated out onto LB Agar containing ampicil-
lin and are left to incubate overnight at 37 °C. A single colony 
is used to inoculate 100 mL of  LB   broth containing ampicillin 
and placed on an orbital shaker at 37 °C overnight.   

   2.    A 1:100 dilution of the overnight is used to inoculate 2 × 1 L of 
LB containing ampicillin and left to shake on an orbital shaker 
until an A 600nm  of ~ 0.6 is reached. Cells are induced with a fi nal 
concentration of 1 mM  IPTG   and left to grow at 37 °C for 4 h. 
Cells are harvested by centrifugation (5500 ×  g , 12 min, 4 °C).   

   3.    Cells are resuspended in ~35 mL of  Inclusion Bodies   Lysis 
Buffer and are lysed by  sonication   on ice using a Branson Sonifi er 
450 with ½ in. stud probe and 2 × 60 × 0.7 s pulses at 70 W 
(0.3 s spacings between pulses). Inclusion bodies are isolated by 
centrifugation (20,000 ×  g , 4 °C, 30 min). The supernatant is 
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discarded and the inclusion bodies are resuspended and broken 
up by pipette in Inclusion Bodies Wash Buffer. Inclusion bodies 
are isolated by centrifugation (20,000 ×  g , 4 °C, 30 min), super-
natant discarded and dissolved in ~ 5 mL of DB buffer (the 
inclusion bodies are broken up by pipette and the solution left at 
room temperature for 1 h). Undissolved cell debris is removed 
by microcentrifuge (20,000 ×  g , 5 min, room temperature).   

   4.    The dissolved inclusion  body   solution is refolded by manual 
injected into 400 mL of ice cold RB with stirring (kept at 4 °C) 
at a rate of ~ 100 μL/min. The solution is left stirring at 4 °C 
for 2.5 days before EDTA is quenched with an excess of MgCl 2  
(fi nal concentration 2 mM) ( see   Note    9  ). Precipitated protein is 
removed by centrifugation (10,000 ×  g , 4 °C, 30 min) and the 
supernatant is loaded on a 5 mL bead volume of Ni- NTA   aga-
rose in a gravity column by a peristaltic pump. The beads are 
washed with 30 mL NiBB, 20 mL of 1:8 mixture of NiBB and 
NiEB (imidazole fi nal concentration 50 mM), respectively and 
CagL is eluted with 10 mL of NiEB. CagL is dialyzed overnight 
at 4 °C against 2 L of gel fi ltration buffer. CagL is subjected to 
 size exclusion chromatography   on an S200 10/300 GL col-
umn (GE Healthcare) equilibrated with gel fi ltration buffer by 
4–6 × 2mL injections. Folded  CagL   typically elutes around 
16–17 mL. Protein  purity   is confi rmed by SDS  PAGE  .      

       1.    CagL is diluted to 1 mg/mL with gel fi ltration buffer. In limited 
lighting, 1.375 mL of CagL is added to 2.75 μL of SYPRO 
Orange in a sterile microfuge tube. 12.5 μL of the CagL- SYPRO 
Orange mixture is added to each well of a 96-well White 
TempPlate. Carefully dispense 12.5 μL of the differential scan-
ning fl uorimetry solutions to the same plate, seal with Optical 
Sealing Tape and briefl y centrifuge the plate at room tempera-
ture (500 ×  g , 5 min) to remove any air bubble that may have 
occurred during the preparation of the plate ( see   Note    10  ).   

   2.    Place the plate in an iQ5 Multicolor Real Time  PCR      Detection 
System or other appropriate Real Time  PCR   machine (e.g., 
ABi 7900). Run a program which scans the temperature from 
25 to 95 °C, at 1 °C/min with a dwell time of 1 min at each 
temperature ( see   Note    11  ).   

   3.    Export the Relative Fluorescence Units (RFUs) to an EXCEL 
spreadsheet. Download a copy of the “Transform” for the 
appropriated Real Time  PCR   machine and “DSF Analysis” 
EXCEL spreadsheet (ftp://ftp.sgc.ox.ac.uk/pub/biophys-
ics/). Paste the raw RFUs from your experiment into the “RfU” 
tab of the Transform spreadsheet. Copy the output data from 
this and paste into the “Paste in transformed Data” tab of the 
DSF Analysis fi le. Visually inspect the graphs produced in the 
“All Graphs” tab for melting transitions ( see   Note    12  ). In the 
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“Custom Graphs” tab several graphs can be superimposed onto 
a single graph (Fig.  2a ), whilst in the “Custom Normalized 
Graphs” tab, superimposed graphs can be normalized (Fig.  2b ). 
Melting temperatures are calculated where the relative fl uores-
cence is equal to 0.5.  CagL   should display melting tempera-
tures of ~ 50 °C at low pH (Fig.  2b ). As the pH is increased, 
CagL becomes thermally unstable and shifts to a melting  tem-
perature   of ~ 40 °C (Fig.  2b ).   

4                         Notes 

     1.    The primers can potentially be purchased phosphorylated, 
annealed directly together and then ligated into the  XhoI / PacI  
cut  pRSFDuet   vector.   

   2.     Ligations   can be carried out with T4 ligase, though reaction 
times are increased.   

   3.    The forward primer for  GST  - CagF   contains a Tobacco Etch 
Virus (TEV) protease site. We use this to cleave GST from 
CagF using TEV  protease   made in-house.  pGEX  -5×-2 con-
tains a Factor X A  site, which is in reading frame with GST and 
CagF and can also be used to cleave CagF.   

   4.    Coexpression of GST-CagF and  CagA   could be achieved by 
placing them in MCS1 and MCS2 of the modifi ed  pRSFDuet-
 1  . However, expression in  BL21  (DE3) does not produce any 
protein. Replacing the T7 promoter controlling expression of 
GST-CagF with a  tac  promoter promotes GST- CagF   expres-
sion, though no expression of CagA is observed. We only fi nd 
expression of both CagA and CagF when they are expressed on 
different vectors. Expression of proteins either from the same 

  Fig. 2     Differential scanning fl uorimetry   assay of purifi ed  CagL  . ( a ) Raw fl uorescence of CagL-SYPRO Orange 
undergoing thermal melting in water ( blue ), 100 mM Tris, pH 8.0 ( magenta ) and 100 mM sodium acetate 
pH 4.0 ( green ). ( b ) Normalized thermal melt of the same condition. In water and 100 mM Tris, pH 8.0, a T m  of 
41 °C is observed. Lowering of the pH (100 mM sodium acetate pH 4.0) causes the T m  to increase by 10 °C       
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plasmid or on separate  plasmids   should be considered if no 
protein expression is observed for the method one chooses to 
follow.      

   5.    Cells containing multiple plasmids are typically more sensitive 
to antibiotic selection and concentrations should be halved.   

   6.    Lysing  BL21  (DE3) + pCAGA-CagA/ pGEX  -5×-2-CagF cells 
which have been suspended in a cell extract of lysed 
BL21(DE3) + pGEX-5×-2-CagF ensures an excess of  GST  - 
CagF to bind free  CagA   and suppress degradation.   

   7.    We have tried several methods to remove CagF from CagA 
including lower concentrations of urea (1.0 and 1.5 M) and 
high concentrations of NaCl (3.0 M). However,  CagF   was not 
fully removed from  CagA   after 2 days of washing the Ni-NTA 
agarose.   

   8.    Typically, we would use the protein that eluted from the Ni- 
 NTA   agarose in isothermal titration calorimetry after dialysis 
and not perform  size exclusion chromatography  . This is due 
without  CagF   present; CagA starts to degrade within 2 days. 
We note that for unknown reasons, CagA degradation is accel-
erated in phosphate buffers and should be avoided once CagF 
is removed.      

   9.    We observed by leaving  CagL   to refold longer in the REDOX 
buffer suppresses dimerization though formation of intermo-
lecular disulfi des by allowing reshuffl ing of the disulfi des to 
form intramolecular disulfi des.   

   10.    Centrifugation of the plate should be carried out at room tem-
perature to prevent condensation forming on the optical fi lm, 
which may affect the fl uorescence readings in the RT  PCR  .   

   11.    SYPRO Orange has both a broad excitation and emission. 
Select an emission fi lter that encompasses the 600–630 nm 
range, such as ROX (610 nm) or Cy3 (615 nm).   

   12.    A protein melting curve should show a low initial fl uorescence 
which increases with temperature as the dye binds to unfolding 
of the protein and begins to fl uoresce, reaches a maximum 
when all the protein is unfolded, and then slowly decrease as 
the dye dissociates from the unfolded protein. However, sev-
eral types of curves may present themselves; (1) No transition 
is observe due to the protein having a higher melting tempera-
ture than the experiment; (2) Several transitions may occur 
suggesting either oligomerization of multi-domain unfolding 
or; (3) A high fl uorescent background with a small transition 
suggesting that the protein is not folded or hydrophobic 
patches occur on the surface. In these cases the protein should 
be either refolded using a different method if you suspect the 
protein is still unfolded or screen different ratios of protein to 
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SYPRO Orange. For instance 1 mg/mL of protein to 1× 
SYPRO Orange if the background is too high or 10× SYPRO 
Orange if the transition is not  clear  .         
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    Chapter 7   

 Development of a Single Locus Sequence Typing (SLST) 
Scheme for Typing Bacterial Species Directly 
from Complex Communities                     

     Christian     F.  P.     Scholz      and     Anders     Jensen     

  Abstract 

   The protocol describes a computational method to develop a Single Locus Sequence Typing (SLST) 
scheme for typing bacterial species. The resulting scheme can be used to type bacterial isolates as well as 
bacterial species directly from complex communities using next-generation sequencing technologies.  

  Key words     SLST  ,   MLST  ,   Core-genome  ,   Bioinformatics  ,   Genomics  ,   Bacterial typing  ,   Sequencing   

1     Introduction 

          Bacteria are ubiquitous and found in every environment of the 
Earth’s biosphere where they are responsible for numerous bio-
logical activities [ 1 ]. In addition, the microorganisms of the human 
body have been related to disease as well as health [ 2 ]. Recent 
research has shown that dysbiosis of the human microbiome may 
be responsible for many human disorders. For example, type 2 dia-
betes, obesity, and some immune related diseases are associated 
with specifi c groups of bacteria in the human gut microbiome [ 2 –
 6 ]. Similarly, specifi c groups of bacteria in the oral microbiome are 
associated with oral/dental diseases like gingivitis and  periodonti-
tis   [ 7 – 9 ]. While these are examples of diseases where groups of 
bacteria, at taxonomic ranks higher than species level, interact with 
the human body, there are also many examples of diseases that are 
related to a specifi c bacterial species or even specifi c strains/types 
within a bacterial species [ 10 – 12 ]. In addition, different strains/
types of bacteria often possess distinctive  virulence factors      that are 
related to their potential to cause disease. Identifi cation of bacterial 
isolates is mainly done using a few biochemical tests, MALDI- 
TOF, or  sequencing   of the 16S rRNA  gene  )       [ 13 ], but for many 
bacterial species, e.g.,   Streptococcus    species, biochemical analysis 
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and 16S rRNA sequences lack discriminatory power to resolve 
bacterial species from each other [ 14 ,  15 ]. As an alternative to 16S 
rRNA, multilocus sequence typing/analysis ( MLST  /MLSA) has 
shown to be a suitable tool for identifi cation and typing of bacterial 
isolates with superior resolution [ 16 ,  17 ]. Based on phylogenetic 
reconstructions based on several housekeeping genes, MLSA has 
been used to identify bacterial species from many different genera, 
which cannot be identifi ed by biochemical test or 16S rRNA 
sequences [ 18 – 21 ]. 

 While the identifi cation and typing of bacterial isolates may be 
diffi cult, comprehensive identifi cation and characterization of bac-
teria in vivo directly from complex microbial communities is even 
more diffi cult. However, recent advances in second-generation 
 sequencing   technologies like 454  pyrosequencing   and Illumina 
sequencing have revolutionized the capability to characterize and 
identify the taxa in a complex microbial community with refer-
ences to databases of 16S rRNA gene sequences [ 22 ]. Currently, 
the most commonly used approach to characterize and identify 
bacteria in complex environments is to partial sequence the 16S 
rRNA gene using universally conserved primers [ 23 ]. However, 
due to the high similarity of 16S rRNA gene sequences among dif-
ferent bacteria and the short read length produced by next genera-
tion methods such as 454 pyrosequencing and Illumina, this 
approach can only confi dently identify bacteria at high taxonomic 
levels (e.g., genus and family) [ 24 ]. Few studies have tried to 
develop different methods to retrieve species-level information 
from 16S rRNA sequences derived from complex communities 
using next-generation  sequencing   technologies. Eren et al. [ 25 ] 
used Shannon entropy to identify information-rich nucleotide 
positions in V1-V3- and V3-V5 data from  Human Microbiome 
Project  . The resulting oligotypes could be associated with species 
taxon names by using the curated Human Oral Microbiome 
Database [ 26 ]. Other studies have also shown that species-level 
information is present in the partial 16S rRNA gene sequences, but 
is most applicable in well-described communities [ 27 ,  28 ]. Shotgun 
metagenome sequencing using next-generation sequencing tech-
nologies has also proven capable of describing bacterial communi-
ties at species—or even type/strain level in several occasions. Tu 
et al. [ 29 ] used a novel k-mer approach to identify genome specifi c 
markers from metagenome  sequencing  , allowing them to identify 
specifi c strains in the gastrointestinal tract associated with type 2 
diabetes patients and obese/lean individuals. Recently, Joseph 
et al. [ 30 ] developed a method to type   Staphylococcus aureus    
directly from shotgun metagenomic data. While typing from 
metagenomic data seems very promising it is applicable only to 
taxa that are relatively abundant in the samples, which also limits 
the number of  samples  )       that can be multiplexed and sequenced 
simultaneously. These limitations can be overcome by amplifying 
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species/strain specifi c genes directly from samples of complex 
communities before sequencing. Drevinek et al. [ 31 ] were able to 
type strains of the   Burkholderia cepacia    Complex from sputum 
samples of cystic fi brosis patients by MLST. However, as  MLST   
uses several loci for typing, MLST schemes can only be applied to 
complex samples if a single type of the bacterial species of interest 
is present in the sample. Alternatively, a single locus may be used 
for typing of bacteria in complex communities where several differ-
ent types of the same species are present simultaneously. 

 Here, we describe a computational method to identify single 
loci within the genome, which may have comparable typing resolu-
tion to MLST. The method, called single locus sequence typing 
(SLST), is designed for bacterial species with a nearly clonal  popu-
lation structure   and has previously been described for the human 
skin bacterium   Propionibacterium acnes    [ 32 ], for which specifi c 
types have been associated with disease [ 33 ].  

2    Materials 

   It is a prerequisite for this protocol that:

    1.    The target species should be clonal with minimum degree of 
genetic recombination.   

   2.    The number of available whole genome  sequences   should 
cover the known genetic diversity.      

   The method described here is basically a genome-wide search for a 
single locus that best describes the phylogenetic diversity of a given 
species represented by the  core-genome  . Therefore, to perform 
this analysis it is a prerequisite that whole-genome sequences cov-
ering the known phylogenetic variation of the species are available. 
Genome sequences can be downloaded from NCBI or other simi-
lar  databases  )       ( see   Note    1  ).  

   Python [ 34 ] will be used to demonstrate implementation of the 
methods used. However, most scripting/programming language 
can be used. The NCBI Blast + suite [ 35 ] is used for extraction of 
locus sequences from genomes. Multiple alignments of FASTA 
fi les are performed using  Muscle   [ 36 ].   

3    Methods 

   Whether the SLST scheme has to refl ect an existing  MLST   scheme 
or the phylogenetic relationship between strains, a good reference 
tree is essential. For this protocol we describe a method to generate 
a reference core  genome   tree using whole genome sequences. 

2.1  Prerequisites

2.2   Genome   
Sequences

2.3  Software

3.1  Designing 
a Single Locus Typing 
Scheme

Developing an SLST Scheme
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    The following method generates a core-genome tree from unan-
notated whole genome sequences without any knowledge of the 
specifi c genes within the genomes. To make a tree based on all 
shared sequences of the included genomes choose any genome and 
slice it into segments of 200 bp.  See  python Code  1  for a slicing 
script example. Store the fragments in a multi FASTA-fi le using 
unique headers for all fragments (e.g., “>strain_start_end”). This 
fi le will be used to extract homologous sequences from the other 
genomes. For this task blastn of the BLAST+ suite will be used 
[ 35 ]. Code  2  demonstrates how Python can interact with blastn to 
automate a repetitive blasting  process  )       ( see   Note    2  ). Store all 
homologous sequences from the included genomes in a multi- 
FASTA- fi le, where each genome should be given the exact same 
header, e.g., strain name, across the different fragment fi les (this 
step is important for later concatenation of the fragments). Align 
the resulting multi-FASTA fi les separately using  muscle   from the 
command-line (e.g., “muscle-in fragment0_200.fas-out frag-
ment0_200.fas”). Note, Python has several libraries for multi- 
threading, blast searches and alignments may be run in parallel on 
a multi-core computer to speed up the process. Following the 
alignment, the fragments need to be concatenated into a single 
sequence for each genome ( see  Code  3 ). The concatenated 
sequences can now be used to generate a phylogenetic tree in a 
 bioinformatic   software package like Mega [ 37 ] or Ugene [ 38 ].

         The locus size is very important, as it dictates which  sequencing   
technology and experimental designs can be used. Locus size is 
also directly linked to the theoretical maximum resolution of the 
scheme. Using a size around 500 bp, the typing scheme can both 
be used for typing of isolates with the Sanger sequencing 

3.1.1  Establishing 
a Reference Tree

3.1.2  Deciding on Target 
Locus Size

  Code 1    Note that the variable “genome” is an exemplifi ed genome sequence. 
The variable should point to an already opened and parsed FASTA- fi le  )             
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technology as well as for typing of the species in vivo in complex 
communities using 454  pyrosequencing   or Illumina paired-end 
sequencing. While discriminatory sequence variation within the 
locus is necessary for typing, a conserved region upstream and 
downstream is important for designing specifi c primers. 
Furthermore, one should design the primers having in mind that 
the fi rst 20–40 nucleotides in Sanger  sequencing   are of low quality. 
To optimize for price per sequence/sample, a locus of around 
400 bp may be preferred, as this allows the use of Illumina sequenc-
ing technology, which generates more short-read sequences and at 

  Code 2    A simplifi ed blast script. Note, the script will only print the fi rst hit for each query sequence       

  Code 3    Note that the variables “fragA” and “fragB” are examples of aligned frag-
ment fi les (of two strains each) that have been opened and parsed into dictionar-
ies, so that the headers are keys to the corresponding sequences. The “concat” 
function is given a list of dictionaries and returns the concatenated sequences as 
a single dictionary       
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a lower cost compared to the longer reads of 454  pyrosequencing  . 
However, in the interest of keeping a high resolution comparable 
to the  core-genome   tree, 400 bp was not suffi cient for the SLST 
scheme of  P.    acnes    [ 32 ].  

   To locate all candidates spanning the defi ned locus size ( x ) a refer-
ence genome will be used. The sequence will serve as query 
sequence for blastn ( see   Note    3  ). To test all possible windows of  x  
nucleotides throughout the genome a “sliding window” approach 
is used. This means the fi rst candidate will start at nucleotide one 
and end after  x  nucleotides, the next will start at the second nucle-
otide and end at  x  + 1. This will result in a large number of candi-
dates for evaluation ( see   Note    4  ). For a closed genome this number 
will be “genome size in bases minus  x ” candidates. Here, the slice 
function defi ned in Subheading  3.1.1  above can be reused by 
changing the variables ( see  Code  4 ). The resulting candidates 
should be named uniquely (e.g., “>strain_name_start_end”) and 
stored in a multi-FASTA-fi le. This fi le will then be used to extract 
homologous sequences from the other genomes using blastn from 
the BLAST+ suite [ 35 ]. A simple script for retrieving hit-results 
from blastn is demonstrated above in Code  2 . Generate one multi- 
FASTA- fi le for each candidate containing homologous sequences 
from the other genomes. Sequence within the fi les should be 
labeled with the corresponding genome name.

      To reduce the number of candidate FASTA-fi les to a few candidates 
that mirror the phylogeny of the reference tree, a set of different 
fi lters is applied. Firstly, all candidate fi les, which do not contain 
sequences from all genomes, should be removed ( see   Note    5  ). 
Secondly, all candidates with variation in number of gaps beyond a 
certain threshold should be removed (e.g., 6 nt). Thirdly, imple-
ment a “blacklist” ( see  Code  5 ). From the reference tree pairs of two 
strains that are located in phylogenetically distinct clusters can be 
identifi ed (Fig.  1 ). Note that a type in the SLST scheme is defi ned 
by a unique sequence that differs by one or more bases from other 
sequence types. The candidates are fi ltered out if the “blacklisted” 
pairs have identical sequence-types ( see  Code  5 ). Start with a few 
pairs, and gradually include more pairs to decrease the number of 

3.1.3  Fragmenting 
the  Genomes  )      

3.1.4  Filtering 
Out Candidates

  Code 4    The “slice” function defi ned in Code  3  is reused, and to implement the 
sliding window approach the “jump” variable is lower than the “size” variable. 
Note that the locus size is set to 19 bp for simplifi cation of the example       
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candidates. You may fi nd that some pairs eliminate all candidates. 
However, this is expected, as an ideal typing scheme may not exist, 
but you may fi nd an applicable scheme by removing that pair. By 
adding new pairs in iterations, the candidate-list will be reduced and 
should ideally return less than ten  candidates  )       ( see   Note    6  ).

      There is no exact method to select the best candidate after the fi lter-
ing process. One way is, by manual inspection, to determine 
whether the remaining candidates refl ect the phylogenetic tree 

3.1.5  Choosing the Best 
Candidate for Validation

  Code 5    The function “fi lter” takes a candidate locus in the form of a dictionary 
where the keys are strain names for their corresponding sequences and returns 
a boolean “True” if the candidate is able to discriminate between all the pairs 
defi ned in the variable “blacklist.” Sequences are 3 bp long for simplifi cation of 
the  example  )             

  Fig. 1    An exemplifi ed  core-genome   tree of nine strains demonstrating the selec-
tion of blacklist pairs. In this example, strains 5 and 6 (indicated by  black squares ) 
should have different sequence types. Similarly, the pairs 4/9 and 1/8 should at 
least be separated by one nucleotide       

 

 

Developing an SLST Scheme



104

structure as found in the reference tree. Potential confl icts may be 
resolved by shifting the locus right or left, or by increasing/decreas-
ing the locus size. The sequence integrity (indels) should also be 
taken into account before deciding on the fi nal candidate/locus. 
Finally, the feasibility of fi nding a conserved region for primers in 
the near vicinity of the chosen locus is important ( see   Note    7  ). 
There are many tools available for designing  PCR   primers. However, 
using primer-blast [ 39 ] from NCBI you will have the option to 
check if your primers are specifi c for the intended group of strains/
bacteria, which is essential if used on a complex sample.  

   Searching the whole genome introduces the risk that the resulting 
SLST scheme achieved the wanted separation by chance. Therefore, 
it is advisable to verify the new SLST scheme including the selected 
primer pair using a set of strains, where the phylogeny and sequence 
type from  MLST   is known. This could be performed by Sanger 
 sequencing   the new locus from strains previously typed by MLST 
or genome  sequenced  )      .   

   An SLST scheme provides a unique and simple method to type 
isolates as well as to determine the clonal diversity of a species in a 
complex sample. Typing of bacterial isolates using the developed 
SLST scheme by  PCR   and Sanger sequencing is simple, cheap, and 
straightforward compared to, e.g., MLST where normally seven 
genes have to be amplifi ed and sequenced. The most important use 
of a well-designed SLST scheme is that it can be used to type the 
species directly from samples. Samples taken from an environment 
with a complex bacterial community, like the skin, can directly be 
analyzed for the presence of different SLST types using the SLST 
scheme after DNA extraction, PCR amplifi cation, and fi nally 
 sequencing   in a high-throughput sequencer like 454  pyrosequenc-
ing  . We have previously used an SLST scheme for the skin bacteria 
 P. acnes  to demonstrate how it can be used to provide “unbiased” 
typing of  P. acnes  across different skin sites where different SLST 
types of  P.    acnes    are present simultaneously [ 32 ]. 

   Finally, for optimal utilization of the developed  SLST   )      scheme a 
public database has to be established and maintained by dedicated 
curators. New types will be found and need to be screened for 
sequencing errors or ambiguous base calling ( see   Note    8  ). The cura-
tor should validate raw data fi les (e.g., forward and reverse Sanger 
reads in AB1 fi les) before inclusion of new types. Furthermore, it is 
increasingly imperative to establish a policy of how to handle new 
types acquired from whole-genome sequencing or single reads of 
next-generation sequencers. Strain isolation and bidirectional Sanger 
 sequencing   will often be considered the gold standard for new types. 
However, it can be diffi cult to uphold such strict criteria in the light 
of better quality in whole-genome sequencing or in the case of a 
large number of identical reads in one sample.    

3.1.6  Validation 
of the SLST Scheme

3.2  Applications 
of SLST Schemes

3.2.1  Establishing 
a Database
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4            Notes 

     1.    At the NCBI databases species names of sequences are provided 
by the submitter to the best of their knowledge. This means 
that it is possible to fi nd genomes identifi ed only at the genus 
level (e.g., “ Propionibacterium  sp.”) or genomes that have been 
incorrectly identifi ed. This is an important realization. Firstly, 
including an incorrectly identifi ed strain in the analysis will sig-
nifi cantly reduce the number of candidate loci and secondly, 
there is a risk of excluding an important strain that confl ict with 
the SLST scheme. A simple yet effective way to check this is to 
fi nd few genes from a known strain and blast them against all 
genomes of the genus by NCBI blast. Remember to use both 
the “Genomes” and the “WGS” databases!   

   2.    Blastn may return alignments missing one or two nucleotides 
at the edges if these do not match the query sequence. 
Therefore, it is advisable to check this in the script, and include 
missing nucleotides using the hit coordinates from the subject 
sequence, e.g., the genome.   

   3.    With the described method a locus overlapping with contig 
breaks in the reference genome will not be evaluated. To avoid 
missing potential good candidates use a genome with fewest 
possible breaks (e.g., closed genomes).   

   4.    This step can greatly affect the computation time of the subse-
quent analysis. If this is a concern, the “jump” of the sliding 
window can be increased to two or more nucleotides. This will 
dramatically reduce the number of candidates under assump-
tion that a few nucleotides at the edges will not change the 
fi nal choice of typing  scheme  )      .   

   5.    It may be more appropriate to fi lter out candidates with less 
than 50–80 % of the included strains, especially if unclosed 
genomes are used.   

   6.    Remember to inspect the remaining candidates as they are 
reduced in numbers. A list of 100–200 candidates may actually 
represent just a few loci overlapped by many candidates ( see , 
e.g., Fig. 2 in ref.  32 ). In an exemplifi ed case, two remaining 
candidates could be the same candidate, except for a single 
nucleotide shift at both edges. The overlapping candidates 
should be merged into one candidate, when the reduction of 
candidates has progressed suffi ciently.   

   7.    To some degree a less conserved region can be used by adding 
a few wobble bases, which corresponds to two or more bases, 
to encompass all strains in your  PCR   primers.   

   8.    Only new types verifi ed from bidirectional Sanger sequencing 
of isolates should be included in the database. New types found 
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in complex communities by next-generation  sequencing   should 
in most cases be dismissed, due to the number of sequencing 
errors introduced by new sequencing technologies.         

   References 

    1.    Gruber N, Galloway JN (2008) An Earth- 
system perspective of the global nitrogen cycle. 
Nature 451:293–296  

     2.    Cho I, Blaser MJ (2012) The human microbi-
ome: at the interface of health and disease. Nat 
Rev Genet 13:260–270  

   3.    Hartstra AV, Bouter KEC, Bäckhed F, 
Nieuwdorp M (2015) Insights into the role of 
the microbiome in obesity and type 2 diabetes. 
Diabetes Care 38:159–165  

   4.    Ley RE (2010) Obesity and the human micro-
biome. Curr Opin Gastroenterol 26:5–11  

   5.    Proal AD, Albert PJ, Marshall TG (2013) The 
human microbiome and autoimmunity. Curr 
Opin Rheumatol 25:234–240  

    6.    Round JL, Mazmanian SK (2009) The gut 
microbiota shapes intestinal immune responses 
during health and disease. Nat Rev Immunol 
9:313–323  

    7.    Liu B, Faller LL, Klitgord N et al (2012) Deep 
sequencing of the oral microbiome reveals 
signatures of periodontal disease. PLoS ONE 
7:e37919  

   8.    Peterson SN, Snesrud E, Liu J et al (2013) 
The dental plaque microbiome in health and 
disease. PLoS ONE 8:e58487  

    9.    Wade WG (2013) The oral microbiome in 
health and disease. Pharmacol Res 69:137–143  

    10.    Haubek D, Ennibi O-K, Poulsen K et al (2008) 
Risk of aggressive periodontitis in adolescent 
carriers of the JP2 clone of  Aggregatibacter  
( Actinobacillus )  actinomycetemcomitans  in 
Morocco: a prospective longitudinal cohort 
study. Lancet 371:237–242  

   11.    Kazakova SV, Hageman JC, Matava M 
et al (2005) A clone of methicillin-resistant 
 Staphylococcus aureus  among professional foot-
ball players. N Engl J Med 352:468–475  

    12.    Karch H, Tarr PI, Bielaszewska M (2005) 
Enterohaemorrhagic  Escherichia coli  in human 
medicine. Int J Med Microbiol 295:405–418  

    13.    Sabat AJ, Budimir A, Nashev D et al (2013) 
Overview of molecular typing methods for 
outbreak detection and epidemiological sur-
veillance. Euro Surveill 18:20380  

    14.    Richter M, Rosselló-Móra R (2009) Shifting 
the genomic gold standard for the prokary-
otic species defi nition. Proc Natl Acad Sci 
106:19126–19131  

    15.    Scholz CFP, Poulsen K, Kilian M (2012) 
Novel molecular method for identifi cation of 
 Streptococcus pneumoniae  applicable to clini-
cal microbiology and 16S rRNA sequence-
based microbiome studies. J Clin Microbiol 
50:1968–1973  

    16.    Maiden MCJ (2006) Multilocus sequence 
typing of bacteria. Annu Rev Microbiol 
60:561–588  

    17.    Maiden MCJ, Bygraves JA, Feil E et al (1998) 
Multilocus sequence typing: a portable 
approach to the identifi cation of clones within 
populations of pathogenic microorganisms. 
Proc Natl Acad Sci U S A 95:3140–3145  

    18.    Bishop CJ, Aanensen DM, Jordan GE et al 
(2009) Assigning strains to bacterial species via 
the internet. BMC Biol 7:3  

   19.    Gevers D, Cohan FM, Lawrence JG et al 
(2005) Re-evaluating prokaryotic species. Nat 
Rev Microbiol 3:733–739  

   20.    Glaeser SP, Kämpfer P (2015) Multilocus 
sequence analysis (MLSA) in prokaryotic tax-
onomy. Syst Appl Microbiol 38:237–245  

    21.    Sawabe T, Kita-Tsukamoto K, Thompson FL 
(2007) Inferring the evolutionary history of 
vibrios by means of multilocus sequence analy-
sis. J Bacteriol 189:7932–7936  

    22.    Shendure J, Ji H (2008) Next-generation DNA 
sequencing. Nat Biotechnol 26:1135–1145  

    23.    Wang Y, Qian P-Y (2009) Conservative frag-
ments in bacterial 16S rRNA genes and primer 
design for 16S ribosomal DNA amplicons in 
metagenomic studies. PLoS ONE 4:e7401  

    24.    Schloss PD, Westcott SL (2011) Assessing 
and improving methods used in operational 
taxonomic unit-based approaches for 16S 
rRNA gene sequence analysis. Appl Environ 
Microbiol 77:3219–3226  

    25.    Eren AM, Borisy GG, Huse SM, Mark Welch 
JL (2014) Oligotyping analysis of the human 
oral microbiome. Proc Natl Acad Sci U S A 
111:E2875–E2884  

    26.   Chen T, Yu W-H, Izard J et al (2010) The 
human oral microbiome database: a web acces-
sible resource for investigating oral microbe 
taxonomic and genomic information. Database 
2010:baq013.  

    27.    Conlan S, Kong HH, Segre JA (2012) Species- 
level analysis of DNA sequence data from the 

Christian F.P. Scholz and Anders Jensen



107

NIH human microbiome project. PLoS ONE 
7:e47075  

    28.    Jensen A, Fagö-Olsen H, Sørensen CH, Kilian 
M (2013) Molecular mapping to species level 
of the tonsillar crypt microbiota associated 
with health and recurrent tonsillitis. PLoS 
ONE 8:e56418  

    29.    Tu Q, He Z, Zhou J (2014) Strain/species 
identifi cation in metagenomes using genome- 
specifi c markers. Nucleic Acids Res 42:e67  

    30.   Joseph SJ, Li B, Petit RA et al (2015) The single- 
species metagenome: subtyping  Staphylococcus 
aureus  core genome sequences from shotgun 
metagenomic data. bioRxiv 030692  

    31.    Drevinek P, Vosahlikova S, Dedeckova K et al 
(2010) Direct culture-independent strain typ-
ing of  Burkholderia cepacia  complex in spu-
tum samples from patients with cystic fi brosis. 
J Clin Microbiol 48:1888–1891  

       32.    Scholz CFP, Jensen A, Lomholt HB et al 
(2014) A novel high-resolution single locus 
sequence typing scheme for mixed populations 
of  Propionibacterium acnes  in vivo. PLoS ONE 
9:e104199  

    33.    Lomholt HB, Kilian M (2010) Population 
genetic analysis of  Propionibacterium acnes  
identifi es a subpopulation and epidemic clones 
associated with acne. PLoS ONE 5:e12277  

    34.   Welcome to Python.org. In: Python.org. 
  https://www.python.org/    . Accessed 28 Nov 
2015  

      35.    Camacho C, Coulouris G, Avagyan V et al 
(2009) BLAST+: architecture and applications. 
BMC Bioinformatics 10:421  

    36.    Edgar RC (2004) MUSCLE: multiple sequence 
alignment with high accuracy and high 
throughput. Nucleic Acids Res 32:1792–1797  

    37.    Tamura K, Stecher G, Peterson D et al (2013) 
MEGA6: molecular evolutionary genetics anal-
ysis version 6.0. Mol Biol Evol 30:2725–2729  

    38.    Okonechnikov K, Golosova O, Fursov M, 
UGENE Team (2012) Unipro UGENE: a 
unifi ed bioinformatics toolkit. Bioinformatics 
28:1166–1167  

    39.    Ye J, Coulouris G, Zaretskaya I et al (2012) 
Primer-BLAST: a tool to design target-specifi c 
primers for polymerase chain reaction. BMC 
Bioinformatics 13:134    

Developing an SLST Scheme

https://www.python.org/


109

Pontus Nordenfelt and Mattias Collin (eds.), Bacterial Pathogenesis: Methods and Protocols, Methods in Molecular Biology, 
vol. 1535, DOI 10.1007/978-1-4939-6673-8_8, © Springer Science+Business Media New York 2017

    Chapter 8   

 Reconstructing the Ancestral Relationships 
Between Bacterial Pathogen Genomes                     

     Caitlin     Collins      and     Xavier     Didelot      

  Abstract 

   Following recent developments in DNA sequencing technology, it is now possible to sequence hundreds 
of whole genomes from bacterial isolates at relatively low cost. Analyzing this growing wealth of genomic 
data in terms of ancestral relationships can reveal many interesting aspects of the evolution, ecology, and 
epidemiology of bacterial pathogens. However, reconstructing the ancestry of a sample of bacteria remains 
challenging, especially for the majority of species where recombination is frequent. Here, we review and 
describe the computational techniques currently available to infer ancestral relationships, including phylo-
genetic methods that either ignore or account for the effect of recombination, as well as model-based and 
model-free phylogeny-independent approaches.  

  Key words     Pathogen genomics  ,   Population structure  ,   Bacterial recombination  ,   Phylogenetics  , 
  Ancestral inference  ,   Comparative genomics   

1     Introduction 

 Owing to rapid progress in DNA  sequencing   technologies, 
bacterial whole genome sequence data is becoming increasingly 
available [ 1 ,  2 ]. The genomes of many of the world’s infectious 
pathogens are already available; yet, infectious diseases remain 
accountable for 23 % of worldwide annual mortality [ 3 ]. Moreover, 
as globalization continues to increase the rate and scope of human 
interaction, with each other, and with animals, the evidence sug-
gests this process will be accompanied by parallel change in the 
spread and evolution of infectious  pathogens         [ 4 – 7 ]. 

 Reconstructing the ancestral relationships between bacterial 
isolates can help in answering a wide range of questions, such as:

    1.    What historical processes gave rise to the patterns of antibiotic 
resistance and serotype dynamics observed in   Streptococcus  
    pneumoniae   ? [ 8 ].   
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   2.    What is the effective population size of   Escherichia coli   ? [ 9 ] 
And what impact does this have on its evolution? [ 10 ].   

   3.    How old are bacterial pathogens, for example   Yersinia 
pestis   ? [ 11 ].   

   4.    Does host association in  Campylobacter coli  have an evolution-
ary basis or can the observed genetic association be attributed 
to identity by descent? [ 12 ].   

   5.    What genetic and phenotypic state most likely characterized 
the common ancestor of divergent   Staphylococcus aureus    lin-
eages? [ 13 ].   

   6.    Can transmission events be reconstructed from one individual 
to another, for example in   Mycobacterium tuberculosis   ? [ 14 ].     

 As these questions make evident, a better picture of the genetic 
ancestry of bacterial isolates can greatly improve our understand-
ing of infectious pathogens and their evolution as agents of disease. 
We defi ne “genetic ancestry” quite broadly in the context of bac-
teria. In human genetics, a distinction is drawn between “ances-
tral” relationships (deep-rooted in the evolutionary past) and 
“familial” relationships (occurring at present or in the recent past) 
[ 15 ]. This distinction is sensibly enforced in sexually recombining, 
outbreeding human populations as different methods may be 
needed to elucidate genealogies (at the individual level) and phy-
logenies (at the population level) [ 16 ]. Clonal inheritance in bacte-
rial populations, by contrast, allows us to consider genetic 
relatedness at all levels and on any timescale to be a suitable target 
for methods attempting to reconstruct “ancestral relationships” 
between genomes.          

 At present, a wide array of analytical methods can be applied to 
 bacterial genomes   for the purpose of reconstructing the ancestral 
relationships between bacterial isolates. Furthermore, the parallel 
advancement in computational effi ciency and the increasing acces-
sibility of relevant software platforms means that these methods 
can be applied by a greater number of users to more sequences in 
less time. Here, we present the most persistent, popular, and prom-
ising methods used to elucidate the ancestral relationships between 
bacterial genomes.  

2    Materials 

   Table  1  contains a list of computer software that can be used to 
reconstruct ancestral relationships between bacterial isolates based 
on whole-genome sequence alignments .  Details of how these soft-
ware work are given in Subheading  3 .

2.1  Software

Caitlin Collins and Xavier Didelot
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3         Methods 

          While the purpose and scope of analyses that involve the recon-
struction of ancestral relationships between bacterial isolates vary 
considerably, the following steps are usually followed:

    1.    Collect bacterial isolates from a pathogenic lineage or species 
of interest.   

   2.    Sequence the genomes.   
   3.    Construct an alignment of the genomes.            
   4.    Select and run computer software that implements a method 

of ancestry reconstruction.   
   5.    Estimate the reliability and uncertainty in the results.   
   6.    Visualize the results and draw conclusions.     

 The aim of this chapter is to describe how genomes can be 
used to make inferences about ancestry in samples of bacteria. We 
therefore focus primarily on the second half of this procedure, 
though the essential elements of genome sequence alignment are 
introduced briefl y below.           

   For a complete overview of the workfl ow involved in generating a 
genome sequence alignment, starting from the collection of isolates, 
 see  ref. [ 47 ]. The fundamental element enabling this process is the 
whole-genome  sequencing   of bacterial DNA, which has in the last 
few years become a much cheaper and faster than ever before, owing 
to the emergence of new techniques [ 2 ].The raw output of most 
DNA sequencing techniques is a large volume of short reads from 
the genome, which have to be assembled together to reveal the 
whole genome. The most popular approach for doing this is to map 
the reads to a preexisting reference genome, with the help of tools 
like  MAQ   [ 48 ]. This has the advantage that, since all genomes are 
mapped to the same reference, they are automatically aligned. 
Alternatively,  de novo  assembly can be used to join the reads together 
into large genomic regions called contigs, for example using  Velvet   
[ 49 ]. An alignment can then be generated either with the aid of suit-
able  bioinformatics   software, such as  Mauve   [ 50 ], or by searching 
for the sequence of individual genes within the genomes and per-
forming gene-by-gene alignment, for example using  BIGSdb   [ 51 ].  

     The array of existing methodological approaches designed to 
reconstruct ancestral relationships between bacterial isolates is vast 
and continues to expand. No single method has emerged as the 
universal “Gold Standard” within this domain. Nor should we 
expect one to do so. Fundamentally, the balance of strengths and 
limitations inherent in each approach—and, hence, the most 
appropriate method for inferring genetic ancestry in a given analy-
sis—depends on the sample being analyzed.          

3.1  Procedure 
Overview

3.2  Genome 
Sequence Alignment

3.3  Reconstructing 
Ancestral 
Relationships
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 Below, we present a description of the contending available 
methods. We aim to provide an objective introduction to each class 
of approach, and an overview of the steps required to carry out the 
most prominent methodological members of the following fami-
lies: phylogenetic approaches, including standard methods and 
methods accounting for  recombination  , and non-phylogenetic 
approaches, namely model-based inference methods and model- 
free dimension reduction techniques.  

     When attempting the reconstruction of ancestral relationships 
between  bacterial genomes  , phylogenetic methods are the most 
obvious choice. Phylogenetic trees provide detailed representa-
tions of  population structure   at all levels; and, whether describing 
ancestral relationships on an evolutionary timescale or linking indi-
viduals genealogically, the interpretation of phylogenetic trees 
remains pleasingly intuitive. 

 Among the older and more commonly encountered phyloge-
netic methods are those that ignore recombination. These meth-
ods assume that the evolutionary history of all loci in the genomes 
of sampled isolates can be adequately described by a single (clonal) 
genealogy.  See   Note    1   for a discussion of when to use standard 
phylogenetic methods. Table  2   compares   the features of standard 
phylogenetic methods and can serve as a guide for selecting the 
best approach given the dataset in question and the goals of the 
analysis.         

       Aim:  Identify the tree that results from progressive agglomerative 
clustering of similar individuals. 

  Approach: 

    1.    Select a measure of distance between pairs of individuals.   
   2.    Compute the distance matrix, D, composed of the distances 

between all pairs of sampled individuals.   
   3.    Cluster together the two  least  genetically distant sequences.   
   4.    Update D to refl ect the grouping in (3).   
   5.    Repeat  steps 3  and  4  until all sequences have been clustered 

together.    

   Implementations:  

    An array of distance-based methods exist, each relying on a unique 
criteria to identify the clustering order, including Complete- 
Linkage [ 57 ], Single-Linkage [ 52 ] and Average-Linkage 
Agglomerative Clustering [ 58 ], Weighted—and Unweighted Pair 
Group Method with Arithmetic Mean (WPGMA [ 58 ] and 
UPGMA [ 52 ]), Neighbour-Joining ( NJ  ) [ 53 ]. 

3.4  Phylogenetic 
Methods Ignoring 
 Recombination  

3.4.1  Distance-Based 
Methods
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 The most popular of these methods is the NJ  approach         [ 53 ] 
and its extensions (e.g., BIONJ [ 22 ], FastME [ 59 ]). By contrast to 
the linkage procedures, which assume a molecular clock [ 60 ], the 
NJ algorithm accounts for heterogeneous evolutionary rates. 
Consequently, linkage procedures such as UPGMA output rooted 
ultrametric trees where the distance from the root to any leaf is 
identical (Fig.  1a ) whereas NJ outputs unrooted non-ultrametric 
trees (Fig.  1b ) ( see   Note    2  ). Distance-based methods run in poly-
nomial time, enabling rapid analyses even for large datasets (e.g., 
 N  = 1,000) [ 61 ].

    Applications:  

 Many studies use  NJ   as a fi rst approach to show relationships 
between bacterial pathogen genomes, before more complex meth-
ods are applied, because it is easy to apply and has well-known 
 properties   [ 12 ,  62 ].  

  Fig. 1    Typical output for three standard phylogenetic methods ( N  = 10). ( a ) UPGMA outputs a rooted, ultrametric 
tree. The line segment at the bottom of the fi gure provides a scale for branch lengths in the tree, measured in 
units of nucleotide substitutions per site. Note that evolution is inferred to occur at a constant rate throughout 
the tree (assumes a molecular clock).  (b)    NJ    outputs a star-like, non-ultrametric tree. An unrooted representa-
tion is recommended for NJ trees ( see   Note    2  ). Here, the tree inferred by NJ suggests that the molecular clock 
hypothesis has been violated (compare evolutionary rates for nodes 1 and 5). In such cases, NJ enables more 
accurate phylogenetic inference than UPGMA, which is not robust to this violation. A comparison of Fig.  1a, b  
shows how the bottom-up agglomerative clustering procedure of UPGMA preferentially clusters isolates on 
short branches, resulting in the subsequent misplacement of long branches within the topology.  (c)   BEAST  
outputs rooted, non-ultrametric trees. Like the NJ approach, Bayesian methods can make accurate inferences 
despite variable evolutionary rates. Among its numerous parameters and possibilities, however, the ability to 
reliably estimate dated trees on a timescale has been a major component of the rapid popularization of soft-
ware like BEAST [ 33 ]       
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    Aim:  Identify the tree that requires the smallest number of substi-
tutions on branches to explain the data (“parsimony cost”). 

  Approach: 

    1.    Select an initial tree topology ( see   Note    3  ).   
   2.    Compute parsimony cost.   
   3.    Apply a random modifi cation to the tree.   
   4.    Compute new parsimony cost.   
   5.    Accept new tree if new parsimony cost is lower than previous; 

else, keep previous tree.   
   6.    Repeat  steps 3–5  until no further improvements can be found.    

   Implementations:  

 The dnapars algorithm in  PHYLIP   [ 24 ] is among the most popu-
lar  implementations        , though a large number of alternatives exist 
( see  Table  1 ). 

  Applications:  

 While this class of phylogenetic methods is less frequently cited in 
the  bacterial    genomics   literature, examples of its successful applica-
tion can be found, especially for the study of closely related genomes 
within genetically monomorphic pathogens such  as M.    tuberculosis    
lineage  Beijing   [ 63 ],  Y.    pestis    [ 64 ,  65 ], and  S. enterica  serovar 
Agona [ 66 ].  

    Aim:  Simultaneously estimate a phylogenetic tree and evolution-
ary model parameters, selecting those that achieve the highest 
probability of observing the genomic data ( see   Note    4  ) [ 67 ]. 

  Approach: 

    1.    Select an initial tree and parameters of the model of sequence 
 evolution        .   

   2.    Compute likelihood.   
   3.    Propose changes to the tree and parameters.   
   4.    Compute new likelihood.   
   5.    Accept the proposed changes if the new likelihood is higher 

than the previous one; else, reject the changes.   
   6.    Repeat  steps 3 – 5  until no further improvements can be found.    

   Implementations:  

 Among the most popular maximum-likelihood methods for bacte-
rial pathogen genome analysis are PhyML [ 26 ], RAxML [ 27 ], 
GARLI [ 28 ], and FastTree [ 29 ,  30 ]. 

3.4.2  Maximum- 
Parsimony Methods

3.4.3  Maximum- 
Likelihood Methods
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  Applications:  

 Maximum-likelihood methods are the most popular approach to 
reconstruct phylogenies from alignments of whole genomes of 
bacterial pathogens, with many high profi le studies using them for 
example in  Vibrio cholerae  [ 68 ],   Staphylococcus aureus       [ 69 ], or 
 Chlamydia trachomatis  [ 70 ].  

    Aim:  Simultaneously estimate a phylogenetic tree and evolution-
ary model parameters, selecting a sample of trees from the poste-
rior probability distribution ( see   Notes    4   and   5  ). 

  Approach:  

 Use a Monte-Carlo Markov Chain (MCMC) to sample from the 
posterior distribution:

    1.    Select an initial location in the parameter space (defi ned by tree 
topology, branch lengths, and parameters of the model of 
sequence evolution)         .   

   2.    Propose changes to the parameters according to a proposal 
distribution.   

   3.    Compute the Metropolis-Hastings ratio [ 71 ,  72 ],  R , between 
locations 1 and 2.   

   4.    If  R  > 1, adopt the proposed changes. If  R  ≤ 1, reject them.   
   5.    Repeat  steps 2 – 4  until convergence is achieved ( see   Note    6  ).     

  Implementations:  

 Standard Bayesian methods include those offered by MrBayes 
[ 32 ], BEAST [ 33 ], and BEAST2 [ 34 ]. 

  Applications:  

 In bacterial population  genomics  , the Bayesian method BEAST is 
a popular method of reconstructing a timed phylogeny, where 
leaves are aligned with their known sampling dates and the age of 
ancestors is estimated (Fig.  1c ). Such timed phylogenies are more 
useful than standard phylogenies to draw inferences about the epi-
demiology of the pathogen under  study   [ 73 ].   

    While their asexual, haploid, and clonal nature renders bacterial 
populations amenable to phylogenetic reconstruction, the propen-
sity of some species and lineages to undergo homologous recom-
bination prevents us from relying solely on standard phylogenetic 
approaches. A description of recombination as it pertains to phylo-
genetic inference can be found in  Note    7  , and a discussion of when 
to use a phylogenetic method that accounts for  recombination         in 
 Note    8  . 

3.4.4  Bayesian Methods

3.5  Phylogenetic 
Methods Accounting 
for  Recombination  
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    Aim:  Reconstruct the clonal genealogy, while accounting for 
recombination and identifying the location of recombinant regions. 

  Approach: 

    1.    Construct an initial maximum-likelihood  tree  .   
   2.    Reconstruct ancestral sequences using maximum-likelihood [ 74 ].   
   3.    Estimate the recombination parameters (rate, length of events, 

and average donor/recipient distance), location of recombina-
tion evens for each branch and branch lengths of the clonal 
genealogy via Baum-Welch Expectation-Maximisation (EM) 
algorithm.   

   4.    Estimate uncertainty using a bootstrapping procedure ( see  
Subheading  3.5 ).    

   Implementations:  

 ClonalFrame [ 35 ,  36 ] is one of the most frequently used phyloge-
netic approaches that explicitly models and accounts for  recombina-
tion  . Capable of handling hundreds of genomes, ClonalFrameML 
[ 36 ] is gradually replacing the original ClonalFrame [ 35 ] which 
works well for  MLST   data or very few genomes. 

  Applications:  

 ClonalFrame [ 35 ,  36 ] was applied in its initial  incarnation   [ 35 ] to 
 E.    coli    [ 75 ] and  C. trachomatis  [ 76 ,  77 ]. ClonalFrameML [ 36 ] has 
been used in  Campylobacter  [ 78 ],  S.    pneumoniae    [ 79 ], and  M.  
  tuberculosis       [ 80 ].  

    Aim:  Reconstruct the clonal genealogy, fi nding and excluding 
regions of likely  recombination   

  Approach: 

    1.    Construct initial maximum-likelihood tree.            
   2.    Reconstruct ancestral sequences using maximum-likelihood 

(FastML [ 31 ]).   
   3.    Identify putative recombinant regions (i.e., clusters of substi-

tutions unlikely to have arisen through point mutation) using 
a sliding window scan.   

   4.    Remove putative recombinant sites.   
   5.    Iterate through  steps 1 – 4  until convergence occurs.    

   Implementations:  

 In contrast with ClonalFrameML [ 36 ], Gubbins [ 37 ]  excludes —
rather than accounts for—recombinant regions when recon-
structing the clonal genealogy. Moreover, Gubbins [ 37 ] delimits 

3.5.1  ClonalFrameML

3.5.2  Gubbins
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recombinant regions only in the sampled genomes (focusing on 
outcomes at the terminal nodes of the genealogy), whereas 
ClonalFrameML [ 36 ] identifi es recombinant regions in both 
sampled and un-sampled genomes (focusing on processes 
between internal and terminal nodes). As Fig.  2  illustrates, an 
upstream  recombination   event will be represented once on an 
internal genome by ClonalFrameML and twice on the two termi-
nal recipient genomes by Gubbins.   

    Applications:  

 Gubbins [ 37 ] has been used many times to examine the  population 
structure   and dynamics of  S.    pneumoniae    [ 81 – 85 ], the pathogen 
for which it was initially designed [ 8 ], as well as for analyses of 
 Chlamydia trachomatis  [ 70 ] and   Listeria monocytogenes       [ 86 ].   

   Non-phylogenetic methods—whether model-based or model- 
free—attempt to cluster individuals into genetically related or similar 
populations. Many do not, however, attempt to model the relation-
ships between these populations nor the individuals within each 
cluster [ 87 ].  See   Note    9   on when to use a non-phylogenetic method. 

 All of the clustering methods described below can be used to 
identify the number of subpopulations,  K , in a sample. However, 
it is better to think of the aim of clustering methods as fi nding the 
most  useful K , rather than some hidden “true”  K  ( see   Note    10  ). 
Model-based non-phylogenetic methods attempt to remove some 
of the subjectivity inherent in this problem by relying on an explicit 
population genetics model and a set of stated  assumptions        . 

    Aim:  Assign each locus in the sampled genomes to one of  K  ancestral 
populations of origin ( see   Note    11   on assumptions and choosing  K ). 

  Approach:  

 In the linkage version of the original STRUCTURE algorithm 
[ 88 ,  89 ], a Bayesian MCMC algorithm is used to jointly estimate 
the following quantities:

    1.    For each locus of each sequence, the probabilities of derivation 
from each of the  K  ancestral populations, accounting for the 
fact that neighboring loci are more likely to be inherited from 
the same ancestral population.   

   2.    For each locus and each of the  K  ancestral populations, the 
population allele frequencies.   

   3.    Additional global parameters, such as the average length of 
fragments inherited from an ancestral population.    

  The results can then be visualized with programs like DISTRUCT 
[ 90 ] or STRUCTURE PLOT [ 91 ] to display the most likely ances-
tral population at each locus (as in [ 92 ], representation in Fig.  3 ) or 
the ancestry proportions of each individual (as in ref. [ 93 ]).

3.6  Model-Based 
Non- phylogenetic 
Methods

3.6.1  The 
STRUCTURE Model
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  Fig. 2    Typical output for two phylogenetic methods that account for recombination ( N  = 10). The output from 
( a )  ClonalFrameML         and ( b ) Gubbins can be summarized by two components: the inferred clonal genealogy 
( left ) and a representation of the inferred genomic locations of recombination ( right ). Both ( a ) ClonalFrameML 
and ( b ) Gubbins return rooted, non-ultrametric trees. A scale for the branch lengths of these trees is provided 
at the bottom of each  left-hand panel . On the  right-hand side , the two methods employ similar means to rep-
resent recombination events, using colored regions to represent recombinant loci occurring at positions in the 
genome indicated by the scale that runs along the  x -axis. Genomes are represented in rows in line with cor-
responding nodes in the tree at  left . A key difference, however, exists between the  right-hand panels  demar-
cating the recombinant loci inferred by each method. In ( a ), ClonalFrameML represents all nodes, both internal 
and terminal, with a genome and indicates recombinant loci on the genome fi rst affected by recombination 
(but not its ancestors). In ( b ), Gubbins represents only terminal nodes, which serve as a record of the recom-
binant loci accumulated by its ancestors in the genealogy. In ( b ), two pairs of terminal nodes in the inferred 
genealogy, 4 + 6 and 1 + 5, contain matching recombination signatures in the accompanying alignment by 
Gubbins. In ( a ), no recombinant loci are indicated in the genomes of any of these nodes; instead, the loci 
appear in the genome of their common ancestors       
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    Implementations:  

 STRUCTURE [ 88 ,  89 ] is one of the older and better-known 
model-based methods. However, it was initially designed for mul-
tilocus sequence type ( MLST  ) data and is unable to deal with the 
large amounts of genomic data typical of modern analyses. BAPS 
[ 40 ], BratNextGen [ 41 ], and ADMIXTURE [ 42 ] accomplish sim-
ilar results in less time by replacing the Bayesian MCMC used in 
STRUCTURE with faster alternatives.          

  Applications:  

 STRUCTURE has been used to identify the distinct ancestral ori-
gins of pathogenic and commensal   Escherichia coli    isolates [ 93 ], to 
detect asymmetric patterns of gene fl ow between  Campylobacter 
coli  and  jejuni  sequence types [ 94 ], and to infer speciation in 

  Fig. 3    Typical output for the model-based non-phylogenetic method STRUCTURE ( N  = 10;  K  = 3). This fi gure 
provides a visual summary of STRUCTURE output attained by applying the linkage model to a sample of ten 
bacterial isolates. The STRUCTURE linkage model assigns—to each locus in each genome—a set of ancestry 
proportions, which indicate the probability that the locus in question was inherited from each of  K  ancestral 
populations. Graphical representations of this sort of output can be generated with DISTRUCT [ 90 ] or 
STRUCTURE PLOT [ 91 ]. Within the fi gure, individual genomes are represented in rows and linked blocks of loci 
are represented in columns whose genomic positions are indicated along the  x -axis. The colours of loci within 
each genome correspond to the  K  ancestral populations stated in the inset legend. Although the ancestry 
proportions inferred by STRUCTURE could be depicted for each site in theory, interpretability and utility often 
favor the depiction of only the most likely ancestral population for each locus. Given this representation, it can 
be observed that all three of the  K  ancestral populations are well represented and that clusters of sampled 
isolates can be readily identifi ed on the basis of this  ancestral inference         
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  Salmonella     enterica  [ 92 ]. Applications of other model-based meth-
ods include BAPS in   Streptococcus      pneumoniae    [ 82 ] and 
BratNextGen in   Staphylococcus aureus    [ 95 ].  

    Aim:  Identify the sets of sampled individuals that belong to the 
same “population.” 

  Approach: 

    1.    Consider one individual in the sample to be a “recipient” 
whose genome is entirely composed of segments of DNA cop-
ied from other “donor” individuals in the sample.   

   2.    For all sections of the genome, identify the donor individuals, 
i.e., the set of sampled individuals most genetically similar in 
this region.   

   3.    Repeat  steps 1  and  2  for all individuals in the sample, treating 
each in turn as the “recipient” and all others as putative “donor.”            

   4.    Create a coancestry matrix from the results of this copying 
model, summarizing the number of genome fragments being 
copied between all pairs of sampled individuals across the 
genome.   

   5.    Determine the membership and the number ( K ) of populations 
in the sample, based on the principle that two members of the 
same population should have similar coancestry patterns.    

   Implementations:  

 FineStructure [ 43 ] differs from the STRUCTURE model in that 
genomes copy from contemporaneous genomes rather than ances-
tral populations. This enables much faster inference for large data-
sets. A modifi ed version called orderedPainting has been 
implemented specifi cally with the aim of identifying  recombination   
hotspots in bacterial whole genomes [ 44 ]. 

  Applications:  

 FineStructure was originally created for the analysis of human 
genomic data, but has since proved useful to reconstruct the ances-
try of highly recombinant bacterial pathogens such as  H.    pylori  
  [ 96 ] and  Vibrio parahaemolyticus  [ 97 ]. Preliminary results from 
these bacterial applications of FineStructure suggest that it may be 
better-suited to detecting fi ner  population structures   than the 
other non-phylogenetic  methods         [ 98 ].   

   Model-free non-phylogenetic methods rely on multivariate dimen-
sion reduction techniques to identify genetic clusters based on shared 
variation. These procedures are not based on any explicit population 
genetics model and make few assumptions ( see   Note    12  ). They run 
quickly even for large datasets and the performance of most is not 

3.6.2  FineStructure

3.7  Model-Free 
Non- phylogenetic 
Methods
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affected by correlations in the dataset (i.e., extent of LD). The most 
generic approach is to use a Principal Component Analysis (PCA) 
with k-means clustering, as detailed below. 

    Aim:  Summarize genetic sequence data into a set of linearly uncor-
related principal components (PCs) of decreasing overall variance, 
positioning all sampled individuals along these major axes of 
variation. 

  Approach: 

    1.    Consider each of  p  genetic variables in a  p -dimensional space.   
   2.    Compute the covariance matrix of the dataset.   
   3.    Identify the fi rst PC—a weighted linear combination of the 

initial variables whose squared coeffi cients sum to one—which 
contains the greatest variance.            

   4.    Identify the linearly uncorrelated PC that contains the next- 
largest variance.   

   5.    Repeat  step 4  until all variance in the original dataset is sum-
marized in the reduced model.   

   6.    Run k-means clustering on the PC data at varying  K  (number of 
clusters), and identify the  K  that best fi ts the data using the Bayesian 
Information Criterion (BIC) or alternatives ( see   Note    13  ).   

   7.    Visualize results by plotting individuals along the most signifi -
cant PCs ( see  Fig.  4 ) ( see   Note    14  ).

        Implementations:  

 All relevant multivariate methods are available in the R statistical 
software [ 99 ] packages  adegenet  [ 100 ,  101 ] and  ade4  [ 45 ]. While 
PCA [ 102 – 105 ] is the most well-known dimension reduction 
method, alternative approaches include the closely related Multi-
Dimensional Scaling [ 106 ] and Singular Value Decomposition 
[ 107 ] methods, as well as Principal Co-ordinate Analysis [ 108 ], 
Discriminant Analysis [ 109 ], and many more. Jombart [ 110 ] disen-
tangles thirteen of these multivariate methods and sheds light on 
their place in genetic data analysis. One essential addition to this list 
is the Discriminant Analysis of Principal Components (DAPC) [ 46 ]. 
Owing to the ability of DAPC to hone in on the variation that dis-
criminates between subpopulation groups—as opposed to the more 
general focus of PCA on overall variation, including both between—
and within-group variance—the utility of DAPC may surpass that of 
PCA in the context of population genetics. 

  Applications:  

 PCA has been used to identify populations of related  Campylobacter  
isolates [ 111 ], and examine the composition of oral microbial 
communities [ 112 ], and DAPC has been employed to describe the 
 population structure   of  H.    pylori    [ 113 ].   

3.7.1  Principal 
Component Analysis
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   Bayesian phylogenetic methods and model-based non- phylogenetic 
methods are accompanied by natural probabilistic assessments of 
the confi dence users can have in the clustering estimates obtained, 
because they generate a sample of trees from the posterior ( see  
 Note    5   on Bayesian output). Estimating uncertainty for standard 
phylogenetic methods, however, requires a separate procedure to 
be performed. 

3.8  Estimating 
 Uncertainty        

  Fig. 4             Typical output for the model-free non-phylogenetic method PCA ( N  = 30;  K  = 3). This fi gure contains a 
two-dimensional representation of the output of a two-step k-means + PCA procedure applied to a dataset 
containing 30 bacterial isolates. The (optional)  inset  plot at the  bottom right  displays the BIC curve used to 
select the  K  that best fi ts the data ( see   Note    13  ). A distinct optimal (minimum) BIC value is achieved at  K  = 3, 
after which point BIC values begin to climb again. The individual composition of the three population clusters 
is defi ned by k-means clustering with  K  = 3. In the main plotting area, all 30 individuals are projected onto the 
fi rst two PCs (the most signifi cant axes of variation). Each datapoint represents a bacterial isolate. The shape 
and color of these datapoints distinguish isolates by population (k-means cluster). Each population is accom-
panied by an ellipse whose area corresponds to its variance. Because PCA maximizes overall variation, PCA 
plots capture the variance that exists both between clusters and within them. If DAPC were used instead of 
PCA, the within-group component of overall variance would be minimized and the resulting plot would show 
tighter clusters       
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    Aim:  Assign a probability of occurrence to the topological features 
of a phylogenetic tree to quantify the reliability of estimates made 
by standard phylogenetic methods (from Subheadings  3.1 – 3.3  
only). 

  Approach: 

    1.    Resample the alignment columns (i.e., generate a fake dataset 
in which each alignment column is sampled at random with 
replacement from the real original dataset).   

   2.    Recompute the phylogenetic tree.   
   3.    Repeat  steps 1  and  2  many times, for example 1000 times.   
   4.    Compute the bootstrap support of each node in the original 

tree, i.e., the proportion of times that the same node occurs in 
trees computed in  step 2 .   

   5.    Represent support on the tree and optionally collapse nodes 
with low  confi dence        .    

   Implementations:  

 The nonparametric bootstrap was developed by Efron [ 114 ]; how-
ever, the fi rst-order approximation devised by Felsenstein [ 115 ] is 
the most common implementation, available in many of the afore-
mentioned phylogenetic software.  

   The bootstrapping approach requires spending at least two or 
three orders of magnitude longer to generate confi dence support 
values than it takes to build a tree. When working with hundreds 
of whole  bacterial genomes  , this can be prohibitively time consum-
ing as it means that the process of phylogenetic estimation can take 
many hours or days. A much faster alternative (but also less accu-
rate) is to use an approximate likelihood-ratio  test         (aLRT) [ 116 ] as 
implemented, for example, in PhyML [ 26 ].    

4                        Notes 

     1.     When to use a standard phylogenetic method:  In modeling bacte-
rial  population structure  , standard phylogenetic methods are 
most useful for highly clonal organisms that undergo minimal 
 recombination   (Table  3 ), for example,   Mycobacterium tubercu-
losis    [ 117 ]. When  recombination   is more frequent, some 
authors have suggested that by removing recombinant regions, 
the clonal frame [ 118 ] can be revealed using standard phyloge-
netic methods [ 64 ,  119 ,  120 ]. However, recent evaluation of 
this hypothesis suggests that this removal can, in fact, intensify 
the distortive effect that recombination has on the tree [ 55 ].

3.8.1  Bootstrapping

3.8.2  Approximate 
Likelihood- Ratio Test
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       2.     Rooted versus unrooted trees : The root of a phylogenetic tree 
should represent the most recent common ancestor (MRCA) 
of all nodes in the tree. Any phylogenetic tree can be repre-
sented as rooted (e.g., Fig. 5c ) by choosing an arbitrary point 
on the tree to be the root. When the location of the root is 
unknown, however, it is recommended that trees be left 
unrooted (e.g., Fig. 5a ). This representation reduces the likeli-
hood that an arbitrarily selected root (for example, the mid-
point (e.g., Fig. 5b ) will be inferred to be the most recent 
common ancestor when, in fact, this information is not known. 
If a rooted representation is desired, the root can be accurately 
determined by using an outgroup (usually an individual from a 
separate-but-related species or clade). Isolates within the origi-
nal phylogenetic tree will be more similar to each other than to 
the outgroup. Hence, by identifying the internal node to 
which the outgroup is affi xed, one inherently selects a reason-
able common ancestor for the original tree.

       3.     Initial trees and tree spaces:  All methods that search the space 
of possible trees, i.e., all standard phylogenetic methods except 
the distance-based, begin by selecting some “initial tree topol-
ogy.” In principle, this initial tree can be selected at random 
[ 26 ]. In practice, however, it is best to identify a reasonable 
starting tree topology with a fast approach (e.g.,  NJ   [ 53 ]). The 
space of all possible trees is distributed unevenly and unpre-
dictably. Starting with a reasonable initial tree ensures that the 
method will improve upon a tree that could otherwise be 
obtained by faster methods and reduces the risk of entrapment 
by suboptimal local maxima or minima [ 26 ]. Note that this 
risk is increased for larger sample sizes and parameter sets, 
which add  complexity         to the search space [ 125 ].   

     Table 3  
  Optimal methods and example species at varying recombination rates   

 Typical evolution  Optimal method  Example of applications 

 Completely clonal  Phylogenetic methods 
ignoring 
recombination 

   Mycobacterium tuberculosis    [ 117 ],  Leptospira 
interrogans  [ 121 ] 

 Low rate of 
recombination 

 Phylogenetic methods 
accounting for 
recombination 

   Escherichia coli    [ 75 ],   Staphylococcus aureus    [ 121 ], 
 Chlamydia trachomatis  [ 70 ,  76 ],  Clostridium 
diffi cile  [ 122 ] ,  individual lineages of  Campylobacter 
jejuni  [ 94 ], and   Streptococcus      pneumoniae    [ 123 ] 

 High rate of 
recombination 

 Phylogeny-
independent 
 approaches         

   Helicobacter pylori    [ 124 ],   Neisseria meningitidis    
[ 121 ], species-wide datasets of  Campylobacter 
jejuni  [ 94 ], and  Streptococcus pneumoniae  [ 8 ] 

Reconstructing Ancestral Relationships



128

   4.     Joint versus marginal estimation:  Both ML and Bayesian phy-
logenetic methods search parameter spaces describing possible 
tree and parameter values. Within the ML framework, a given 
tree topology is evaluated with reference only to the highest 
peak of the likelihood function. ML methods ask, “When all 
other parameters are set to optimize the likelihood of the tree 
topology at hand, what is the maximum joint likelihood that 
can be achieved?” [ 67 ]. Within a Bayesian framework, by con-
trast, the posterior probability distribution (a function of the 
likelihood and prior probability distributions) associated with a 
given tree topology is assessed more holistically. Bayesian 
methods ask, “Considering the marginal effects of all possible 
parameter values on the posterior probability of this tree topol-
ogy, what volume under this (multidimensional) distribution is 
achieved?” [ 67 ].   

   5.     Interpreting the output of Bayesian phylogenetic methods:  By con-
trast to the distance-based, parsimony, and ML approaches to 

  Fig. 5    A comparison of rooted and unrooted trees. The purpose of this fi gure is to examine the ways in which 
rooting a phylogenetic tree can affect inferences made about that tree. All three panels ( a, b, c ) contain the 
same phylogenetic tree; the only source of variation is the placement of the root. ( a ) An unrooted star-like tree 
(similar to the output of  NJ   in Fig.  1b ) is the most reliable representation for a phylogenetic tree whose root is 
unknown. This confi guration discourages readers from making the potentially unjustifi ed assumption that any 
root truly represents the MRCA. ( b ) The phylogeny from panel ( a ) has been rooted at the midpoint. 
Notwithstanding its aesthetic benefi t, midpoint rooting in this instance remains unjustifi ed. An incautious 
observer might infer from this tree that the age of node 7 is similar to that of node 6 or 9. Given the arbitrary 
placement of the root, no such evidence to support this claim is actually presented. ( c ) The phylogeny from 
panel ( a ) has been rooted at the division between node 7 and the rest of the tree. The identifi cation of this 
division as the true MRCA can be obtained by (i) Bayesian phylogenetic methods ( see  Subheading  3.1 ,  step 4 ), 
or (ii) using an outgroup ( see   Note    2  ).       
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traditional phylogenetic inference, each of which outputs a sin-
gle “best” tree, the Bayesian Markov chain Monte Carlo 
(MCMC) approach described in Subheading  3.1 ,  step 4  returns 
a whole set of sampled trees—one for each sampled iteration of 
the MCMC [ 67 ]. Users may wish to summarize all of the infor-
mation contained in the sample of trees drawn from the poste-
rior. One way this can be achieved is by combining the sample 
of trees into a single graph to get a qualitative visual assessment 
of support for elements of the topology, for example, using 
DensiTree [ 126 ]. Alternatively, a single tree may also be desired. 
This is commonly done by fi nding a single representative tree 
and annotating its branches with uncertainty fi gures for the 
sample using, for example, TreeAnnotator in  BEAST         [ 33 ].   

   6.     Convergence:  In theory, Bayesian MCMC is guaranteed to con-
verge toward the correct posterior distribution. In practice, 
however, convergence can take a long time and full  exploration 
of the posterior distribution, also known as “mixing,” can be 
diffi cult, particularly when this distribution is multimodal. The 
convergence of all parameters being estimated should be 
assessed to ensure that the desired stationary distribution has 
been reached. If the Markov chain has undergone a suffi cient 
number of iterations, the mean and variance of parameter esti-
mates will achieve a constant state of equilibrium.   

   7.     Recombination:   Recombination   in bacterial populations 
involves the import of a short contiguous fragment of DNA 
from a donor to a recipient isolate via virus-mediated conjuga-
tion,  transformation   (uptake from the environment), or 
contact- mediated conjugation [ 127 ]. 

 Failing to adequately account for recombination when con-
structing a phylogeny can obscure the true clonal relationships 
between isolates [ 128 – 130 ]. Even very low levels of recombi-
nation can cause traditional phylogenetic methods 
(Subheading  3.1 , Table  2 ) to produce trees that are topologi-
cally inaccurate [ 130 ] and/or have distorted branch lengths 
[ 55 ,  128 ]. Altogether, the evidence suggests that where recom-
bination is present but unaccounted for, the conclusions drawn 
from phylogenetic inference should be questioned [ 55 ,  131 ]. 

 Different  bacterial species   have characteristic rates of recom-
bination [ 121 ,  123 ]. However, as recombination rates vary 
within, as well as between, species [ 62 ,  94 ,  121 ,  123 ,  132 –
 134 ], it is better to measure the rate of  recombination         in a 
given study sample than to rely on species-specifi c rates. 
 Recombination   rates can be quantifi ed by the phylogenetic 
congruence between loci [ 135 ], or the extent of genome-wide 
linkage disequilibrium via the four-gamete test [ 136 ], D’ mea-
sure [ 137 ], or r-squared measure [ 138 ]. Alternatively, more 
sophisticated model-based approaches can be used to infer 
recombination rates [ 41 ,  44 ,  139 ].   
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   8.     When to use a phylogenetic method that accounts for    recombina-
tion    :  Where recombination is present at such a rate that stan-
dard phylogenetic methods (Subheading  3.1 ) become 
unreliable, but no so extensive as to completely obscure the 
clonal genealogy, phylogenetic methods that account for 
recombination [ 35 – 37 ] can be recommended (Table  3 ). These 
methods allow users to retain the information contained in a 
phylogenetic tree (as opposed to the lower-resolution cluster-
ing approaches in Subheading  3.3 – 4 ) while avoiding the errors 
that can arise from the application of standard phylogenetic 
methods to populations undergoing  recombination        .   

   9.     When to use a non-phylogenetic method:  Non-phylogenetic 
methods are recommended when recombination occurs to 
such an extent that no phylogenetic method can be expected 
to reliably identify the clonal genealogy (Table  3 ). If recombi-
nation is minimal or moderate, then a phylogenetic approach 
will allow for a much more detailed representation of the 
ancestral relationships between isolates. Where extensive 
recombination renders all phylogenetic methods unreliable, 
however, cluster-based and dimension-reduction approaches 
provide valuable alternatives. It is also important to keep the 
purpose of the analysis in mind. In some cases, the identifi ca-
tion of accurate clusters may be suffi cient, for example, to strat-
ify an analysis by subpopulation.   

   10.     Useful K versus “true” K:  The number of clusters,  K , is simply 
a parameter being used to represent the observed reality. There 
is no such thing as a “true K.” Admixture, overlap, clines, and 
hierarchical structures may obfuscate the clear-cut clusters for 
which we are searching. Consider, for example, a hierarchical 
 population structure   in which three meta-populations each 
contain two subpopulations. If it is more useful for the analysis 
to group individuals into as many distinct clusters as possible, 
select  K  = 6. Equally, if a lower resolution will suffi ce,  K  = 3 may 
be preferred.   

   11.     STRUCTURE linkage model:  The STRUCTURE linkage 
model is based on the following assumptions: 

 STRUCTURE requires the user to specify  K , the number 
of ancestral populations,  before  running the analysis. Unless 
prior information is available to guide your choice,  K  can be 
estimated by performing multiple runs of STRUCTURE at 
different values of  K  and selecting the  K  associated with the 
highest log probability of the data [ 140 ]. Another popular 
approach is to use a peak in the second order rate of change of 
the log probability of the data between increasing values of K 
[ 141 ]. Note that STRUCTURE becomes impracticably  inef-
fi cient         around  K  = 10 [ 43 ].
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   1.    A set of  K  ancestral populations existed some time ago, 
each of which is defi ned by population-specifi c allele fre-
quencies at each locus [ 88 ].   

  2.    The genomes of individuals in the sample are the product 
of admixture events that mixed the  K  populations.            

  3.    The genomes of sampled individuals are composed of 
linked blocks of alleles inherited from ancestors. Within 
these inherited chromosomal chunks, the states of alleles 
are inter- dependent (as opposed to independent individual 
sites) [ 89 ].    

        12.      Comparing     model-based and model-free non-phylogenetic meth-
ods:  Among the non-phylogenetic methods, model-based 
approaches allow users to make inferences about the relation-
ships among isolates within an explicit population genetics 
model. Parametric frameworks allow for the incorporation of 
prior information about the population and its evolution, while 
stated assumptions make inherent biases clear. Results gener-
ated in model-based frameworks are often favored for the ease 
with which biological interpretations can be made. 

 Model-free approaches work within a more exploratory 
framework. Sequence data is analyzed on its own merits with-
out the incorporation of prior information or additional model 
parameters that may be equally diffi cult to justify and test. 
Model-free approaches are usually more computationally effi -
cient and more easily scaled to large datasets.   

   13.     Defi ning groups with K-means clustering:  K-means clustering [ 142 , 
 143 ] can be used to identify the  K  that best fi ts the data, according 
to some criteria. Such criteria include the Bayesian Information 
Criterion (BIC), Akaike Information Criterion (AIC), or the 
adjusted R 2 , among which BIC is recommended for use in genetic 
data [ 144 – 146 ]. The group membership of individuals for the  K  
selected is identifi ed during the clustering process. 

 Note that because it assigns each individual to a single clus-
ter, k-means clustering is not designed to identify admixture. 
When admixture is expected, fuzzy c-means clustering [ 147 , 
 148 ] and alternative algorithms [ 149 ] can allow individuals to 
have a degree of belonging to multiple  clusters        .   

   14.     Visualizing the results of PCA:  Visualizing the results is an 
important fi nal step in the PCA procedure (Subheading  3.4.1 ). 
Plots (as in Fig.  4 ) allow for an examination of the relation-
ships between clusters and the identifi cation of more nuanced 
patterns (e.g., Clines, hierarchical clustering) that are not cap-
tured by population identifi cation, for example, with k-means 
clustering. For example, when individuals are plotted along the 
PCs of PCA, a continuum of individuals may suggest a cline 
[ 150 ]. The position of individuals along this cline may indicate 
the admixture proportions of two source populations at its 
extremes [ 151 ].    
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    Chapter 9   

 Making Fluorescent Streptococci and Enterococci 
for Live Imaging                     

     Sarah     Shabayek     and     Barbara     Spellerberg      

  Abstract 

   Since the discovery of the green fl uorescent protein (GFP) from the jellyfi sh  Aequorea victoria , outstand-
ing fl uorescent labeling tools with numerous applications in vastly different areas of life sciences have been 
developed. To optimize GFP for diverse life science applications, a large variety of GFP derivatives with 
different environmental characteristics have been generated by mutagenesis. The enhanced green fl uores-
cent protein (EGFP) is a well- known GFP derivative with highly increased fl uorescence intensity compared 
to the GFP wild-type molecule. Further optimization strategies include numerous GFP derivatives with 
blue- and yellow-shifted fl uorescence and increased pH-stability. The methods reported herein describe in 
detail the construction of customized fl uorescent GFP reporter plasmids where the fl uorescence gene is 
expressed under the control of a certain bacterial promoter of interest. Special attention is given to the 
GFP derivatives EGFP and Sirius. We explain how to generate EGFP/Sirius expressing streptococci and 
how to employ recombinantly labeled streptococci in different downstream fl uorescent applications.  

  Key words     Fluorescence labeling  ,   Streptococci  ,   Green fl uorescent protein  ,   GFP  ,   EGFP  ,   Sirius   

1     Introduction 

 In 2008, the Nobel Prize in chemistry was awarded to Osamu 
Shimomura, Roger Tsien, and Martin Chalfi e for their ground-
breaking discovery of the  green fl uorescent protein (GFP)   from the 
jellyfi sh  Aequorea victoria  [ 1 ]. It has since been developed into an 
outstanding fl uorescent labeling tool with innumerable applications 
in vastly different areas of life sciences. GFP has been widely used 
for clonal tagging or as a reporter for specifi c gene expression in 
both bacteria and higher eukaryotic organisms [ 1 – 3 ]. Among the 
advantages of GFP is being more sensitive than other reporter genes 
and requiring no extraneous substrates or cofactors for its detection 
[ 2 ,  3 ]. Autocatalytic formation of the  fl uorophore   in combination 
with the advantages of fl uorescence for advanced microscopy and 
image analysis has driven the rapid development of innovative 
methods for in situ investigations of complex biological  scenarios     . 
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 To optimize GFP for diverse life science applications, numerous 
GFP derivatives with blue- and yellow-shifted fl uorescence were gen-
erated by mutagenesis [ 1 ,  4 ]. The enhanced green fl uorescent pro-
tein (EGFP) for instance displays greatly increased fl uorescence 
intensity compared to the  GFP   wild-type molecule [ 5 ].  EGFP   is a 
stable F64L-S65T GFP variant with an excitation peak at 488 nm 
and an emission peak at 509 nm [ 4 ]. A major advantage of GFP and 
its derivatives is the lack of causing harmful effects on living cells [ 2 , 
 6 ,  7 ]. Disadvantages include properties such as a narrow range of pH 
stability hampering its use in some applications. Alkaline as well as 
acidic conditions cause drastic reductions in the fl uorescence inten-
sity [ 8 ,  9 ]. These obstacles are overcome by Sirius, a GFP variant that 
possesses an ultramarine-shifted fl uorescence with increased photo-
stability and pH-insensitivity. With an excitation peak at 355 nm and 
an emission peak at 424 nm it represents the shortest emission wave-
length among fl uorescent proteins reported to date [ 10 ]. The most 
noteworthy feature of Sirius is its fl uorescence stability in a wide 
range of proton concentrations (pH 3–9), which renders it highly 
suitable for fl uorescence imaging in acidic  environments      [ 10 ]. 

 Based on the   Escherichia coli   -streptococcal  shuttle    plasmid   
pAT28 [ 11 ], we have previously examined the induction of the 
streptococcal C5a peptidase gene ( scpB ) in an EGFP-pAT28 deriv-
ative designated pBSU409 where  egfp  gene is expressed under the 
control of the  scpB  promoter [ 12 ]. Utilizing the same vector back-
bone we were able to monitor the expression pattern of the strep-
tococcal streptolysin S gene ( sag ) of   Streptococcus      anginosus    by 
inducing  egfp  gene expression under the control of the  sag  pro-
moter [ 13 ]. Furthermore, our laboratory reported the construc-
tion of a novel EGFP-pAT28 derivative with the ability to propagate 
in various  bacterial species   from different genera. The plasmid car-
ries a promoterless copy of  egfp  gene under the control of the 
CAMP-factor gene ( cfb ) promoter of   Streptococcus agalactiae    and 
was designated pBSU101 [ 14 ]. We have successfully demonstrated 
the suitability of this construct for high effi ciency fl uorescence 
labeling in many different gram positive bacterial species such as 
  Streptococcus      pyogenes   ,  Streptococcus agalactiae ,   Streptococcus dysga-
lactiae    subsp.  equisimilis ,   Enterococcus faecalis   ,   Enterococcus fae-
cium   ,   Streptococcus mutans    ,    Streptococcus anginosus   , and 
  Staphylococcus aureus   . In addition, in a recent investigation on acid 
dependent genes we were able to assemble a new construct, a 
 Sirius-pAT28   shuttle vector where the  sirius  gene is expressed 
under the control of the  cfb  promoter mentioned above and this 
vector was designated pBSU836 (Shabayek et al, manuscript in 
revision). We were able to successfully apply the  sirius -based vector 
in various downstream fl uorescence applications at low  pH     . 

 The methods described herein include in detail the construc-
tion of customized fl uorescent  GFP  -pAT28 derivative reporter 
 plasmids   where the fl uorescence gene is expressed under the con-
trol of a certain bacterial promoter of interest. We explain how to 
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produce EGFP/Sirius expressing streptococci and how to manipu-
late recombinant labeled streptococci in different downstream 
fl uorescent applications such as clonal tagging or monitoring gene 
expression using  fl uorescence microscopy   and fl uorescence acti-
vated cell sorting ( FACS  ) respectively. A general outline for the 
methods is illustrated in Fig.  1 . Based on the choice of vector and 

  Fig. 1    Methods outline       
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the  GFP   variant used, these methods can be easily modifi ed to cre-
ate suitable fl uorescent labeling tools for a wide variety of different 
bacteria and applications.

2       Materials 

       1.     See  Table  1  . 

              1.     See  Table  2 .

              1.     THY   broth: Todd- Hewitt   broth, 0.5 % yeast extract.   
   2.    THY agar: THY broth, 1.5 % agar.   

2.1  Bacterial Strains

2.2   Plasmids  

2.3  Culture Media

   Table 1  
  Bacterial strains   

 Strain  Description 
 Source or 
reference 

   Escherichia coli  
   DH5α  

  endA1 hsdR17 supE44 ΔlacU169(φ80lacZDM15) recA1 
gyrA96 thi-1 relA1  

 Boehringer 

   Streptococcus    
  agalactiae     BSU6  

 wild-type serotype Ia, similar to  Streptococcus agalactiae  
A909 

 Ulm collection 

   Streptococcus 
mutans     BSU269  

 DSM 20523  DSMZ collection 

   Streptococcus 
anginosus    
 BSU485  

 Clinical isolate  Ulm collection 

   Enterococcus faecalis    
 BSU386  

 Clinical isolate  Ulm collection 

   Enterococcus 
faecium     BSU385  

 Clinical isolate  Ulm collection 

   Table 2  
   Plasmids     

 Plasmid  Description  Source or reference 

  pBSU100    pAT28 derivative carrying  egfp   Aymanns et al. (2011) [ 14 ] 

 pBSU101  pAT28 derivative carrying  egfp  under the control of 
 cfb  promoter 

 Aymanns et al. (2011) [ 14 ] 

 pBSU813  pAT28 derivative carrying  sirius   Shabayek et al., manuscript in 
preparation 

 pBSU836  pAT28 derivative carrying  sirius  under the control of 
 cfb  promoter 

 Shabayek et al., manuscript in 
preparation 
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   3.    Luria Bertani broth ( LB)  : 1 % NaCl, 1 % peptone, 0.5 % yeast 
extract.   

   4.    LB agar: LB broth, 1.5 % agar.      

       1.    Spectinomycin.      

       1.    A genomic DNA extraction kit: QIAmp DNA Mini, QIAGEN 
or GenElute Bacterial  Genomic   DNA, Sigma.   

   2.    50 mg/ml  lysozyme  .   
   3.    5000 U/ml  mutanolysin  .   
   4.    20 mg/ml proteinase K.   
   5.    TE buffer: 10 mM Tris, 1 mM EDTA, pH 7.5.   
   6.    TES buffer: 50 mM Tris, 5 mM EDTA, 50 mM NaCl, pH 8.15.   
   7.    Tris buffer: 10 mM Tris, pH 7.5.   
   8.    10 % SDS.   
   9.    Saturated NaCl solution.   
   10.    Phenol–chloroform mixture 1:1.   
   11.    Cold 100 % ethanol.   
   12.    Clean tissue paper.   
   13.    1.5 ml Eppendorf tubes.   
   14.    Falcon tubes.   
   15.    Thermal block or water bath.   
   16.    Vortex, microcentrifuge.   
   17.    Falcon centrifuge.   
   18.    CO 2  incubator or candle jar.      

       1.    Primer pair fl anking the Multiple Cloning Site (MCS) in 
 pBSU100  /pBSU813 derivatives ( see  Table  3 ).

       2.    Primer pAT28-sirius reverse ( see  Table  3 ) to sequence the 
region upstream the  sirius  gene in a pBSU813  derivative     .   

2.4   Antibiotics     

2.5   Genomic DNA      
Isolation 
from Streptococcal 
Wild-Type Strains

2.6  Primers 
and Primer Design

       Table 3  
  Primers   

 Primer  Sequence  Target 

 pat28-2  5′- CTCTTCGCTATTACGCCAGCT -3′  Region fl anking the multiple cloning site 
in pAT28 derivatives 

 pat28-3  5′- GTTGTGTGGAATTGTGAGCGG -3′  Region fl anking the multiple cloning site 
in pAT28 derivatives 

 Pat28-sirius 
reverse 

 5′- CCAGCTCGACCAGGATGGGC -3′   Sequencing   region upstream the Sirius 
gene in pAT28 reporter  plasmids   
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   3.    Primers to amplify the promoter region of interest, access to 
the online bacterial  genome   data bases.      

       1.     Restriction enzymes   compatible with the MCS upstream the  egfp  
gene in  pBSU100   ( Bam HI,  Eco RI,  Sac I,  Kpn I,  Sma I,  Xma I).   

   2.    Restriction enzymes compatible with the MCS upstream the  sir-
ius  gene in pBSU813 ( Bam HI , Xba I,  Sal I,  Pst I,  Sph I,  Hind III).   

   3.    DNA purifi cation kit (QIAGEN).      

       1.    Fluorometric determination using Quant-iT assay kit (Thermo 
Fisher Scientifi c) and the Qubit fl uorometer (Thermo Fisher 
Scientifi c). Alternatively, a spectrophotometer adjusted to 
260 nm can be used.      

       1.    Rapid DNA Ligase kit (Affymetrix).      

       1.     Taq   DNA polymerase kit (Roche).   
   2.    PCR tubes, Thermocycler (Biometra)      .   
   3.    PCR and gel cleanup kit (MACHEREY-NAGEL).      

       1.    Sequencing kit (ABI PRISM Dye terminator cycle sequencing 
kit).   

   2.    Sequencing columns (Genaxxon bioscience).   
   3.    Sequencer (ABI 373 automated DNA sequencer, Applied 

Biosystems).      

       1.    CaCl 2  solution: 0.1 M, cold and sterilized.   
   2.    Crushed ice,  LB   broth.   
   3.    LB agar supplemented with 100 μg/ml spectinomycin.   
   4.    1.5 ml Eppendorf tubes.   
   5.    Falcon tubes.   
   6.    Microcentrifuge.   
   7.    Falcon tube centrifuge.   
   8.    Vortex.   
   9.    Thermal block or water  bath     .   
   10.    Shaking incubator.      

       1.    10 % glycerol (cold and sterilized).   
   2.    20 % glycerol (cold and sterilized).   
   3.    THY broth with 10 % glycerol.   
   4.     THY   agar supplemented with 120 μg/ml spectinomycin.   

2.7  Restriction 
Digestion

2.8  Determination 
of DNA Concentration

2.9   Ligation   
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2.12   Transformation      
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   5.    1 mm electroporation cuvette.   
   6.    Gene pulser apparatus (Bio-Rad).   
   7.    Sterilized glass beads.   
   8.    1.5 ml Eppendorf tubes.   
   9.    Falcon tubes.   
   10.    Microcentrifuge.   
   11.    Falcon tube centrifuge.   
   12.    Vortex.   
   13.    Thermal block.   
   14.    CO 2  incubator or candle jar.      

       1.     LB   broth supplemented with 100 μg/ml spectinomycin.   
   2.    Plasmid extraction kit (QIAprep Spin Miniprep kit, QIAGEN).   
   3.    1.5 ml Eppendorf  tubes     .   
   4.    Falcon tubes.   
   5.    Microcentrifuge.   
   6.    Falcon tube centrifuge.   
   7.    Vortex.   
   8.    Shaking incubator.      

       1.     THY   broth supplemented with 120 μg/ml spectinomycin.   
   2.    Micro-glass beads (150–212 μm).   
   3.    Ribolyser tubes (Sarstedt AG & Co., Nümbrecht, Germany).   
   4.    Ribolyser (FastPrep FB120, BIO 101, Inc., Vista, CA, USA).   
   5.    Plasmid extraction kit (QIAprep Spin Miniprep,QIAGEN).   
   6.    1.5 ml Eppendorf tubes.   
   7.    Falcon tubes.   
   8.    Microcentrifuge.   
   9.    Falcon tube centrifuge.   
   10.    Vortex.   
   11.    CO 2  incubator or candle  jar     .      

       1.    Fluorescence microscope with  GFP   and  DAPI   fi lter sets.   
   2.    PBS or DPBS.   
   3.    Microscopical slides.   
   4.    Coverslips.   
   5.    Falcon tubes.   
   6.    Falcon tube centrifuge.   
   7.    Vortex.      

2.14   Plasmid   
Extraction 
from Recombinant  
E.    coli    Carrying 
 pBSU100/pBSU813   or 
Their Derivatives

2.15   Plasmid   
Extraction 
from Recombinant 
Streptococci Carrying 
 pBSU100  /pBSU813 or 
Their Derivatives

2.16   Fluorescence 
Microscopy  
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       1.    FACS machine (BD LSRFortessa™) supplied with: (1) 488 nm 
blue laser and a bandpass fi lter 530/30 for detecting EGFP 
expressing bacteria, (2) UV laser 355 nm and a bandpass fi lter 
450/50 for detecting Sirius expressing bacteria.   

   2.    Phosphate buffer saline (PBS) or Dulbecco’s Phosphate buffer 
saline (DPBS).   

   3.    FACS tubes.   
   4.    Crushed ice.   
   5.    Falcon tubes.   
   6.    Falcon centrifuge.      
   7.    Vortex.      

       1.    THP-1 (ATCC TIB-202) human  monocyte   cell line is main-
tained in THP-1 medium.   

   2.    THP-1 medium: RPMI 1640 medium, 2 mM  L -Glutamine, 
0.05 mM 2- mercaptoethanol, 10 % fetal bovine serum, 
100 U/ml penicillin, 100 μg/ml streptomycin, 10 mM 
HEPES. Cells are grown at a density of 2–4 × 10 5  cells/ml at 
37 °C in a humidifi ed atmosphere containing 5 % CO 2 . Cells 
should be subcultured when concentration reaches 8 × 10 6  
cells/ml. Medium renewal is done every 2–3  days     .   

   3.    THP-1 medium containing 10 ng/ml Phorbol 12-myristate 
13-acetate (PMA). To differentiate THP-1 cells into  macro-
phages  , cells are cultured for 24 h at 37 °C in a humidifi ed 
atmosphere containing 5 % CO 2  in THP-1 medium containing 
10 ng/ml PMA.      

       1.    4 % paraformaldehyde: prepare by adding 4 g to 50 ml distilled 
water in a suitable glass container on a hot stir plate adjusted to 
60 °C, add NaOH solution dropwise until obtaining a clear 
solution, cool down, add 50 ml 2× PBS, and fi lter-sterilize 
with a 0.22 μm fi lter membrane.   

   2.    FACS buffer: 1× PBS, 1 % bovine serum albumin, 0.01 % NaN 3 , 
1 % human serum or heat-inactivated  plasma  .       

3    Methods 

       Genomic DNA    isolation   can be done by using a commercially 
available genomic DNA extraction kit (QIAmp DNA Mini, 
QIAGEN, or GenElute Bacterial  Genomic   DNA, Sigma). 
Alternatively, genomic DNA can be isolated with the following 
protocol (all centrifugation steps are done in a microcentrifuge 
unless otherwise indicated)      :

2.17  Fluorescence 
Activated Cell Sorting 
( FACS  )

2.18  The  THP-1 
Cell Line  

2.19  Fixation 
and  FACS   Analysis 
of Fluorescent  THP-1   
Cells

3.1  Cloning 
of Promoter Region

3.1.1  Genomic DNA 
Isolation from Streptococci 
(Template DNA 
for Promoter)

Sarah Shabayek and Barbara Spellerberg



149

    1.    Prepare fresh 5 ml overnight cultures of wild-type streptococ-
cal strains in  THY   broth at 37 °C, 5 % CO 2 .   

   2.    Pellet bacteria by centrifugation for 10 min at ≥ 4000 ×  g  in a 
Falcon tube centrifuge or at 7700 ×  g  in a microcentrifuge.   

   3.    Resuspend the bacterial pellet in 1 ml TE buffer and centrifuge 
for 1 min at 7700 ×  g . Discard the supernatant.   

   4.    Resuspend the pellet in 300 μl TES buffer.   
   5.    Add 4 μl  lysozyme   (50 mg/ml), and 10 μl  mutanolysin   

(5000 U/ml). Incubate for 2 h at 37 °C.   
   6.    Add 22 μl 10 % SDS and 15 μl proteinase K (20 mg/ml). 

Incubate for 2 h at 55 °C.   
   7.    Add 100 μl saturated NaCl solution. Centrifuge for 10 min at 

17,000 ×  g . Transfer the supernatant into a new Eppendorf tube.   
   8.    Add equal volume of phenol–chloroform mixture 1:1 and mix 

by inverting the tubes up and down. Centrifuge for 4 min at 
17,000×  g .   

   9.    Transfer the upper phase into a new Eppendorf tube and com-
plete the rest volume with cold 100 % ethanol. Mix gently by 
inverting the tube up and down.   

   10.    Centrifuge for 5 min at 17,000 ×  g . Discard the supernatant. 
Let DNA pellet dry on a clean tissue paper.         

   11.    Resuspend the dried pellet in 100 μl Tris buffer. Sore at 4 °C 
for short-term or at −20 °C for longer term storage.    

         1.    Identify the correct sequence of the promoter region of inter-
est (usually 500 bp upstream the gene under test) using The 
Kyoto Encyclopedia of Genes and Genomes (  http://www.
kegg.jp/    ) and the NCBI server (  http://www.ncbi.nlm.nih.
gov/    ).   

   2.    Design a primer pair to amplify the selected promoter region 
including the ATG start codon of the corresponding gene. 
Make sure that the triplet nucleotide order for the region fol-
lowing the start codon is maintained when designing the prim-
ers in order to ensure correct N-terminal translational fusions 
of the promoter 3′-end and the fl uorescence gene 5′-end with 
no translational shifts.   

   3.    Design primers in a way to add suitable restriction sites to the 
cloned promoter region in order to facilitate directional cloning. 
These restriction sites should be compatible with those available 
in the MCS upstream the fl uorescence gene. In case of using the 
promoterless EGFP-pAT28 reporter  plasmid    pBSU100   the 
available restriction sites are  Bam HI,  Eco RI,  Sa cI,  Kp nI, Sm aI, 
 Xm aI (Fig.  2 ). In case of using the promoterless  Sirius-pAT28   
reporter plasmid pBSU813 the available restriction sites are 
 Bam HI , Xba I,  Sal I,  Pst I,  Sph I,   Hind  III      (Fig.  3 ).

3.1.2  Primer Design 
of Specifi c Promoter 
Region of Interest

Fluorescent Streptococci and Enterococci
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  Fig. 2    Schematic diagram of the promoter-less  egfp -pAT28 vector ( pBSU100  ) 
showing the multiple cloning site upstream of the  egfp  fl uorescence gene       

  Fig. 3    Schematic diagram of the promoter-less   sirius -pAT28 vector   (pBSU813) 
showing multiple cloning site upstream of the  sirius  fl uorescence gene       
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                 1.    Using the wild-type genomic streptococcal DNA as a template 
( see  Subheading  3.1.1 ), perform a PCR reaction with   Taq  
  polymerase according to the manufacturer’s protocol (Roche, 
Mannheim, Germany), with 35 cycles of amplifi cation steps of 
1 min at 94 °C, 1 min at 55 °C, and 1–3 min at 72 °C depend-
ing on product size.   

   2.    To confi rm correct amplicon size, run PCR products on 1–2 % 
agarose gel along with a proper DNA ladder ( see   Note    1  ).   

   3.    Perform a PCR cleanup of the PCR product to remove salts, 
enzymes, etc. from the enzymatic reaction using a PCR 
cleanup kit.   

   4.    Determine the DNA concentration of the amplifi ed promoter 
using the Quant-iT assay kit and the Qubit fl uorometer. 
Alternatively, DNA concentration can be determined by read-
ing the absorbance at 260 nm in a spectrophotometer.   

   5.    Use immediately or store at −20 °C until use.       

          1.    Prepare fresh overnight cultures of the corresponding  E. coli  
strain in  LB   broth supplemented with 100 μg/ml spectinomy-
cin at 37 °C in a shaking incubator.   

   2.    Pellet 1–5 ml bacteria overnight culture by centrifugation for 
10 min at 4000 ×  g  in a Falcon centrifuge or for 3 min at 
7700 ×  g  in a microcentrifuge.   

   3.    Proceed with the plasmid preparation using a commercial plas-
mid extraction kit (QIAprep Spin Miniprep, QIAGEN).         

   4.    Use immediately or store at 4 °C until use.      

         1.    In case of constructing an EGFP reporter  plasmid  , perform a 
restriction digestion for the amplifi ed promoter region ( see  
Subheading  3.1.3 ) and  pBSU100   ( see  Subheading  3.2 ) using 
the same  restriction enzymes  . In case the desired construct is a 
Sirius reporter plasmid, then restriction digestion is done for 
the amplifi ed promoter region ( see  Subheading  3.1.3 ) and 
pBSU813 ( see  Subheading  3.2 ) using the same restriction 
enzymes.   

   2.    Run restriction reaction as indicated by the manufacturer 
(Roche), mostly at 37 °C for 1–4 h in a thermocycler or a ther-
mal block ( see   Note    2  ).   

   3.    Make sure to select a proper buffer, which is compatible with 
the  restriction enzymes   used.   

   4.    Digest up to 1 μg DNA per reaction.   

3.1.3   PCR   Amplifi cation 
of the Promoter Region

3.2   Plasmid   
Preparation 
of  pBSU100   
and pBSU813 from 
 E.    coli    BSU100/BSU813 
(recombinant  E. coli  
hosts carrying 
promoterless pAT28 
derivatives of  egfp  
and  sirius  
fl uorescence genes 
respectively)

3.3  Restriction 
Digestion 
and Purifi cation 
of Digested DNA
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   5.    Perform a DNA cleanup for the digested products using a 
DNA cleanup kit (Mini Elute reaction cleanup, QIAGEN)      .   

   6.    Determine the DNA concentration of the restricted products 
using the Quant-iT Assay kit and the Qubit fl uorometer or by 
reading the absorbance at 260 nm in a spectrophotometer.   

   7.    Use immediately or store at −20 °C until use.      

       1.    Thaw ligation reaction buffer, mix thoroughly and keep on ice.   
   2.    Mix 50–100 ng of vector DNA (purifi ed restricted  pBSU100  /

pBSU813,  see  Subheading  3.3 ) with a fourfold molar excess of 
insert DNA (the purifi ed restricted promoter region,  see  
Subheading  3.3 ). Size of pBSU100 is equal to 7.5 kb and that 
of pBSU813 is 7.4 kb.   

   3.    Bring volume to x μl with nuclease free water.   
   4.    Add y μl of ligation buffer, and mix by pipetting.   
   5.    Add z μl  T4 DNA ligase  , mix gently.   
   6.    Incubate at room temperature for 10 min. Then place on ice.   
   7.    Transform immediately into  E.    coli    DH5α or store at −20 °C 

until use.      

   In order to increase the  plasmid   copy number and maintain a per-
manent source for newly constructed vectors it is recommended to 
transform the new vectors into a suitable  E. coli  host such as  E. coli  
DH5α. Transformation protocol is done as follows:

    1.    Prepare 5 ml fresh overnight cultures of  E. coli  DH5α in  LB   
broth at 37 °C in a shaking  incubator     .   

   2.    Transfer 1 ml overnight culture into 50 ml  LB   broth. Incubate 
for 2 h at 37 °C in a shaking incubator.   

   3.    Centrifuge for 10 min at 4000 ×  g  in a Falcon centrifuge 
adjusted to 4 °C. Discard the supernatant.   

   4.    Resuspend the pellet in 25 ml 0.1 M CaCl 2  (cold and steril-
ized). Place on ice for 30 min.   

   5.    Centrifuge for 10 min at 4000 ×  g  in a Falcon tube centrifuge 
adjusted to 4 °C. Discard the supernatant.   

   6.    Resuspend the pellet in 5 ml 0.1 M CaCl 2  (cold and 
sterilized).   

   7.    Use immediately or store on ice at 4 °C until use (maximum 
storage 18 h). Now competent cells are ready to use.   

   8.    On ice, mix 10 μl of  ligation   mixture ( see  Subheading  3.6 ) with 
200 μl competent cells in prechilled Eppendorf tubes ( see   Note    3  ). 
An aliquot of competent cells to which no DNA is added should 
be included as a negative control. Positive controls are prepared by 
adding a known amount of a standard  plasmid   DNA to an aliquot 
of competent cells.   

3.4   Ligation   
of the Digested 
Products Using 
a Rapid Ligation Kit 
as Follows

3.5   Transformation 
  of New Recombinant 
Constructs into  E.    coli    
DH5α
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   9.    Incubate on ice for 30 min then at 42 °C for 2 min, and fi nally 
on ice for 3 min.   

   10.    Add 800 μl  LB   broth and incubate for 1 h at 37 °C.   
   11.    Centrifuge for 1 min at 20,000 ×  g . Resuspend in 100 μl of 

supernatant and discard the rest.   
   12.    Using sterilized glass beads spread the resuspended cells on LB 

agar supplemented with 100 μg/ml spectinomycin.         
   13.    Incubate overnight at 37 °C. Transformed colonies should 

appear on the next day. No bacterial colonies should appear on 
the negative control plates.    

           1.    Perform a plasmid preparation of recombinant  E. coli  ( see  
Subheading  3.2 ).   

   2.    Screen the prepared plasmids for the correct construct by visu-
alization on 0.8–1 % agarose ( see   Note    1  ) gel in comparison to 
the parent plasmid. Afterwards selected plasmids undergo a 
restriction digestion to test the presence of the correct insert. 
Additionally, perform  PCR   and  sequencing   of selected plas-
mids using primers fl anking the whole insertion site shown in 
Table  3  ( see   Note    4  ).   

   3.    Recombinant  E. coli  strains harboring the correct constructs 
can be stored at −80 °C.      

        1.    Prepare fresh 5 ml overnight cultures of wild-type streptococci 
in  THY   broth at 37 °C, 5 % CO 2 .   

   2.    For  S.    agalactiae   , inoculate 100 ml THY broth with 2 ml over-
night culture, incubate at 37 °C, 5 % CO 2  until reaching an 
OD of 0.4 at 600 nm. For other streptococci, inoculate 5 ml 
THY broth with 150 μl overnight culture, incubate at 37 °C, 
5 % CO 2  for 6–8 h then transfer 2 ml into 100 ml  THY   broth 
and incubate overnight at 37 °C, 5 % CO 2 .   

   3.    Centrifuge for 10 min at 4000 ×  g  for  S. agalactiae  and 5000 ×  g  
for other streptococci in a Falcon tube centrifuge at 
4 °C. Discard the supernatant.         

   4.    Resuspend the pellet in 100 ml 10 % glycerol (cold and 
sterilized).   

   5.    Centrifuge for 10 min at 4000 ×  g  for  S.    agalactiae    and 5000×  g  
for other streptococci in a Falcon tube centrifuge at 
4 °C. Discard the supernatant.   

   6.    Resuspend the pellet in 50 ml 10 % glycerol (cold and steril-
ized). Repeat  step 5 .   

   7.    Resuspend the pellet in 25 ml 10 % glycerol (cold and steril-
ized). Repeat  step 5 .   

3.6  Screening 
Transformed  E.    coli    
Colonies 
for the Presence 
of Correct 
Recombinant  Plasmids  

3.7   Transformation 
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   8.    Resuspend the pellet in 12.5 ml 10 % glycerol (cold and steril-
ized). Repeat  step 5 .   

   9.    Resuspend in the pellet in 1 ml 10 % glycerol (cold and steril-
ized). Transfer into a sterilized 1.5 ml Eppendorf tube. 
Centrifuge for 5 min at 20,000 ×  g  in a microcentrifuge at 
4 °C. Discard the supernatant.   

   10.    Resuspend the pellet in 1 volume 20 % glycerol (cold and ster-
ilized) ( see   Note    5  ). Now streptococcal competent cells are 
ready to use. On ice, divide the competent cells into 25 μl 
aliquots.   

   11.    Mix 25 μl competent cells with 25 μl 10 % glycerol (cold and 
sterilized) and 1 μg DNA (new recombinant  plasmid   isolated 
from  E.    coli   ,  see  Subheading  3.6 ).   

   12.    Transfer into 1 mm  electroporation   cuvette.   
   13.    Expose to a single electric pulse with a gene pulser apparatus 

(2 kV, 25 μF, 10 Ω) ( see   Note    5  ).   
   14.    Add 1 ml pre-warmed  THY   broth (or Todd-Hewitt  broth   with 

10 % glycerol).   
   15.    Transfer to 1.5 ml Eppendorf tube and  incubate      for 1.5–2 h at 

37 °C.   
   16.    Centrifuge for 1 min at 20,000 ×  g . Resuspend in 100 μl of 

supernatant and discard the rest.   
   17.    Using sterilized glass beads spread the resuspended cells on 

 THY   agar supplemented with 120 μg/ml spectinomycin. 
Incubate overnight at 37 °C, 5 % CO 2 .   

   18.    On the next day check the plates for colonies of recombinant 
streptococci.      

        1.    Prepare fresh 10 ml overnight cultures of recombinant strepto-
cocci (from Subheading  3.7 ) in  THY   broth supplemented with 
120 μg/ml spectinomycin at 37 °C, 5 % CO 2 .   

   2.    Pellet bacteria by centrifugation for 10 min at 4000–5000 ×  g  
in a Falcon tube centrifuge.   

   3.    Discard the supernatant and resuspend the pellet in 1 ml 
1×PBS or 0.9 % NaCl. Transfer into a 1.5 ml Eppendorf tube 
and centrifuge for 5 min at 20,000 ×  g . Discard the 
supernatant.   

   4.    Resuspend the pellet in 350 μl P1 buffer (QIAprep Spin 
Miniprep kit, QIAGEN).   

   5.    Transfer into ribolyser tubes fi lled with glass beads (150–
212 μm) to the 250 μl level mark.   

   6.    Ribolyse four times at speed 6.0, for 20 s.   
   7.    Centrifuge for 5 min at 20,000 ×  g .             

3.8   Plasmid   
Preparation 
from Recombinant 
Streptococci Carrying 
 pBSU100/pBSU813   or 
Their Derivatives
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   8.    Transfer the supernatant (approximately 250 μl) into a 1.5 ml 
Eppendorf tube.   

   9.    Add 250 μl P2 buffer and proceed with the manufacturer’s 
protocol.   

   10.    Isolated  plasmids   are used immediately or stored at 4 °C until 
use.      

   Recombinant plasmids from recombinant streptococci (prepared 
in Subheading  3.10 ) are checked for the correct construction ( see  
Subheading  3.8 ). Recombinant streptococcal strains are then 
stored at −80 °C.  

          1.    Prepare fresh 10 ml overnight cultures of recombinant strepto-
cocci in  THY   broth  supplemented      with 120 μg/ml spectino-
mycin at 37 °C, 5 % CO 2  ( see   Note    6  ).   

   2.    Pellet bacteria by centrifugation for 10 min at 4000–5000 ×  g  
in a falcon centrifuge at 4 °C. Discard the supernatant.   

   3.    Resuspend the pellet in 10 ml PBS. Centrifuge for 10 min at 
4000–5000 ×  g  in a Falcon centrifuge at 4 °C. Discard the 
supernatant.   

   4.    Resuspend in 1 ml PBS. Spot 10 μl on a clean microscopic 
slide. Cover with a clear coverslip.   

   5.    Examine under fl uorescence microscope (Zeiss Axioskop-2 ®  
fl uorescence microscope fi tted with an Axiocam HR camera 
and Axiovison software version 4.8) in a darkened room. Use 
 GFP   fi lter set for recombinant streptococci carrying EGFP 
reporter  plasmids   and  DAPI   fi lter set for strains carrying the 
Sirius reporter plasmids.      

       1.    Seed an amount of 0.5 × 10 6  THP-1 cells cultured in THP-1 
medium with antibiotics into 12-well tissue culture plate con-
taining sterilized coverslips.   

   2.    Allow for monocytic THP-1 differentiation into  macrophages   by 
adding 10 ng/ml PMA to the culture medium. Incubate over-
night at 37 °C, 5 % CO2. Differentiated macrophages will become 
adherent to the coverslips present at the bottom of the well.   

   3.    On the next day, wash adherent THP-1 cells three times with 
pre-warmed THP-1 medium without antibiotics or 1× PBS.         

   4.    Using fresh overnight bacterial cultures or bacterial cells grown 
to mid-logarithmic phase (washed once in 1× PBS and resus-
pended in THP-1 medium without antibiotics) infect differen-
tiated THP-1 macrophages with EGFP-expressing streptococci 
at a multiplicity of  infection   (MOI) 1:1 and 10:1. Incubate at 
37 °C, 5 % CO 2  for 1 h (MOIs and incubation times should be 
optimized according to the purpose of the experiment and 
streptococcal species used).   

3.9  Confi rm Success 
of  Electroporation  

3.10   Fluorescence 
Microscopy  

3.10.1  Fluorescence 
Microscopy of EGFP/Sirius 
Expressing Streptococci 
(Harboring  pBSU101  /
pBSU836 Respectively or 
Derivatives of pBSU100/
pBSU813)

3.10.2   Fluorescence 
Microscopy   of  EGFP  - 
Expressing Streptococci 
in  THP-1   Cells
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   5.    At the end of the incubation time wash infected THP-1  mac-
rophages   three times with pre-warmed 1× PBS followed by 
 fi xation   with freshly prepared 4 % formaldehyde for 20 min.   

   6.    Wash once with 1× PBS. The coverslips with adherent THP-1 
infected  macrophages   are removed and allowed to air-dry.      

   7.    Perform  staining   with Evans Blue (1: 400 dilution in 1× PBS) 
for 30 min in the dark.   

   8.    Wash once with 1× PBS. The coverslips are air-dried again in 
the dark.   

   9.    To mount the cells on a microscopic glass slide, add one drop 
of a suitable mounting medium (VECTASHIELD) with an 
anti-fade reagent supplemented with/without  DAPI    stain     .   

   10.    Use immediately or store in the dark at 4 °C until use.   
   11.    Visualize intracellular  EGFP  -expressing bacteria within THP-1 

 macrophages   by a fl uorescence microscope (Zeiss Axioskop-2 ®  
fl uorescence  microscope   fi tted with an Axiocam HR camera 
and Axiovison software version 4.8) using  GFP   fi lter  set  .       

      Activity pattern of the cloned promoter of interest can be analyzed 
using recombinant streptococcal stains carrying EGFP/Sirius 
reporter  plasmids   where EGFP/Sirius is expressed under the con-
trol of that promoter. Promoter fl uorescence activity is determined 
by FACS as follows:

    1.    Harvest fresh cultures of recombinant streptococci in  THY   
broth supplemented with 120 μg/ml spectinomycin (bacteria 
should be grown at suitable induction conditions for the pro-
moter under investigation,  see   Note    6  ) by centrifugation for 
10 min at 4000–5000 ×  g  in a Falcon tube centrifuge at 
4 °C. Discard the supernatant.   

   2.    Wash once by resuspending in equal volume of PBS. Centrifuge 
for 10 min at 4000 ×  g  in a Falcon tube centrifuge at 
4 °C. Discard the supernatant.   

   3.    Resuspend in 1 ml PBS and keep on ice.   
   4.    Analyze by FACS (BD LSRFortessa™) using a 488 nm blue 

laser and a bandpass fi lter 530/30 for EGFP recombinant 
reporter  plasmids  . Sirius recombinant plasmids are examined 
using a UV laser 355 nm and a bandpass fi lter 450/ 50     .   

   5.    Adjust the bacterial suspensions in order to keep an acquisition 
fl ow rate at 150–250 events/s.   

   6.    Determine background fl uorescence for EGFP and Sirius 
expressing bacteria by using recombinant streptococcal strains 
harboring the promoterless  egfp/sirius  plasmids  pBSU100   and 
pBSU813 respectively.   

   7.    Determine relative fl uorescence intensity for 10,000 events.   

3.11  Fluorescence 
Activated Cell Sorting 
( FACS  )

3.11.1   Promoter Analysis   
Using FACS
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   8.    Further analysis of generated FACS fi les can be done using 
Flow Jo software (FlowJo Enterprise).    

     The fl uorescent vectors pBSU101/pBSU836 harbor EGFP/Sirius 
which are expressed under the control of the  cfb  promoter of  S.  
  agalactiae   . These vectors can be used for fl uorescence labeling of 
 S. agalactiae  and other streptococcal species. Streptococcal stains 
harboring pBSU101/pBSU836 can be analyzed by FACS as 
described under Subheading  3.11.1   

       1.    Seed an amount of 1 × 10 6  THP-1 cells cultured in THP-1 
medium into 6-well tissue culture plate.   

   2.    Allow for monocytic THP-1 differentiation into macrophages by 
adding 10 ng/ml PMA to the culture medium. Incubate over-
night at 37 °C, 5 % CO2. Differentiated macrophages will become 
adherent to the coverslips present at the bottom of the well.   

   3.    On the next day, wash adherent THP-1 cells three times with 
pre-warmed THP-1 medium without antibiotics or 1× 
PBS. Add equal volume of THP-1 medium without 
antibiotics.   

   4.    Using fresh overnight bacterial cultures or bacterial cells grown 
to mid-logarithmic phase (washed once in 1× PBS and resus-
pended in THP-1 medium without antibiotics) infect differen-
tiated THP-1 macrophages with EGFP-expressing streptococci 
at a multiplicity of infection 1:1, 10:1. Incubate infected mac-
rophages at 37 °C, 5 % CO 2  for 1 h (MOIs and incubation 
times should be optimized according to the purpose of the 
experiment and streptococcal species used).         

   5.    At the end of the incubation time, wash three times with pre- 
warmed 1× PBS then scrap adherent THP-1 macrophages 
with sterile cell scrapers.   

   6.    Harvest by centrifugation at 2000 ×  g  for 10 min. Discard the 
supernatant.   

   7.    Resuspend in 1 ml  FACS   buffer. Centrifuge at 2000 ×  g  for 
10 min. Discard the supernatant.   

   8.    Resuspend the cell pellet in 750 μl FACS buffer and fi x the cells 
by adding 250 μl freshly prepared 4 % formaldehyde solution.   

   9.    Use immediately or store at 4 °C in the dark until use.         
   10.    Percentage of fl uorescent THP-1 macrophages infected with 

EGFP-expressing bacteria is analyzed by FACS (BD 
LSRFortessa™) using a 488 nm blue laser and a bandpass fi lter 
530/30.   

   11.    Use uninfected THP-1 cells as a negative control for back-
ground fl uorescence.   

   12.    Further analysis for generated FACS fi les can be done using 
Flow Jo software.        

3.11.2   FACS   Analysis 
for EGFP/Sirius Expressing 
Bacteria (Harboring 
pBSU101/pBSU836 
Respectively)

3.11.3   FACS   Analysis 
for Fluorescent  THP-1   
 Macrophages   Infected 
with EGFP- Expressing 
Streptococci

Fluorescent Streptococci and Enterococci
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4             Notes 

     1.    Agarose concentration: 1–2 % agarose has a good resolution 
for small fragments less than 500 bp. However, 0.8 % agarose 
has a good resolution for large DNA fragments 5–10 kb.   

   2.    Ensure that the volume of the  restriction enzyme   does not 
exceed more than 10 % of the total reaction volume otherwise 
the glycerol in which the enzyme is supplied may inhibit 
digestion.   

   3.    Transforming DNA should be added in a volume not exceed-
ing 5 % of that of the competent  cells     .   

   4.    In case that  pBSU100   is used as a vector backbone then  PCR   
amplifi cation of the insertion site can also be achieved using 
the forward promoter primer and the pAT-2 primer (Table  3 ). 
However, in case pBSU813 is the vector backbone then the 
pAT-3 primer (Table  3 ) coupled with the forward promoter 
primer may be used for the insertion site amplifi cation. In each 
case the amplifi ed region includes both the fl uorescence gene 
and the promoter.   

   5.    Please keep in mind, for streptococci the preparation of com-
petent cells and applied electric pulse are species and strain 
dependent and may need further optimization. The given con-
ditions are optimized for  S.    agalactiae    and have been found to 
give good results with other streptococcal species.   

   6.    Always adjust the culture conditions according to the purpose 
of the experiment (adding certain supplements, pH adjust-
ments, using different culture medium, etc.)         
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Chapter 10

Computer Vision-Based Image Analysis of Bacteria

Jonas Danielsen and Pontus Nordenfelt

Abstract

Microscopy is an essential tool for studying bacteria, but is today mostly used in a qualitative or possibly 
semi-quantitative manner often involving time-consuming manual analysis. It also makes it difficult to 
assess the importance of individual bacterial phenotypes, especially when there are only subtle differ-
ences in features such as shape, size, or signal intensity, which is typically very difficult for the human eye 
to discern. With computer vision-based image analysis — where computer algorithms interpret image 
data — it is possible to achieve an objective and reproducible quantification of images in an automated 
fashion. Besides being a much more efficient and consistent way to analyze images, this can also reveal 
important information that was previously hard to extract with traditional methods. Here, we present 
basic concepts of automated image processing, segmentation and analysis that can be relatively easy 
implemented for use with bacterial research.

Key words Image segmentation, Object recognition, Region properties, MATLAB, ImageJ

1  Introduction

In bacterial research, images of bacteria are still mostly analyzed and 
interpreted through methods reliant on continuous manual input. 
The main disadvantages of this are related to our human nature, with 
the risk of subjectivity and reproducibility — especially after long ses-
sions—as well as the fact that it takes up a significant amount of time. 
These issues are especially apparent when there are hundreds, if not 
thousands, of images to analyze [1]. The recent revolution in fluores-
cent microscopy with computer-controlled microscopes that can 
acquire images at high speed in multiple dimensions, including chan-
nels, time, and space only adds to the complexity of image analysis 
— in many cases making quantitative manual analysis an impossible 
task. An alternative way of identifying bacteria and analyzing them is 
to use computer algorithms instead; this subfield of artificial intelli-
gence is called computer vision. Computer vision has the advantage of 
being automated, objective, and completely reproducible; this 
approach also has the added benefit of “seeing” data that is typically 
not detectable by a human operator [1]. While this method is 
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currently commonly used in other fields of application, such as facial 
recognition [2], optical character recognition for scanning documents 
[3], medical imaging [4], and automatic cell counters [5–7], there is 
a distinct lack of general approaches within bacterial pathogenesis 
research. Examples found [8–11] pertaining computer vision are gen-
erally restricted to one specific study or a group of studies and in over-
all computer vision seems currently to be an under-developed field in 
bacterial pathogenesis research. Besides the obvious benefits for accu-
rate quantification and detailed analysis, one of the most interesting 
applications of automatic image analysis is the possibility to identify a 
single bacterium and track its movements reliably over time in infor-
mation dense movies. Here, we present the basic concepts of com-
puter vision with a focus on explaining principal methods and their 
uses, in an effort to give a starting point for interested scientists.

2  Materials

ImageJ (NIH) and MATLAB (Mathworks) are two of the most 
commonly used software packages for computer vision analysis. 
ImageJ is open source and much of its functionality comes from 
user-designed plugins. MATLAB has several toolboxes that expand 
the functionality and include many optimized algorithms for com-
puter vision. We have listed some useful ImageJ plugins and 
MATLAB toolboxes.

	 1.	Otsu Thresholding.
	 2.	Watershed Transformation.
	 3.	Multi Thresholder.
	 4.	Cell Counter.
	 5.	Hough Circles.
	 6.	Bio-Formats.

	 1.	Image Processing Toolbox.
	 2.	Computer Vision System Toolbox.
	 3.	Fuzzy Logic Toolbox.
	 4.	Signal Processing Toolbox.
	 5.	Bio-Formats Toolbox (see Note 3).

3  Methods

A flowchart for a basic bacterial image analysis software (see Note 4) 
is shown in Fig. 1. The software in question is broken up into major 
sections, which in turn consists of smaller and more specific mod-
ules. The initial step, input, is composed of simply loading the raw 

2.1  ImageJ (See 
Note 1)

2.2  MATLAB (See 
Note 2)

3.1  Basic 
Program Design
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Graphs

Tables

Raw data

Documentation

Fig. 1 Flowchart for a basic bacterial image analysis software

image into the software, and defining the directory the results will 
be deposited in. The preprocessing step is used for preparing the 
image for segmentation by cleaning up noise, reducing background 
and extracting important information about the raw image (often 
designated metadata) that can be used at later stages. It is also here 
that any global adjustments to the data is done (see Notes 5 and 6). 
The third step, image segmentation, is where the preprocessed 
image is turned into a binary mask. In relation to this chapter, a 
mask is considered a binary image consisting of only 1s and 0s, and 
the 1s correspond to regions defined as objects and the 0s as regions 
defined as background. Image segmentation is also the step that 
often needs to be optimized the most to achieve good results from 
the image analysis. The generated mask works by functioning as a 
filter in the image analysis step and the analysis is performed on the 
same preprocessed image as the mask was generated from. This 
means that the software can divide analyzed areas of the prepro-
cessed image that corresponds to the regions that are composed of 
0s and 1s in the mask. Different analysis modules can be present in 
the same software as can be seen in Fig. 1 and each will generate its 
own data output. The generated data in the previous step is then 
analyzed, structured, and refined in the data analysis step. Examples 
of analyses are counting the numbers of bacteria found, calculating 
bacterial area based on μm/pixel, and calculating the eccentricity of 
bacteria. Refinement of selection is essential to ensure that only rel-
evant data is analyzed, that different groups of bacteria are sepa-
rated, and outliers can be identified. The goal of the data analysis 
step is to present the relevant data in an understandable and useable 
form. The final step, output, involves converting the refined data 
into tables and graphs to present the results of the analysis. Another 
important function of the output is to generate all the data from 
each step and store it in a structured system. This allows the data 
and the whole process to be reexamined without having to rerun 

Computer Vision of Bacteria
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the entire process. Most importantly, together with the program 
code, this provides documentation on exactly what was done, on 
what it was done, when it was done, and how it was done.

Segmentation is a common step in image analysis and consists of 
separating objects from the background in an image. This is based 
on identifying features, such as pixel intensity, and using that to 
divide the pixels into non-overlapping regions [12]. For the pur-
pose of this chapter the aim of the segmentation is to acquire a 
binary image that is typically called a mask. The mask is then used 
for defining the regions the software should analyze, and this step 
is therefore critical for performing image analysis with any reliabil-
ity. The four major groups of grayscale segmentation methods that 
will be examined here are the following; thresholding, edge detec-
tion, active contour, and watershed transformation.

Threshold-based segmentation functions by using a threshold 
value to separate objects from the background. Bi-level threshold-
ing results in pixels being divided into two classes, objects and 
background, and requires the use of only one threshold value. 
Using multiple thresholds allows multiple classes or groups of pix-
els to be identified, and this method goes under the name of multi-
level thresholding [12].

Edge detection defines edges based on discontinuities in intensity 
between pixels [13]. This can be done due to the general assumption 
that it will correspond to discontinuities in depth, properties, illumi-
nation, or surface orientation [14]. One common problem with edge 
detection is fragmentation, which is where the edges are not com-
pletely connected to each other, but instead consists of multiple frag-
ments. A second issue is the presence of false edges which can be 
considered the equivalent of false positives concerning detection [14].

Active contour segmentation uses a malleable spline, or snake, 
to adhere to object contours. Snakes utilize algorithms that mini-
mizes the energy present when the snake has localized and molded 
itself to a feature [15]. The strengths of active contouring are: 
tracking objects in motion, it is autonomous and adaptive, sensitiv-
ity is scalable through Gaussian smoothing, and that the snake’s 
behavior is intuitive. A disadvantage of this method is that there is 
a risk that matching the major feature will result in a lower energy 
compared to matching minor details, and therefore it may miss 
those. Further issues are that the accuracy of the method is directly 
proportional to the computational time and there exists a tendency 
to remain stuck in local minima states [15].

Watershed transformation is easiest illustrated by imagining a 
topographical relief, with pixel intensity seen as depth. This means 
that the higher the pixel’s intensity is, the deeper it is located. The 
first step is the placement of markers in objects and the back-
ground. The second and final step is to “flood” the image, using 
the markers as the sources of “water.” A “dam” is created every 
time distinct catchment basins’ water would come into contact 

3.2  Principal 
Methods
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with each other. This results in a segmented image where each 
marker should be in its own separate region. The major issue with 
this method is the high risk of over-segmentation (see Note 7) 
[16]. Watershed transformation is useful as a secondary segmenta-
tion method, where it can be used to separate merged regions from 
each other and in that way achieve a better mask.

Otsu’s method is a threshold segmentation variant. The algo-
rithm calculates the threshold by minimizing the intra-class variance 
and maximizing the inter-class variance between the pixel classes. 
This generates a so called “optimal threshold,” which both removes 
the need to manually enter the threshold value but more impor-
tantly maximizing the separability of bacteria and background. 
However, this method requires the pixel intensity distribution to be 
following a bimodal histogram and therefore cannot reliably be 
used on multi-class images [17]. Fortunately, Otsu’s method is eas-
ily adapted to be able to calculate multiple thresholds which allow 
it to segment these multi-class images. This modified method gen-
erally goes under the name of Multi Otsu [18]. However, it is rather 
inefficient and time-consuming [19] (see Note 8).

Canny edge detector is another commonly used segmentation 
method (see Note 9), which as an edge detector functions by iden-
tifying edges based on difference in intensity between pixels. This 
is done through five different steps of computation. First a Gaussian 
filter is applied to negate background noise followed by identifying 
the gradients of intensity, suppressing non-maxima, finding poten-
tial edges by identifying the gradients of intensity, and finally by 
suppressing weak edges through hysteresis [13]. One of the advan-
tages with Canny is how sensitive the method is at detecting edges, 
but it is less robust than Otsu and has a tendency to over-segment, 
especially when exposed to Gaussian background noise.

Otsu’s optimal threshold can replace Canny’s own calculated 
high threshold value (see Note 10) and this improves the segmen-
tation results from the Canny edge detector [20].

One of the most essential aspects of image analysis is to properly 
screen and select, based on the research aim, the data that should 
be analyzed. Enhancing data selection is important due to the fact 
that the software will be non-discriminatory without explicit 
directions, for example it would treat artifact signals as equally 
important as bacterial signals. This enhancement of data can be 
based on multiple parameters, some which are detailed in Table 1 
along with in what scenarios certain parameters would be pre-
ferred. This has the additional advantage of allowing the analysis 
of different signals from a single image. For instance, separating 
two different species of bacteria can be achieved by comparing 
their eccentricity if there is a significant difference in shape between 
the bacterial species. In comparison, an area based separation 
would not perform nearly as well if the species had a similar size, 
despite any differences in shape. The opposite is seen in removal 

3.2.1  Refinement 
of Bacterial Selection
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of artifacts—a task area-based separation excels at—while eccen-
tricity separation will be lacking (see Notes 11 and 12). This is 
due to artifacts having a random shape, and there is a smaller 
potential span of measurement compared to area. Another way of 
isolating bacteria behaving differently would be to utilize the stan-
dard deviation of pixel intensity, and separate the population into 
groups depending on how homogenous the fluorescence appears.

Figure 2 illustrates the process of a bacterial analysis using a soft-
ware whose structure is based on the flowchart in Fig. 1. From the 
initial raw dual channel image of GFP (channel 1) and mCherry 
(channel 2) marked fluorescent bacteria we analyzed the 20 % 
brightest and dimmest bacteria in channel 1. The original micros-
copy image with both channels is shown in Fig. 2a. Figure 2b, c 
also contains the segmented masks of channel 1 by Otsu segmen-
tation and Canny segmentation using Otsu threshold value respec-
tively. The difference in segmentation between Canny and Otsu is 
illustrated through visually comparing their masks, and by auto-
matically counting the amount of bacteria each method found. In 
addition, the numbers of segmented bacteria are compared to the 
manually counted bacteria to test the validity of the segmentation 
methods and the results of this test are shown in the table All 
Objects in Fig. 2d. The results are presented as the percent of all 

3.3  Results: 
Segmentation 
Example

Table 1 
Bacterial selection measurements easily attainable with MATLAB and their potential applications for 
refinement

Measurement Good for

Signal-to-noise Eliminating weakly fluorescent bacteria and artifacts. Evaluating image and 
segmentation quality (see Note 13)

Area Eliminating artifacts that significantly differ in size
Calculating number of bacteria based on average size, when working with 

clustering bacteria

Eccentricity Separating different bacterial species

Mean intensity Eliminating weakly fluorescent bacteria and artifacts

Centroid Labeling and identifying bacteria

Weighted 
Centroid

Combine with Centroid to generate a vector for spatial correlation of molecular 
activity (see Note 14)

STD/SEM pixel 
intensity

Separating homogenously fluorescent bacteria from heterogeneously fluorescent 
bacteria

Perimeter Component for calculating the length of the medial axis of rod shaped bacteria 
(see Note 15)

Color Separating bacteria based on different fluorescence markers

Jonas Danielsen and Pontus Nordenfelt
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the manually counted objects found by each method. As can be 
seen Otsu identifies 57 out of 69 (83 %) objects while Canny man-
ages to identify 63 out of 69 (91 %) objects present in the image 
(see Note 16). This does not necessarily mean that every object we 
found actually corresponds to bacteria, nor does it mean that this 
is the type of bacteria we are interested in studying (see Note 17). 
The next step is the refinement of bacterial selection and in this 
case an area based selection (see Notes 18 and 19) was applied to 
enhance the identification of bacteria generated from the both the 
Otsu and the Canny segmentation. As before, the amount of 
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Fig. 2 Application of automated image analysis. (a) Raw dual channel microscopy image. (b) Mask generated 
from channel 1/green channel in (a) using Otsu segmentation. (c) Mask generated from channel 1/green chan-
nel in (a) using Canny segmentation. (d) Validity testing of Otsu and Canny segmentation by comparing the 
ratio of identified objects, in (b) and (c) respectively, with the total amount of objects present in channel 1/
green channel from (a). (e) Validity testing of the area based selection refinement method for identifying bac-
teria of interest applied on the Otsu and Canny segmented masks compared with the manually selected bac-
teria in channel 1/green channel from (a). (f) Channel 1/green channel raw image where each bacterium 
identified using an area based selection on (b) has been individually labeled. (g) Mask containing the 20 % 
brightest bacteria isolated from the area based bacterial selection in (f). (h) Mask containing the 20 % dimmest 
bacteria isolated from the area based bacterial selection in (f). (i) Comparison between the 20 % brightest (g) 
and 20 % dimmest bacteria (h) in area, eccentricity, and mean intensity
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bacteria the method found was counted and compared to the 
manually counted bacteria of interest, and this is shown in the 
table Area Selected Objects of Fig. 2e. In this scenario it allows us 
to avoid analyzing outliers, artifacts, vertically positioned bacteria, 
and the initial formation of new dividing bacteria. The image 
(Fig. 2f) which numbers selected bacteria in the original image is 
the result of labeling the bacteria identified by the area based 
selection applied on the Otsu segmentation from Fig. 2b. Further 
data selection can be used to specify targets even more and in this 
scenario we compare the most fluorescent and the least fluores-
cent bacteria based on mean intensity (see Note 20). Figure 2g, h 
shows the resulting selection of the 20 % brightest and the 20 % 
dimmest from the area selected Otsu mask. Finally, the regions we 
identified have been analyzed and compared and the resulting 
graph is shown in Fig. 2i (see Note 21). As can be seen in Fig. 2i 
the areas are quite different between the brightest and the dim-
mest bacteria, while the eccentricity does not differ nearly as 
much. Such differences would be very hard to find by manual 
analysis, and can provide a source for both generating new hypoth-
esis as well as testing existing ones.

4  Notes

	 1.	Fiji (Fiji is just ImageJ), is an alternative version of ImageJ that 
comes bundled with many useful plugins for image processing 
and computer vision-based methods.

	 2.	Many universities and research institutions (especially those 
that have Engineering or Science faculties) have group licenses 
for MATLAB.

	 3.	Bio-Formats is a standardized and open format for reading and 
writing microscopy image data and metadata. It is developed 
by Open Microscopy Environment (OME).

	 4.	A good software is built to fulfill one clearly defined goal or 
function. It should also be separated into manageable modules 
or minor software, to facility debugging, adding minor func-
tions, modifications, and understanding.

	 5.	One typical problem that can occur is that the bit depth of the 
image is misclassified by the computer. This is when the bit 
depth is considered to be higher or lower than it actually is. The 
result of this is that all intensity values will be too low or too 
high. One example of this happening is taking images with a 12 
bit camera and opening them in MATLAB where they will be 
considered 16 bit images. This makes the image either extremely 
dark or bright, and segmentation is unlikely to succeed without 
adjusting the bit depth. In MATLAB this can be done by mul-
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tiplying every pixel value with VALUE = 2(wrong bit depth-real bit depth), 
or as in the example, 2(16−12) = 24.
image = floor (image.*/VALUE);

A second possible method is by performing a bit shift on the 
image with difference in bit depth used as value. In this exam-
ple, 12 − 16 = −4 = VALUE.
image = bitshift (image,VALUE);

	 6.	Occasionally the image metadata does not contain the μm/
pixel information, or the data could be wrong. This can be 
remedied when using the Bio-Formats toolbox in MATLAB 
by assigning the correct values.
pixelSize = ome.units.quantity.Length(java.
lang.Double(.VALUE), ome.units.UNITS.
MICROM);
YOURMETADATA.setPixelsPhysicalSizeX(pixel
Size, 0); (Exchange X for Y for setting Y 
value)

	 7.	Over-segmentation is a common problem when using water-
shed transformation, but it can sometimes be solved by defin-
ing a height threshold in the segmentation code. Done in 
MATLAB by adding the “imhim” function directly before the 
watershed function:
Image2 = imhim (Image1, VALUE);
L = watershed (Image2);

A value of 20 is considered to be the threshold for suppressing 
shallow minima. Higher values will result in suppression of less 
shallow minima.

	 8.	Two more efficient multilevel Otsu thresholding methods are: 
NM-PSO-Otsu [21], and Two-Stage Multithreshold Otsu 
[22].

	 9.	Edge detection/Canny cannot be used on its own to segment 
an image since it only results in lines, and not a complete mask. 
It requires the assistance of morphological closing, filling, and 
opening operations to arrive at a complete mask. The structur-
ing element chosen for these morphological operations should 
be as similar in shape as possible to the bacteria you are analyz-
ing. Adjusting the structuring elements and their size through 
trial and error is often required to get good results.

	10.	The lower threshold should be set as the Otsu threshold value 
divided by 2. This is possible since the low threshold will always 
be half that of the high threshold in the original automatic 
Canny calculation [20].

	11.	Objects 1/10 of the mean size can generally be considered 
artifacts and can therefore in many cases be discarded [7].

	12.	Eccentricity is measured from 0 to 1, with 0 being a circle and 
1 corresponding to a line.

Computer Vision of Bacteria
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	13.	Signal-to-noise is calculated by first removing the initial mask 
generated from the original image. Then the mean of the 
resulting image — which ideally should only consist of back-
ground pixels — is calculated and converted to double preci-
sion. The standard deviation of the background is calculated as 
well. Lastly the background mean is subtracted from every 
region’s mean intensity value before being divided by the stan-
dard deviation. The following code has been adapted for use in 
MATLAB.
backgroundValues = ORIGINAL(~MASK);
backgroundMean = mean (backgroundValues(:));
backgroundValues = double (backgroundValues);
backgroundSTD = std (backgroundValues);
Signal-to-noise = (Region –backgroundValues)/
backgroundSTD;

	14.	Weighted centroid calculates the center of the region based on 
location and intensity values. In comparison the standard cen-
troid calculation results in a center of mass. These two dispa-
rate markers can be used to calculate a vector between them in 
the bacteria. This vector can then be used for spatial correla-
tion of molecular activity.

	15.	The medial axis length can be calculated with the following 
formula (Eq. 1):

	
Length

Perimeter Perimeter Area
=

+ − ×( )2 16

4 	
(1)

	16.	As can be seen here, different segmentation methods will not 
generate the exact same results, due to approaching the infor-
mation in the image differently. This makes choosing your seg-
mentation method based on your images extremely important, 
and this will often require a trial and error approach. One 
advantage of using self-written software for this is the ability to 
run any sort of different segmentation methods in parallel and 
then comparing the results.

	17.	All objects are not bacteria, or the type of bacteria that we are 
interested in studying. This is a typical problem when you have 
more than one bacterial strain in your culture. A second sce-
nario would be when you have an uneven fluorescence marker 
production and you only want to study bacteria over a certain 
fluorescence threshold.

	18.	In this case the MATLAB function bwareaopen was used for 
the area based selection. For this function you simply specify 
the pixel area and everything below that threshold will be 
removed.
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	19.	Generally, you cannot use the same selection values on different 
segmentation methods and expect equal results, due to the dif-
ference in the mask generated. In this case different pixel areas 
were used for selection depending on the segmentation method.

	20.	The MATLAB function bwpropfilt was used on the 
“MeanIntensity” value parameter of regionprops to select 
the 20 % brightest and dimmest regions. This works by specify-
ing which value it should select from, the number of objects, 
and if it should select the largest or smallest objects.

	21.	The MATLAB functions regionprops and boxplot was used 
for analyzing the regions and generating the graphs respectively.
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  Abstract 

    Listeria monocytogenes  is a bacterial pathogen which invades and multiplies within non-professional phago-
cytes. Signaling cascades involved in cellular entry have been extensively analyzed, but the events leading 
to vacuolar escape remain less clear. In this chapter, we detail a microscopy FRET-based assay which allows 
quantitatively measuring  L. monocytogenes  infection and escape from its internalization vacuole, as well as 
a correlative light/electron microscopy method to investigate the morphological features of the vacuolar 
compartments containing  L. monocytogenes .  

  Key words      Listeria monocytogenes   ,   Phagocytosis  ,   Vacuole  ,   Listeriolysin O  ,   Phospholipases  ,   CCF4  , 
  Förster resonance energy transfer (FRET) microscopy  ,   Correlative light/electron microcopy (CLEM)   

1     Introduction 

 The gram-positive bacterium  Listeria monocytogenes  is a facultative 
intracellular pathogen responsible for listeriosis, a food-borne dis-
ease characterized by meningitis in newborns, abortion in preg-
nant women and septicemia in immunocompromised individuals 
[ 1 ]. For more than 50 years,  Listeria  has been used as major model 
in  infection   biology to investigate the interplay between immune 
cellular responses to control bacterial intracellular pathogens [ 2 ] 
and the role of bacterial  virulence    factors   in subverting host cell 
functions [ 3 ].  Listeria  internalization within non-phagocytic epi-
thelial cells has been particularly well studied [ 4 ,  5 ]. Interaction of 
the bacterial  surface   proteins internalin ( InlA)   and  InlB   with their 
respective host cell  receptors   E-cadherin and Met triggers the 
recruitment of a clathrin-based machinery [ 6 ,  7 ] which controls in 
turn actin recruitment and membrane remodeling at bacterial 
internalization foci [ 8 ]. Modulation of phosphoinositide metabo-
lism cooperates with the actin cytoskeleton to favor [ 9 ] or to 
restrict [ 10 ]  Listeria  entry within host  cells      [ 11 ]. 
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 Following cell invasion,  Listeria  is located within a membrane- 
bound compartment that is ruptured to allow bacterial cytoplasmic 
access.  Listeriolysin O (LLO)  , a pore-forming toxin encoded by the 
gene  hly  and responsible for the hemolytic activity that was very early 
associated to virulent  Listeria  strains [ 12 ], has been referred as a 
major actor in disrupting the bacterial  vacuole   [ 13 ,  14 ]. Two other 
bacterial  virulence    factors  , PlcA and PlcB, are phosphatidylinositol- 
specifi c and broad range  phospholipases   respectively which also par-
ticipate in vacuolar destabilization [ 15 ,  16 ]. However, how these 
bacterial virulence factors specifi cally contribute to  Listeria  vacuolar 
escape is not fully understood. For example, inactivation of  LLO   in 
J774 cells completely abrogates bacterial translocation to the cyto-
plasm [ 14 ,  17 ] but in human epithelial  HeLa  , HEp-2, and Henle 
407 cells, the broad range  phospholipase   PlcB can rescue a Δ hly  
mutant, suggesting that host factors also contribute to the stability 
of the bacterial  vacuole  . Indeed, it has been demonstrated in murine 
 macrophages         that the gamma-interferon-inducible lysosomal thiol 
reductase (GILT) and the cystic fi brosis transmembrane conduc-
tance regulator (CFTR) enhance the oligomerization and the lytic 
activity of  LLO   to facilitate vacuolar rupture [ 18 ,  19 ] while induc-
ible renitence limits vacuolar disruption by restoring the integrity of 
endolysosomal membranes [ 20 ]. 

  Listeria  vacuolar escape in epithelial cells has been studied 
recently by our team [ 21 ]. In this present article, we present two 
complementary approaches to address this topic: we describe fi rst 
a detailed protocol for a Förster resonance energy transfer ( FRET  ) 
microscopy assay which measures bacterial cytoplasmic transloca-
tion by monitoring the fl uorescence of the β-lactamase-sensitive 
FRET probe  CCF4   (this molecule emits photons at 535 nm when 
intact, but fl uoresces at 450 nm when cleaved) (Fig.  1 ). The use of 
an engineered  Listeria  strain expressing a surface β-lactamase 
allows the identifi cation of vacuolar escape by cleavage of the CCF4 
molecule via the surface enzymatic activity. This approach has been 
successfully used with the bacterial pathogen  Shigella fl exneri  to 
screen multiplexed small interfering (si)RNA libraries for the dis-
covery of cellular factors regulating bacterial cytoplasmic 
 translocation in  HeLa   cells [ 22 ]. We also present a correlative 
light/electron  microscopy   (CLEM) method in which we use green 
fl uorescence protein (GFP)   -expressing bacteria in conjunction to 
actin fl uorescent  staining   to assess the localization of internalized 
bacteria that do not form actin tails: further characterization of 
these specifi c bacteria using transmission electron  microscopy   
allows to investigate in detail their subcellular environment, and to 
analyze their potential association to membrane-bound 
compartments.

   These two methodological strategies are therefore complemen-
tary and can be coupled to identify and characterize novel cellular 
host factors modulating  Listeria  translocation to the cytoplasmic 
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space: the  FRET  -based microscopy assay is suited to perform high-
throughput screens of drug or  siRNA   libraries targeting host factors, 
in order to fi rst identify host candidate molecules which may control 
vacuolar membrane stability (in this chapter, this assay is coupled to 
a microscopical test to differentiate extracellular from total bacterial 
populations, which allows to determine whether failure in vacuolar 
escape could be explained by inhibition of bacterial entry or vacuolar 
rupture [ 21 ]). The  CLEM   assay can then be employed to investi-
gate in fi ner detail the contribution of specifi c host candidate mole-
cules to the enhancement or inhibition of  Listeria  vacuolar escape, 
through a morphological analysis of the structure of membranes and 
intracellular organelles that may interact with the bacterial-contain-
ing compartments prior to vacuolar rupture.  

2    Materials 

 Vacuolar escape assays were performed in  HeLa   cells, which have 
been commonly used as a model to understand the intracellular 
lifestyle of  Listeria  [ 23 ,  24 ] and which are dependent on the  InlB  - 
invasion pathway. HeLa cells are grown in the absence of antibiot-
ics to avoid potential endocytosis that could kill intracellular 
bacteria. To increase cellular invasion and therefore the statistical 
power of the microscopy-based assay described in this chapter, we 
employ a  L. monocytogenes  EGDe PrfA* strain which contains a 
Gly145Ser point mutation in the transcriptional regulator PrfA, 
increasing expression of  virulence    factors   [ 25 ]. To express 

FRET 

FRET FRET 

1h 

FRET 

L. innocua InlB/ -lact

L. monocytogenes 
prfA* -lact

1h 

CCF4-AM

CCF4-cleaved

  Fig. 1     FRET  -based assay principle for tracking vacuolar rupture.  CCF4  -AM diffuses through the  plasma   mem-
brane into the cytoplasm where it is modifi ed by cell esterases to form CCF4. CCF4 is trapped in the cytoplasm 
emitting photons at 535 nm when intact, but fl uorescing at 450 nm when cleaved.  L. monocytogenes  encod-
ing a surface β-lactamase enters into cells, escape from its vacuolar compartments and cleaves the CCF4 
probe whilst  L.    innocua     inlB    encoding a surface β-lactamase is able to enter into cells but remain trapped 
inside  vacuoles         
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β-lactamase at the bacterial cell surface, we engineered a fusion 
protein containing the  signal   peptide of  InlA   at the N terminal part 
of the chimera (to direct the protein to the bacterial  cell wall  ), the 
β-lactamase gene (codon usage optimized for  Listeria ) and the 
LPXTG motif of InlA at the 3′ end of the construct (to anchor the 
protein to the bacterial cell wall through sortase A). This synthetic 
gene is under the control of the Hyper-SPO1 constitutive pro-
moter (pHyper) fused to the  hly  5′-untranslated region to enhance 
expression of the gene construct [ 21 ] and was electroporated into 
 L. monocytogenes  EGDe PrfA* strain as well as in our negative con-
trol  L.    innocua     InlB  (synthetic strain containing  InlB   attached to the 
cell wall to allow invasion of this nonpathogenic  Listeria  species)      . 

       1.    Cell preservation medium: 50 % Dulbecco’s Modifi ed Eagle 
Medium (DMEM), 40 % heat inactivated fetal calf serum 
(FCS), 10 % DMSO.   

   2.     HeLa cell   clone CCL2 (American Type Cell Collection): kept 
in frozen stocks in cell preservation medium in liquid 
nitrogen.   

   3.    Standard cell culture medium: DMEM supplemented with 
10 % heat inactivated FCS.   

   4.    Lipofectamine RNAiMax (Thermo Fisher).   
   5.    (Optional) siRNAs ( see  Subheading  3 ).   
   6.    HEPES buffer: 120 mM NaCl, 7 mM KCl, 1.8 mM CaCl 2 , 

0.8 mM MgCl 2 , 5 mM glucose, 25 mM HEPES at pH 7.3.   
   7.    Probenecid (Sigma).   
   8.    CCF4-AM (LiveBlazer Loading Kit, Invitrogen).   
   9.    Solution B: 100 mg/ml Pluronic-F127 surfactant in 

DMSO/0.1 % acetic acid provided along the  CCF4  -AM 
LiveBlazer Loading Kit by Invitrogen. Keep at room 
temperature.   

   10.    Dulbecco’s phosphate-buffered saline (DPBS) without cal-
cium and magnesium to rinse chelators from the culture before 
cell dissociation and used also to prepare dilutions of 
antibodies.      

   11.     Trypsin  –EDTA solution.         
   12.    A BHI agar plate with  L. monocytogenes  EGDe PrfA* β-lact  

colonies.   
   13.    A  BHI   agar plate with  L.    innocua    β-lact/InlB  colonies.   
   14.     Listeria  culture medium: brain-heart infusion (BHI) as liquid 

medium or in agar plates. Chloramphenicol was used at a fi nal 
concentration of 7 μg/ml to maintain the pPl2  plasmid   encod-
ing the β-lactamase and erythromycin 5 μg/ml was used to 
maintain the pP1 plasmid encoding the  InlB   in  L. innocua .   

2.1   FRET  -Based 
Microscopy Assay 
for Vacuolar Escape 
Quantifi cation
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   15.    Dark 96-well cell culture plates for cell microscopy.   
   16.    Distilled water.   
   17.     Fixation   solution: DPBS, 4 % paraformaldehyde (PFA) 1 mM 

probenecid.   
   18.    DPBS supplemented with 1 % bovine serum albumin (BSA).   
   19.    DPBS supplemented with 1 % BSA and 0.1 % Triton X-100.   
   20.    Anti- L. monocytogenes  and anti- L.    innocua    polyclonal rabbit 

antibodies ( see   Note    1  ).   
   21.    Fluorescently labeled secondary antibodies. Goat anti-rabbit 

 Alexa 647   and goat anti-rabbit  Alexa 488   (Life Technologies).   
   22.    Dye  DRAQ5   (eBioscience) and Hoechst (Thermo Fisher) to 

stain cell nuclei and DNA (bacteria and host).         
   23.    Automated  confocal microscope   Opera QEHS (PerkinElmer 

Technologies) ( see   Note    2  ).   
   24.    Multichannel pipette.      
   25.    50 ml reagent reservoir.      

       1.    MatTek petri dishes with gridded coverslip (P35G-2-14-C-
GRID).   

   2.    Standard cell culture medium: DMEM, 10 % heat-inactivated 
fetal calf serum.   

   3.    Infection cell culture medium: DMEM, 1 % heat-inactivated 
fetal calf serum.   

   4.     HeLa   cell clone CCL2 (American Type Cell Collection): kept in 
frozen stocks in cell preservation medium in liquid nitrogen.   

   5.    Brain-heart infusion agar  plate     .   
   6.     L. monocytogenes  strain EGDe PrfA*- green fl uorescent protein 

(GFP)  .   
   7.     Gentamicin   solution.   
   8.     Fixation   solution 1: PHEM buffer, 4 % PFA.   
   9.    Anti- L. monocytogenes  primary antibodies ( see   Note    1  ).   
   10.     DAPI   or Hoechst, 1 mg/ml.   
   11.    Fluorescently labeled secondary antibodies (anti-rabbit Alexa 

Fluor 647 antibodies).   
   12.    Fluorescently labeled phalloidin (Alexa Fluor 546)      .   
   13.    Phosphate-buffered solution (PBS) supplemented with 1 % BSA.   
   14.    Microscope equipped with fl uorescence/white light lamps and 

20×/100× objectives.   
   15.     Fixation   solution 2: PHEM buffer, 2.5 % glutaraldehyde.   
   16.    Pen and nail polish.   

2.2   CLEM   Assay 
for  Ultrastructural 
Analysis  
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   17.    0.1 M cacodylate buffer.   
   18.    1 % osmium tetroxide solution in H 2 O.   
   19.    70 % ethanol supplemented with 1.2 % uranyl acetate.   
   20.    Distilled H 2 O.   
   21.    Series of graded ethanol: 50, 75, 95, and 100 % ethanol.   
   22.    EPON resin.   
   23.    Gelatine capsules.   
   24.    Razor blades.   
   25.    Scalpel.   
   26.    Glass slides.   
   27.    Incubator at 60 °C.         
   28.    Matches.   
   29.    Reynold’s lead citrate.   
   30.    80–120 kV transmission electron  microscope   equipped with a 

CCD camera.   
   31.    Diamond knife.   
   32.    Carbon-coated grids.   
   33.    4 % uranyl acetate in H 2 O.       

3     Methods 

 The  FRET  -based microscopy assay for vacuolar escape is divided 
in two parts: in the fi rst part (Subheading  3.1.1 ) cells are pre-
loaded with the  CCF4   dye and are subsequently infected with 
 Listeria  for 1 h. Afterwards, nuclei are stained with the  DRAQ5   
probe and the cells are imaged in an automated  confocal micro-
scope   to identify the ratio of the 450 nm versus the 535 nm 
signals, which allows estimating the number of cells in which 
bacteria are trapped in  vacuoles   versus those that translocate to 
the cytoplasm. In the second part (Subheading  3.1.2 ) of the 
assay, extracellular and total  Listeria  are differentially labeled to 
estimate the number of bacteria which reached the intracellular 
space. The  CLEM   protocol is also divided in two parts: in the 
fi rst part (Subheading  3.2.1 ) mammalian cells are infected with 
 Listeria  and labeled to detect extracellular bacteria, nuclei, the 
actin cytoskeleton and events of interest (intracellular bacteria 
not associated with actin) and fi nally imaged on a fl uorescence 
 microscope  . In the second part (Subheading  3.2.2 ) of the assay, 
cells are embedded in a resin, the events of interest are located, 
the resin is trimmed and contrasted, and fi nally the cells are 
viewed on a transmission electron  microscope  . 

Juan J. Quereda et al.
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 As mentioned in the introduction, this  FRET  -based assay is 
suited to screen drug or  siRNA   libraries and in the protocol we 
present below, we describe a methodology which includes cel-
lular transfection with siRNAs in a 96-well plate format. 
However, this protocol can be used without siRNAs and can be 
downscaled to a 24-well plate format if required. In the same 
manner, the CLEM assay that we present here in the absence of 
siRNA transfection, can be coupled to siRNA treatment to 
monitor the specifi c  phenotype      of targets identifi ed in the 
FRET-based assay. 

              1.    Perform the  siRNA   transfection of  HeLa   cells 72 h before the 
infection for effi cient knock down of gene expression ( see   Note  
  3  ). For each well mix 1 μl of the siRNA under study (diluted at 
2 μM) with 9.0 μl of DMEM without serum and mix gently ( see  
 Note    4  ). Mix gently 0.1 μl of Lipofectamine RNAiMax with 
9.9 μl of DMEM and wait for 5 min. Combine the diluted 
 siRNA   with the diluted Lipofectamine, mix gently and incubate 
30 min at room temperature. Add these 20 μl of siRNA/lipo-
fectamine to one well of the 96-well plate black microscopy 
plate (Fig.  2 ) and plate 6000  HeLa   cells in a volume of 80 μl ( see  
 Note    5  ), avoiding the use of wells in the borders of the plate 
(columns 1 and 12, rows A and H) ( see   Note    6  ). After distribu-
tion of the cells with multichannel pipette, allow the cells to 
settle down for 15 min at room temperature ( see   Note    7  ).

       2.    Incubate the plate at 37 °C in a humidifi ed 10 % CO 2 - 
containing atmosphere incubator ( see   Note    8  ).   

   3.    The day before the infection prepare a liquid culture of  L. 
monocytogenes  EGDe PrfA* β-lact  (include chloramphenicol) and 
 L.    innocua    β-lact/   InlB    (include chloramphenicol and erythromy-
cin) by inoculating a bacterial colony from the agar plate to 
5 ml of  BHI   liquid medium supplemented with the required 
antibiotics. Allow the culture to grow during 18 h at 37 °C in 
a shaker (180 rpm).   

   4.    The day of infection remove the cell culture medium and wash 
the cells with 100 μl DPBS per well. Remove the  DPBS      ( see  
 Note    9  ).   

   5.    Load the cells with  CCF4  -AM. Prepare the CCF4-AM loading 
mix for a fi nal volume of 25 μl per well containing 1 mM pro-
benecid, 1.0 μM CCF4-AM and 1.25 μl of loading solution B 
in EM buffer ( see   Note    10  ). Allow cells to load with CCF4-AM 
for 150 min at room temperature in the dark.   

   6.    Prepare bacteria for infection. Spin 0.5 ml of the overnight 
 Listeria  cultures at 5500 ×  g  for 3 min using a tabletop centri-
fuge and remove the supernatant (containing  LLO   which is 
cytolytic). Resuspend the pellet in 1 ml of DPBS. Repeat the 
washing steps to a total of four washes. After the last wash, 
resuspend bacteria in 1 ml of DPBS.   

3.1   FRET  -Based 
Microscopy Assay 
for Vacuolar Escape 
Quantifi cation

3.1.1   CCF4   Loading, 
 Listeria  Infection, and FRET 
Measurements
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   7.    Estimate the number of bacteria by reading the bacterial opti-
cal density at 600 nm (for  Listeria  spp., OD = 1 is equivalent of 
1×10 9  bacteria/ml). Prepare the inoculum by adding the nec-
essary volume of the bacteria suspension to a fi nal volume of 
100 μl of EM buffer/1 mM probenecid per well ( see   Note    11  ).   

   8.    After 150 min of incubation discard the  CCF4  -AM loading 
solution from the 96-well plate and wash the  HeLa   cells once 
with 150 μl PBS/1 mM probenecid ( see   Note    12  ).   

   9.    Discard the PBS/1 mM probenecid and add 100 μl of the 
inoculum in EM buffer/1 mM probenecid to each well.   

  Fig. 2    96-well dark microscopy plate. ( a ) Frontal and ( b ) Side view of plates used 
for the  FRET  -based microscopy assay, which should be dark to preserve the fl uo-
rescence signals throughout the experiment. In this particular case, a Costar 
plate is depicted       
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   10.    Centrifuge the 96-well plate at 210 ×  g  during 3 min at room 
temperature to synchronize the  infection     .   

   11.    Switch the plate to an incubator with a humidifi ed 10 % CO 2  
atmosphere at 37 °C for 1 h to allow  L. monocytogenes  EGDe 
PrfA* β-lact  and  L.    innocua    β-lact/   InlB    invade cells.   

   12.    Remove the plate from the incubator and wash cells with 
150 μl PBS/1 mM probenecid.   

   13.    Discard the DPBS/1 mM probenecid and fi x with 50 μl PFA 
4 %/1 mM probenecid for 10 min in the dark ( see   Note    13  ).   

   14.    Eliminate the PFA 4 %/1 mM probenecid and wash the plate 
with 150 μl DPBS.   

   15.    Remove the DPBS and add 30 μl of 10 μM nuclei dye  DRAQ5  . 
Incubate during 30 min in the dark.   

   16.    Discard the DRAQ5 solution and wash with 150 μl DPBS.   
   17.    Eliminate the DPBS and leave samples in 100 μl of new DPBS.   
   18.    Acquisition of fi xed samples is performed using the automated 

spinning disk  confocal microscope   Opera QEHS (PerkinElmer 
Technologies). The following sequence is used: fi rstly,  CCF4   
(excitation/emission [ex/em] 405/535 and 405/450 nm on 
two separate cameras) and secondly,  DRAQ5   (ex/em 
640/690). 23 fi elds, correspond roughly to 6000 cells, are 
acquired per well using a 10× air objective (numerical aper-
ture: 0.4). Recorded images (Fig.  3 ) are transferred to a 
Columbus database (PerkinElmer Technologies) for storage, 
management and analysis ( see   Note    14  ).

       19.    Feature extraction was performed for each individual cell by using 
integrated Columbus building block routines ( see   Note    14  ). In 

  Fig. 3    Assessment of  L. monocytogenes  vacuolar escape using a  FRET  -based microscopical assay.  HeLa   cells 
were loaded with CCF4-AM and infected with  L. monocytogenes  EGDe PrfA* β-lact  ( a ) or  L.    innocua    β-lact/   InlB    ( b ) 
strains for 1 h. Images were obtained using a  confocal microscope   OPERA QEHS with a 10× objective. Pictures 
were obtained after merging the following channels: 535 nm ( green , intact CCF4 probe) and 450 nm ( blue , 
cleaved  CCF4  ) (Bar: 100 μm)       
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brief, cells were segmented using the  DRAQ5   channel by fi rst 
detecting nuclei and then expanding into the cytoplasm for robust 
single cell identifi cation.   

   20.    The  FRET   450/535 ratio is calculated for each cell and a mean 
ratio is calculated per well.   

   21.    Statistical analysis of the results is performed using the strictly 
standardized mean difference (SSMD) statistical tests for qual-
ity control (QC), hit selection and validation [ 22 ].   

   22.    If the experiment is not continued immediately ( see  
Subheading  3.1.2 ), keep the plate at 4 °C for not more  than      
24 h ( see   Note    15  ).      

         1.    Continuing with samples from Subheading  3.1.1 , discard the 
DPBS contained in the wells of the plate.   

   2.    Add 100 μl of new DPBS and discard it again.   
   3.    Extracellular  Listeria  spp. are labeled with a primary polyclonal 

rabbit anti- L. monocytogenes  or anti  L.    innocua    serum ( see   Note  
  1  ). Prepare this primary antibody solution by diluting the anti-
bodies 1:500 in DPBS supplemented with 1 % serum albumin. 
Add 30 μl of primary antibody to each well.   

   4.    Incubate for 30 min at room temperature to label extracellular 
 Listeria .   

   5.    Discard the primary antibody solution and wash four times 
with 100 μl of DPBS supplemented with 1 % serum albumin.   

   6.    Dilute the secondary goat anti-rabbit  Alexa 647   1:200 in 
DPBS supplemented with 1 % serum albumin, and add 30 μl to 
each well.   

   7.    Incubate for 30 min at room temperature in the dark to avoid 
degradation of the fl uorescent probe.   

   8.    Discard the secondary antibody solution and wash four times 
with 100 μl of DPBS supplemented with 1 % serum albumin.   

   9.    Cells are permeabilized using 100 μl of 0.1 % Triton X-100 for 
4 min at room temperature in the dark.   

   10.    Discard the Triton X-100 solution and wash one time with 
100 μl of DPBS supplemented with 1 % serum  albumin     .   

   11.    Intracellular (and extracellular)  Listeria  spp. are labeled with a 
primary polyclonal rabbit anti- L. monocytogenes  or anti  L.  
  innocua    serum. Prepare this primary antibody solution by 
diluting the antibodies 1:500 in DPBS supplemented with 1 % 
serum albumin. Add 30 μl of primary antibody to each well.   

   12.    Incubate for 30 min at room temperature in the dark to label 
total  Listeria  populations.   

   13.    Discard the primary antibody solution and wash four times 
with 100 μl of DPBS supplemented with 1 % serum albumin.   

3.1.2  Differential 
 Staining   of Extracellular 
and Total  Listeria  
Populations
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   14.    Dilute the secondary goat anti-rabbit  Alexa 488   1:200 in 
DPBS supplemented with 1 % serum albumin containing 
Hoechst diluted 1:1000. Add 30 μl to each well.   

   15.    Incubate for 30 min at room temperature in the dark to avoid 
degradation of the fl uorescent dyes.   

   16.    Discard the secondary antibody solution and wash four times 
with 100 μl of DPBS. Keep the cells in 100 μl of DPBS at 4 °C 
in the dark until acquisition.   

   17.    Acquisition of fi xed samples is performed 4 days after the immu-
nofl uorescence ( see   Note    16  ) using the automated spinning disk 
 confocal microscope   Opera QEHS (PerkinElmer Technologies) 
( see   Note    2  ). The following sequence is used: extracellular bacte-
ria labeled with  Alexa 647   and Alexa 488 secondary antibodies 
(ex/em 640/690), and intracellular bacteria labeled only with an 
 Alexa 488   secondary antibody (ex/em 488/540) and Hoechst 
33342 (ex/em 405/450). 23 fi elds, corresponding roughly to 
6000 cells, are acquired per well using a 10× air objective (numer-
ical aperture: 0.4). Recorded images (Fig.  4 ) are transferred to a 
database for storage, management and analysis.

       18.    The number of intracellular bacteria per cell was measured using 
Columbus analyzing building block  routines      ( see   Note    14  ).   

   19.    Statistical analysis of the results is performed using the strictly 
standardized mean difference (SSMD) statistical tests for qual-
ity control (QC), hit selection and validation [ 22 ].   

   20.    Classify each hit by cross-examination of the two screening 
results, i.e., a hit selected in the two assays defi nes a “bacteria 
entry hit,” a hit in the  FRET   assay but not in the “intra/extra 
bacteria” assay corresponds to a “vacuolar rupture hit”.       

  Fig. 4    Immunofl uorescence  staining   to differentiate extracellular versus total  L. monocytogenes .  HeLa   cells 
previously loaded with  CCF4  -AM and assessed for vacuolar escape were subjected to immunofl uorescence. 
Extracellular bacteria were marked with a secondary goat anti-rabbit  Alexa 647   ( red ) and total (extracellular 
and intracellular) bacteria were marked with a secondary goat anti-rabbit  Alexa 488   ( green ) after cell permea-
bilization with 0.1 % triton X-100. Nuclei were stained with Hoechst ( grey ). Intracellular and extracellular bac-
teria are labeled respectively in  green  and  red  (Bar: 100 μm)       
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          1.     HeLa cells   and  L. monocytogenes  EGDe.PrfA*- GFP   are grown 
as described in  steps 3 – 7  of Subheading  3.1.1  of the  FRET  - 
based vacuolar escape analysis protocol (bacterial agar plates 
and liquid medium should be supplemented with 5 μg/ml of 
erythromycin to select for GFP-expressing clones).   

   2.    Prepare HeLa cells for the experiment using similar proce-
dures as the ones described in  steps 1 – 3  of Subheading  3.1.1 , 
plating cells in MatTek petri dishes (instead of dark micros-
copy 96-well plates) (Fig.  5 ) ( see   Note    17  ).

       3.    Infect cells as described in Subheading  3.1.1 ,  steps 6 – 10 , 
using infection medium (DMEM 1 % FCS).   

   4.    Transfer the MatTek petri dishes to an incubator with a humid-
ifi ed 10 % CO 2  atmosphere at 37 °C, and let the bacteria enter 
the cells for 1 h.   

   5.    Aspirate the infection medium, wash cells twice with 2 ml of 
pre-warmed cell culture medium supplemented with 40 μg/ml 
 gentamicin   and replace with 2 ml of the same gentamicin- 
containing  medium     .   

   6.    Transfer the MatTek petri dishes back to the incubator, and 
keep them at 37 °C in the humidifi ed 10 % CO 2  atmosphere 
for another 4 h ( see   Note    18  ).   

   7.    Aspirate the gentamicin-containing medium, wash cells twice 
with 2 ml of pre-warmed standard cell culture medium.   

   8.    Adjust medium level to 1 ml, and fi x cells by adding 1 ml of the 
4 % PFA/PHEM buffer  fi xation   solution (fi nal PFA concentra-
tion: 2 %) for 10 min ( see   Note    19  ).   

   9.    Replace the fi xation solution by 1 ml of 4 % PFA/PHEM buf-
fer fi xation solution and fi x for another 20 min at room 
temperature.   

   10.    Remove the fi xative, wash the cells three times with 2 ml of 
PBS supplemented with 1 % bovine serum albumin.      

   11.    Prepare the primary antibody solution by diluting the rabbit- 
derived anti- L. monocytogenes  antibody ( see   Note    1  ) 1:500 in 
DPBS supplemented with 1 % bovine serum albumin, and add 
500 μl of primary antibody per dish (only in the center area).   

   12.    Incubate for 20 min at room temperature to label extracellular 
 L. monocytogenes .   

   13.    Discard the primary antibody solution and wash four times 
with 2 ml of DPBS supplemented with 1 % bovine serum 
albumin.   

   14.    Dilute the secondary Alexa Fluor 647-coupled anti-rabbit anti-
body (1:200), the  DAPI   solution (1:1000) and the Alexa Fluor 
546-coupled phalloidin in PBS supplemented with 1 % bovine 
serum albumin.   

3.2   CLEM   Assay 
of Intracellular  Listeria  
Populations

3.2.1   Listeria  Infection 
and  Immunofl uorescence  
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  Fig. 5    MatTek 35 mm dish. ( a ) Frontal and side views of a MatTek 35 mm dish, 
with a glass coverslip that includes a photo-etched grid. ( b ) Scheme of the grid 
photo-etched on the glass coverslip       
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   15.    Add 500 μl of this secondary probe solution to each dish (use 
only the center area) ( see   Note    20  ).   

   16.    Incubate for 30 min at room temperature in the dark to pro-
tect the fl uorescent antibody.   

   17.    Discard the secondary probe solution and wash four times 
with 2 ml of DPBS supplemented with 1 % bovine serum 
 albumin     .   

   18.    Perform imaging in an inverted microscopy using fl uorescence 
and a 100× objective to identify cells in which  GFP  -positive 
bacteria are not detected by the secondary Alexa Fluor 
647-coupled antibody and in which actin comet tails are not 
detected by the Alexa Fluor 546-coupled phalloidin.   

   19.    Locate the position of the cells of interest in the grid by imag-
ing with white light and a 20× objective ( see   Note    21  ).      

        1.    Fix the cells a second time by adding 1 ml of the PHEM buf-
fer/glutaraldehyde  fi xation   solution for 20 min.   

   2.    Wash the samples three times for 5 min with PHEM buffer to 
remove the glutaraldehyde.   

   3.    When the glutaraldehyde is removed, mark the areas with the 
cells of interest with a pen and nail polish ( see   Note    22  ).   

   4.    Post-fi x the samples for 45 min with 1 % OsO 4  in the dark.   
   5.    Wash the samples three times for 5 min with H 2 O.   
   6.    Incubate the samples 5 min with the 25 % ethanol  solution     .   
   7.    Incubate the samples 5 min with the 50 % ethanol solution.   
   8.    Incubate the samples 20 min with the 70 % ethanol solution 

supplemented with 1.2 % uranyl acetate.   
   9.    Prepare the EPON solution according to the manufacturer’s 

instructions ( see   Note    23  ).   
   10.    Incubate the samples 5 min with the 75 % ethanol solution.   
   11.    Incubate the samples two times for 10 min each time with the 

95 % ethanol solution.   
   12.    Finally incubate the samples three times for 6 min each time 

with the 100 % ethanol solution.   
   13.    Put a drop of the mixed EPON solution on a glass slide.   
   14.    Remove carefully the coverslip from the petri dish with a scalpel 

and put it on top of the EPON drop with the cells facing up.      
   15.    Put a drop of EPON on the cells and incubate for at least 6 h 

at room temperature.   
   16.    Fill a capsule of gelatin with EPON and place it in such a way that 

the mark with the cells of interest is located at the center (Fig.  6 ).

3.2.2  Sample Processing 
for Electron Transmission 
 Microscopy  
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  Fig. 6    Sample preparation for transmission electron  microscopy  . ( a ) The gridded coverslip with the cells/events 
of interest is removed from the dish and fl at-embedded in Epon. ( b ) After polymerization, Epon is removed from 
the coverslip by heating the glass slide with a match. ( c ) Close-up of the fl at-embedded sample after coverslip 
removal. ( d ) The Epon is cut to separate the two gelatine capsules and one is mounted on the sample holder of 
the microtome. ( e ) Close-up of the region of interest before trimming. ( f ) Rough trimming of the area of interest 
before trimming the trapezoid. ( g ) Trapezoid-shape sample after trimming. Note that only the area above the top 
of the 1 remains from the square 1N. ( h ) Cut thin sections fl oating on the water in the boat of the knife. ( i ) Thin 
sections on a slot grid. ( j ) Low magnifi cation of the thin sections on the slot grid after contrasting       
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       17.    Incubate overnight at room temperature and then polymerize 
the samples for 48 h at 60 °C.   

   18.    After the polymerization, the EPON is removed from the cov-
erslip by heating the glass slide with a match.         

   19.    The area of interest is trimmed with a trimming diamond or a 
razor blade ( see   Note    24  ).   

   20.    Thin sections (70 mm nominal thickness) are prepared and 
picked up with slot grids.   

   21.    Stain the sections with 4 % uranyl acetate and Reynold’s lead 
citrate.   

   22.    Observe the samples in a transmission electron  microscope   
operated between 80 and 120 kV ( see   Note    25  ).        

4                                   Notes 

     1.    In our experiments, we use homemade rabbit polyclonal anti-
bodies against  L. monocytogenes  and  L. innocua . There are 
many commercial monoclonal and polyclonal antibodies that 
can be used to specifi cally recognize  L. monocytogenes , and 
there are several commercial polyclonal antibodies that recog-
nize several  Listeria  spp. and therefore can be used to recog-
nize both  L. monocytogenes  and  L.    innocua    .  When using these 
primary antibodies, special attention should be taken concern-
ing the species in which they are produced, in order to choose 
the right secondary antibodies.   

   2.    We present in this document results generated using an auto-
mated confocal microscopy. However, a non-automated wide- 
fi eld microscopy equipped with a motorized stage can be also 
used. The only special requirement is the right combination of 
fi lters to detect  FRET  : excitation is performed at 405 nm 
(Semrock, FF01-387/11-25) and emission detected via 
450 nm (Semrock, FF02-447/60-25) and 535 nm (Semrock, 
FF01-520/35-25) fi lters.   

   3.    If the aim of the experiment does not require transfection of 
siRNAs (for example, for the analysis of the specifi c  contribution 
of bacterial proteins in vacuolar escape),  HeLa   cells can be 
seeded into the 96-well plate 15–24 h before infection [ 26 ].   

   4.    Positive controls of  siRNA   transfection and gene knock-down 
are strongly suggested. We suggest the use of siRNAs targeting 
the Kinesin Family Member 11 (Kif11) that arrest cells in 
mitosis, leading to reduced cell numbers exhibiting a “rounded-
up” phenotype.   

   5.    We typically use quadruplicates for each  siRNA   in order to 
obtain statistically signifi cant results, but the number of well rep-
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licates per siRNA is fl exible. We recommend preparing four con-
secutive wells in the same column for each siRNA. It is important 
to check the number of cells per well the day of infection in 
order to test if the siRNAs under study cause cell death.         

   6.    The wells in the borders of the plate (columns 1 and 12, rows 
A and H) are not used in order to avoid interferences due to 
evaporation. We therefore fi ll these wells with culture medium 
that will serve as evaporation and temperature buffer for inner 
wells.   

   7.    The position of the wells in a plate can cause artifacts. Some pos-
sibilities to avoid these artifacts include: (1) Allow cells to settle 
down for 15 min at room temperature (2) Maintain the plates in 
the incubator on aluminum blocks to ensure equal distribution 
of the temperature across the plate (3) Seal the plates with 
Parafi lm to prevent evaporation and (4) Distribute randomly the 
control wells as well the rest of the  siRNA   under study.   

   8.    Take always the plate by the lateral edges. Do not touch the 
bottom of the plate with your fi ngers to avoid smearing which 
may affect image acquisition.   

   9.    Remove the liquid from the wells by inverting the plate gently 
but effi ciently. This technique avoids detachment of cells from 
the well. Always settle the different reagents in the well very 
carefully by letting the liquid fall slowly through the wall of the 
wells, otherwise cells will detach from the bottom.   

   10.    Pipet slowly to avoid bubble formation and inconsistency in 
the distribution of the  CCF4  -AM loading  solution     .   

   11.    We normally use a  L. monocytogenes  PrfA* strain and a multi-
plicity of infection (MOI) of 10. Using a higher MOI (i.e., 20) 
does increase the statistical power of the assay but could cause 
undesirable cytotoxic effects by  virulence    factors   secreted by 
this bacterium. It could be recommendable to increase the 
MOI if a non-PrfA* strain is used.   

   12.    The continuous use of probenecid is critical to avoid leakage of 
the  CCF4   out of the cells.   

   13.    PFA is toxic and must be handled in an appropriate fume hood. 
After cell fi xation PFA should be disposed of correctly in a 
sealed container.   

   14.    For this chapter, we used the Columbus database (PerkinElmer 
Technologies) for image storage, management and analysis. 
However, any storage device or database including the Open 
Microscopy Environment repository OMERO (  http://www.
openmicroscopy.org/site/products/omero    ) can be used 
instead. For image analysis, open resources including  ImageJ   
((  http://imagej.nih.gov/ij/    ), FIJI (  http://fi ji.sc/Fiji    ), Icy 
(  http://icy.bioimageanalysis.org/    ), and CellProfi ler (  http://
cellprofi ler.org/    ) are also excellent solutions.   
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   15.    PFA-fi xed cells get permeabilized after 24 h. For this reason, 
the differential immuno- staining      of total versus extracellular 
bacteria should be performed before 24 h post PFA  fi xation  .   

   16.    To avoid an interference signal from the  CCF4   probe, the cells 
are kept at 4 °C during 4 days to allow the passive leakage of 
the probe from the cell cytoplasm.   

   17.    MatTek petri dishes contain a grid on the coverslip as indicated 
in Fig.  5 . The characters and numbers illustrated in the grid are 
photo-etched into the coverslip and therefore leave an imprint 
on the EPON resin that will be used to embed the cells, allow-
ing locating them during the resin trimming. If the coverslip is 
mounted upside-down, no imprint will be left on the EPON 
and it will not be possible to locate the cells. Therefore, verify 
that the MatTek petri dishes have a grid in the right orienta-
tion: the characters and letters are not inverted when looking 
at the dish on a standard white light microscope.   

   18.    In this assay,  GFP   bacteria of interest will be located by the 
absence of extracellular staining, and by the absence of actin 
 staining  . We would need therefore to infect cells long enough 
(at least 4 h) to allow for actin polymerization in those bacteria 
that escape their vacuolar containing compartment.   

   19.    Mixing the fi xation solution with the medium containing the 
cells is a gentler way of fi xing them, allowing to better preserve 
their morphological features.   

   20.    Use only the central area of the dish to avoid the use of large 
volumes of antibodies or secondary probes)      .   

   21.    To locate at least two independent events within a MatTek 
dish, it is recommended to choose cells which are not close to 
each other and which are located preferentially in separate 
areas of the grid (for example, one event may be located in the 
area with numbers and characters while the other event may be 
located in the area which contain only characters).   

   22.    The cell of interest can be localized on a basic, inverted light 
microscope that has phase contrast. A 4× objective gives suf-
fi cient space to mark with a pen the area on the grid from 
underneath the coverslip. Since most markers dissolve in Epon 
resin, we recommend to put on the mark a fi ne drop of nail 
 polish     .   

   23.    The hardness of the Epon mixture depends on the ratio of the 
hardeners in the mixture. We recommend to use a hard for-
mula, which facilitates easier detachment of the coverslip.   

   24.    It is important to have the area to be sectioned as small as pos-
sible. In addition, the orientation of the sample/cell of interest 
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in the trimmed area should be noted: this helps to get orien-
tated when the sections are observed.   

   25.    Since the protocol does not include fiducial markers, the 
correlation between the light microscopy image of a whole 
cell and the EM image of a thin section needs to be done 
manually by eye. It is important to know the orientation of 
the cell of interest and the neighbors within the trimmed 
trapeze. We recommend to start the observation not with 
the first grid, which contains the sections of the cells close 
to the coverslip, but rather with a grid that that contains 
sections where they cells are cut in the medium of their 
nucleus. At low/intermediate magnification the nuclei are 
clearly recognizable as large organelles (Fig.  7 ). Their pat-
tern can be correlated to the Hoechst/ DAPI    staining   in 
immunofluorescence. Once the cell of interest is found in 
the section, the other sections/grids are screened to find 
the bacteria/events of interest. Dehydration at room tem-
perature is fast but induces artifacts to membranes. In case 
the membrane of the bacteria containing  vacuole   is not 
clearly visible or not perpendicular to the surface of the 
section, we use the presence of ribosomes or other cyto-
plasmic material as criteria to judge the state of vacuole 
(Fig.  8 ).
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  Fig. 7     CLEM   of  HeLa   cells infected with  L. monocytogenes   GFP  . ( a ) Low magnifi cation (40×) of a monolayer of 
HeLa cells growing on a MatTek dish. The cell of interest ( dashed box ) is located at the left lower corner of the 
eN square (tilted −80 °C in the image) (Bar: 10 μm). ( b )  DAPI    staining   of the same monolayer of HeLa cells 
depicted in ( a ). (N: nuclei). ( c ) Actin staining at high magnifi cation (63×) of the cell of interest located in the 
 dashed box  in ( a ) and ( b ). The  dashed boxes  labeled  1 ,  2 , and  3  represent three individual groups of bacteria 

 



  Fig. 8    Transmission electron  microscopy   of  HeLa   cells infected with  L. monocytogenes   GFP  . ( 1)  Overview of the 
dividing bacterium shown in Fig.  7 , dashed box 1. The bacterium is in close proximity to the  plasma   membrane 
( P ). At higher magnifi cation ( 1b ) it is shown the polymerized actin ( a ) around the bacteria. The  dashed box  in 
 1b  shows a zoom of the dense structure of the actin network ( a ), which excludes bigger material from the 
cytoplasm such as ribosomes. ( 2 ) Overview of the bacterium shown with an  arrowhead  in Fig.  7h, g ,  dashed 
box  2. The bacterium is present in a vacuole ( V ). Panel ( 2c ) presents a zoom of an area of the  vacuole   where 
its limiting membrane ( arrow ) is perpendicular to the section and clearly visible. ( 3 ) Group of bacteria shown 
in Fig.  7 , dashed box 3 devoid of actin label. In contrast to ( 1 ) the bacteria are present in the cytoplasm and 
there is no coat of polymerized actin visible. Instead, bacteria are surrounded by cytoplasm and ribosomes ( R ) 
can be seen in close vicinity to the bacteria. Scale Bars: 1 μm ( 1a ,  2a , and  3a ), 500 nm ( 1b ,  2b , and  3b ), and 
200 μm ( 1c ,  2c , and  3c )       

Fig. 7 (continued) that will be observed in detail by electron microscopy (Fig.  8 ). Actin polymerizing bacteria 
can be clearly observed in groups 1 and 2 (Bar: 10 μm). ( d ) Same area as in ( c ) displaying the  L. monocyto-
genes  GFP signal (Bar: 10 μm). ( e ) Same area as in ( c ) displaying the  antibody labeling   against extracellular 
 L. monocytogenes  (Bar: 10 μm). ( f ) DAPI staining of the same area as in ( c ). ( g ) Merge of images from ( c ) to ( f ): 
actin is displayed in  red ,  L. monocytogenes  GFP are shown in  green , extracellular  L. monocytogenes  are dis-
played in  blue  and DAPI staining is shown in  white  (Bar: 10 μm). ( h ) Transmission electron micrograph of the 
cell observed in ( g ). (Bar: 10 μm). In the  dashed box 2 , the bacterium pointed with a  white arrowhead  ( g ) and 
a  black arrowhead  ( h ) is present in a  vacuole   (Fig.  8 )       
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    Chapter 12   

 Immobilization Techniques of Bacteria for Live 
Super- resolution Imaging Using Structured 
Illumination Microscopy                     

     Amy     L.     Bottomley*    ,     Lynne     Turnbull*    ,     Cynthia     B.     Whitchurch    , 
and     Elizabeth     J.     Harry      

  Abstract 

   Advancements in optical microscopy technology have allowed huge progression in the ability to understand 
protein structure and dynamics in live bacterial cells using fl uorescence microscopy. Paramount to high-
quality microscopy is good sample preparation to avoid bacterial cell movement that can result in motion blur 
during image acquisition. Here, we describe two techniques of sample preparation that reduce unwanted cell 
movement and are suitable for application to a number of bacterial species and imaging methods.  

  Key words     Bacterial slide preparation  ,   Agarose pads  ,   GelGro slabs  ,   Super-resolution microscopy  ,   Fast 
three- dimensional structured illumination microscopy    

1     Introduction 

 Although advances in microscopy technology have aided research-
ers in improving image resolution, the key to high-quality micros-
copy is good sample preparation. One critical aspect of this for live 
cell imaging is the reduction of unwanted movement of the cells 
that can cause motion blur during image acquisition. The major 
causes of movement arise from Brownian motion or via motility 
appendages on the bacterial cell surface such as fl agella or  pili  . To 
overcome this, the liquid interface between the coverslip and imag-
ing surface can be reduced, imaging can be conducted at lower 
temperatures, or motility mutants can be utilized. However, these 
conditions may not refl ect those encountered by bacteria in their 
environmental niche and may affect protein structure and dynam-
ics, thus affecting data interpretation. Here we describe two tech-
niques, utilizing agarose pads and gellan gum slabs, for the 
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preparation of bacteria for  live imaging   that reduce unwanted 
motion whilst preserving bacterial shape and function. These tech-
niques have been adapted from earlier methods used in conven-
tional microscopy [ 1 – 4 ] and are also suitable for widefi eld 
conventional or confocal fl uorescent live imaging of bacterial  cells        . 

 Several super-resolution fl uorescent imaging techniques have 
been developed in the past decade. These techniques have enabled 
at least a doubling of the lateral resolution obtained by conven-
tional light microscopy by manipulating the illumination and/or 
analysis of the emitted light to overcome the diffraction barrier and 
create genuine increases in apparent resolution. There are three 
main types of super-resolution optical microscopy currently used; 
single molecule localization microscopy (SMLM; including tech-
niques such as photoactivated localization microscopy (PALM) and 
stochastic optical reconstruction microscopy (STORM)), stimu-
lated emission depletion microscopy (STED), and structured illu-
mination microscopy (SIM). Advances in all three of these 
techniques allow for three dimensional imaging and imaging of live 
specimens. However, SIM has advantages over the other two meth-
ods of allowing higher temporal image acquisition with a lower 
photon budget than either SMLM or STED [ 5 ]. SIM can be imple-
mented in 2D, 3D, or total internal refl ection fl uorescence (TIRF) 
modes and can use widefi eld, nonlinear, or lattice lightsheet illumi-
nation [ 5 – 8 ]. Importantly, each of these super- resolution imaging 
modes require longer image acquisition periods than conventional 
imaging modes making it imperative that cell movement is limited 
to avoid image blur. In this chapter, we describe two methods for 
supporting bacterial cells for  live imaging   using 3D-structured illu-
mination microscopy (3D-SIM) realized using a DeltaVision OMX 
Blaze platform (linear SIM). This platform was selected as it pro-
vides improvement in lateral and axial resolution (110 and 280 nm, 
respectively) and a temporal resolution of one frame per second for 
a 1 μm volume. However, as stated above, these samples could be 
imaged using other conventional  microscopy platforms        .  

2    Materials 

 Prepare all solutions using ultrapure water (prepared by purifying 
deionized water to attain a sensitivity of 18 MΩ/cm at 25 °C) and 
analytical grade reagents. Chemicals specifi c to these protocols are 
listed below. All media should be autoclaved (121 °C, 15 psi, 
20 min) before storage. Prepare and store all reagents at room 
temperature (unless indicated otherwise). 

       1.     L  broth: 10 g tryptone, 5 g NaCl, 5 g yeast extract, 1 L water.   
   2.    Tryptic soy broth ( TSB  ): 37 g tryptic soy broth powder, 1 L 

water.   

2.1  Bacterial Growth 
Media for Preparation 
of Bacteria for 
Imaging on Agarose 
Pads
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   3.    Luria–Bertani ( LB  ) broth: 10 g tryptone, 10 g NaCl, 5 g yeast 
extract, 1 L water.      

       1.    2 % electrophoresis-grade agarose dissolved in 1× growth 
medium (i.e., 0.2 g agarose and 10 mL growth medium).   

   2.    25 mL conical fl ask ( see   Note    1  ).   
   3.    65 μL adhesive frame and plastic coverslips (Gene Frame, 

Thermo Fisher Scientifi c).   
   4.    Microscope slides (75 × 25 mm).   
   5.    Coverslips (22 × 22 mm), 170 μm thick (#1.5) ( see   Note    2  ).   
   6.    200 μL pipette and pipette tips.   
   7.    Microwave.   
   8.    Humidifi ed chamber: plastic or glass container with lid con-

taining dampened (using sterile water) paper towel in  base        .   
   9.    Forceps, metal.   
   10.    Microscope slide sealant or nail polish.      

       1.    Gellan gum media (GG): 0.8 g gellan gum ( see   Note    3  ), 0.4 g 
tryptone, 0.2 g yeast extract, 0.2 g NaCl, 0.1 g MgSO 4 ·7H 2 O, 
100 mL water ( see   Note    4  ). The method described below is used 
for  Pseudomonas aeruginosa . However, we have also applied this 
method to  Myxococcus xanthus,    Staphylococcus aureus   , non-type-
able  Haemophilus infl uenzae, Acinetobacter baumannii, Shewanella 
oneidensis, Proteus mirabilis,    Escherichia coli    , Citrobacter roden-
tium,  and  Mycoplasma hypopnemoniae . As a general rule, the GG 
slab is prepared with 10–40 % dilution of the normal nutrient 
media concentration used for solidifi ed plate culturing of that bac-
teria. For example for  S.    aureus   , use 10 % strength  TSB   in place of 
the tryptone, yeast extract, and salt when preparing the GG slabs. 
The 0.1 g MgSO 4 ·7H 2 O must be maintained as it is necessary for 
the gellan gum to solidify. Care must be taken to ensure that the 
prepared slabs do not autofl uoresce ( see   Note    5  ).   

   2.    Dry heating block set to 65 °C with holder for 50 mL tubes or 
a dry heating bath containing metal beads set to 65 °C ( see  
 Note    6  ).   

   3.    Heated slide preparation stage set to 65 °C ( see   Note    7  ).   
   4.    Large petri plates (145 mm diameter), sterile.   
   5.    50 mL disposable plastic tubes, sterile.   
   6.    5 mL disposable plastic tubes, sterile.   
   7.    Forceps, metal.   
   8.    Microscope slides (75 × 25 mm).   
   9.    Coverslips (22 × 40 mm), 170 μm thick (#1.5) ( see   Note    2  ).   
   10.    Spatula, fi ne.   
   11.    Disposable plastic inoculation loops, 10 μL.   

2.2  Agarose Pads

2.3  GelGro Slabs

Immobilization of Bacteria for Imaging
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   12.    Tissues ( see   Note    8  ).   
   13.    Lint free cleaning tissues (Kimwipes).   
   14.    Paraffi n fi lm (Parafi lm).   
   15.    Humidifi ed chamber: Plastic or glass lunchbox/container with 

lid containing paper towel in base dampened with sterile water 
sized to hold large petri  dish        .       

3    Methods 

     Appropriate concentration of antibiotics and inducers should be 
added to room temperature media for strains that express fl uores-
cent fusion proteins under inducible control.

    1.     L  broth: Weigh 10 g tryptone, 5 g NaCl and 5 g yeast extract 
and add to a 1 L measuring cylinder or beaker. Add water to a 
volume of 1 L and dissolve using a magnetic stirrer. Transfer 
media to a screw-capped glass bottle and autoclave to sterilize. 
Ensure the media has cooled to room temperature after auto-
claving before using for bacterial growth ( see   Note    9  ).   

   2.     TSB  : Weigh 37 g tryptic soy broth powder and prepare as 
described for  L  broth.   

   3.     LB   broth: Weigh 10 g tryptone, 10 g NaCl and 5 g yeast 
extract and prepare as described for  L  broth.      

        1.    Inoculate 5 mL of appropriate growth medium with a single 
colony of bacterial strain in a 50 mL sterile tube and grow 
overnight with shaking (250 rpm) at 37 °C. For   Bacillus subti-
lis   , use  L  Broth, for  S.    aureus   , use  TSB   and for  E.    coli    and 
 Acinetobacter  spp . , use LB broth.   

   2.    Measure  A  600  (absorbance at 600 nm) of overnight culture 
using a spectrophotometer ( see   Note    10  ).   

   3.    Calculate the volume of overnight culture needed to inoculate 
5 mL of fresh growth medium to a starting  A  600  of 0.05. Add 
this volume to 5 mL of fresh growth medium in a 50 mL ster-
ile tube and grow at 37 °C with shaking (250 rpm) until mid- 
exponential phase of growth is reached ( A  600  ~ 0.4).   

   4.    Harvest a 1 mL aliquot of the sample and centrifuge at 5900 ×  g  
for 30 s. Remove the supernatant and resuspend the cell pellet 
in 200 μL fresh medium. If required, cells can be labeled with 
fl uorescent counterstains at this step ( see   Note    11  ).      

       1.    Attach an adhesive frame to the center of a standard glass micro-
scope slide by removing the thin polyester backing sheet (not the 
sheet that has the center square removed) and applying the 
exposed adhesive surface of the frame to the surface of the cover-

3.1  Imaging Bacteria 
on Agarose Pads

3.1.1  Growing 
of Bacterial Cultures

3.1.2  Preparation 
of Bacterial Cells 
for Imaging

3.1.3  Preparation 
of Agarose  Pads        

Amy L. Bottomley et al.



201

slip. Leave the thick polyester sheet attached to the frame to pre-
vent the plastic coverslip adhering in the subsequent steps.   

   2.    Heat the prepared microscope slides in the microwave for 
30–60 s prior to dissolving the agarose, and allow slides to 
continue heating in the microwave during the next step. 
Heating the slide ensures the agarose does not set immediately 
when pipetted onto the slide surface, allowing suffi cient time 
for the plastic coverslip to be added. Use appropriate care 
when handling as the glass slide will be hot.   

   3.    Dissolve agarose using a microwave in short (10–20 s) bursts 
with intermittent mixing and constant observation to avoid 
overheating and bubbling of agarose. If inducer is required 
for expression of fusion proteins during time-lapse micros-
copy, allow the dissolved agarose to cool slightly (able to 
touch with hand) before adding the appropriate concentra-
tion of inducer.   

   4.    Immediately pipette 65 μL into the adhesive frame using a 
200 μL pipette and tip. Pipette the melted agarose slowly as 
the solution is viscous and large amounts of air can sucked into 
the tip, resulting in an inaccurate volume which will affect the 
thickness of the agarose pad.   

   5.    Immediately place a plastic coverslip (supplied with 
GeneFrames) on top to create a fl at surface. Working quickly is 
paramount to ensure a fl at agarose pad is prepared, so arrange 
the coverslips to allow easy access e.g., line coverslips along 
edge of microfuge rack so they can be quickly placed on sur-
face of microscope slide to create an agarose pad. If preparing 
several slides, place each coverslip on top of the agarose imme-
diately as each pad is pipetted onto the  glass        . Inclusion of air 
bubbles within the pad does not affect the use of the micro-
scope slide as they can be avoided during image acquisition.   

   6.    Leave the agarose pad to set at room temperature for 5–10 min 
( see   Note    12  ).      

       1.    Remove plastic coverslip from pad and allow condensation to 
evaporate for 1–2 min at room temperature.   

   2.    Take 2.5 μL of concentrated bacterial sample (Subheading  3.1.2 ) 
and pipette onto a pre-prepared pad. Spread the sample evenly 
along the surface of the pad by either gentle movement of the 
slide to allow the sample to spread by surface tension, or by 
using the long edge of a 200 μL pipette tip. Allow to dry at 
room temperature for 5 min in darkness, but ensuring that the 
pad does not completely dry out.   

   3.    Carefully lift the prepared agarose pad by the edge using for-
ceps or a sterile pipette tip and fl ip the pad onto a clean glass 
No 1.5 coverslip so that the pad is now inverted, i.e., so that 
the bacterial cells are sandwiched between the glass and the 
agarose pad ( see   Note    13  ).   

3.1.4  Applying Sample 
to Pre-prepared Pad

Immobilization of Bacteria for Imaging



202

   4.    Place a standard glass microscope centrally onto the coverslip 
and inverted pad. Turn the slide over so that the coverslip is 
now on the top facing upwards and seal the coverslip using 
microscope slide sealant or nail polish.   

   5.    The resulting bacteria can be visualized by phase-contrast 
microscopy, conventional widefi eld, confocal, or super- 
resolution 3D-SIM. Series of time-lapse images can also be 
captured ( see   Note    14  ).       

         1.    Weigh out each component of GG except the gellan gum and 
add to water in a beaker containing a magnetic stirring bar.   

   2.    Heat the medium with stirring on a magnetic stirring/heating 
block.   

   3.    Gradually add the gellan gum in small amounts with stirring to 
prevent clumps forming. Heat the medium to boiling while 
stirring to dissolve.   

   4.    Once the mixture turns clear, autoclave for 20 min at 121 °C, 
15 psi ( see   Note    15  ).   

   5.    Remove sterile GG from autoclave and decant into 50 mL 
tubes that have been preheated to 65 °C either in a dry block 
heater or in the metal beads of a 65 °C dry bath. Allow to cool 
to 65 °C. Gellan gum will set below 60 °C, so care must be 
taken to keep temperature of GG above 65 °C. All procedures 
should be done as quickly as possible to avoid GG setting in 
tubes. Care should also be taken to minimize water loss by 
steam or condensation and by minimizing the time that lids are 
removed from  containers         ( see   Note    16  ).   

   6.    Preheat the slide preparation stage to 65 °C, and ensure it is 
level ( see   Note    17  ).   

   7.    Preheat 5 mL tubes to 65 °C in the heating block or dry bath.   
   8.    Preheat a large petri plate on the 65 °C slide preparation stage.   
   9.    Flame-sterilize four microscope slides by holding each slide 

with a pair of forceps, dipping the slide into a glass beaker con-
taining 96 % ethanol, touching the corner of the slide to the 
edge of beaker to drain off most of the ethanol and passing the 
slide through the fl ame of a Bunsen burner to burn the remain-
ing ethanol. Align each slide side by side inside the petri plate 
using sterile forceps. Push the slides tightly together so that the 
long edge of one slide is touching the wall of the petri plate 
and allow to preheat to 65 °C.   

   10.    Decant 5 mL of GG into the pre-warmed 5 mL tube. Return the 
5 mL tube to heating block or dry bath to maintain temperature. 
If using any fl uorescent dyes for  staining   the bacteria, they should 
be added at this stage. Vortex the dye into the GG quickly before 
returning the tube to the heating block ( see   Note    18  ).   

3.2  Imaging Bacteria 
on GelGro Slabs

3.2.1  Preparation 
of GG Slabs
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   11.    Remove lid of petri plate and rest on bench so that you have 
two free hands.   

   12.    Remove 5 mL tube with GG from heating block and pour GG 
over all four slides. Gently tilt the petri dish from side to side 
so that the GG covers all surfaces of the slides. Try to get an 
even coverage of GG on the four slides but not let the GG 
pour off the edges of the slides. Some GG may leak between 
the slides and settle between the slides and the bottom of the 
petri plate; this is acceptable.            

   13.    Allow GG to settle, replace lid and move petri plate carefully 
from the warm stage to a cool, level area and allow GG to set 
for 30 min. If you wish to proceed immediately, go to  step 18 .   

   14.    To store prepared slides, fold a tissue in half and in half again 
until you have a small wad approximately 1 × 4 cm in size. You 
will need two per petri plate. Wet the tissues with sterile water 
until the tissues are full but not quite dripping and place at empty 
ends of the petri dish. Do not let free water run into the base of 
the petri plate. Be careful not to let the tissues touch the slides.   

   15.    Holding the petri plate level, seal the lid to the base using par-
affi n fi lm and transfer to a 4 °C refrigerator until required ( see  
 Note    19  ). These slabs will last for up to a week.   

   16.    When required, remove the pre-poured slides from 4 °C.   
   17.    Remove the two tissues from each end of the plate and keep 

aside aseptically.   
   18.    Flame-sterilize a fi ne spatula and use to gently score the GG 

between each slide and separate slides a little using the 
spatula.   

   19.    Place open large petri plate (lid removed) in a Type 1 or Type 
2 Biohazard Cabinet for approximately 20 min to dry slides 
(use the same cabinet each time for consistency,  see   Note    20  ).   

   20.    Remove petri plate from cabinet and remove excess GG from 
under the slides. To do this, slowly lift out each slide using a 
spatula and wipe the back of each slide with a lint free cleaning 
tissue (Kimwipes). Also wipe out the petri plate. Replace slides 
into the large petri plate.   

   21.    Using the edge of a fl ame-sterilized fi ne spatula, gently score 
around the edge of each slide. Remove excess GG by lifting 
gently away with the fl at edge of the spatula. Trim 1–2 mm from 
the long edges of the slide, 5–10 mm from the clear short edges to 
prevent contact of the GG with the microscope stage and all of the 
frosted section so that slide can be adequately labeled.               

       1.    For each bacterial strain, you will need a freshly grown culture 
on solid media ( see   Note    21  ). For example, for  P. aeruginosa , 
you will need an overnight streak plate grown on  L  broth 
solidifi ed with 1.5 % agar ( see   Note    22  ).   

3.2.2  Applying Bacterial 
Sample to the Prepared 
GG Slabs
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   2.    With a plastic inoculation loop take a small portion of the bac-
terial streak and lightly streak onto the center of the GG slide, 
creating a small inoculation Z-shaped streak of 10 mm long 
and 4–5 mm wide. Take care not to rip or dent the GG.   

   3.    Using 96 % ethanol, fl ame-sterilize a 22 × 40 mm coverslip and 
allow to cool. Placing one short edge of coverslip onto the 
GG, slowly lower coverslip onto the GG at an angle using 
either sterilized metal forceps or spatula, trying to minimize 
bubble formation between the coverslip and the GG ( see  
 Note    23  ).   

   4.    Place slides back into petri dish along with damp tissues, being 
careful not to let the tissues touch the slides (to prevent excess 
moisture being introduced under the coverslip).   

   5.    Incubate at 37 °C for at least 1 h, until required for micro-
scopic analysis. The resulting bacteria can be visualized by 
phase- contrast microscopy, conventional widefi eld, confocal, 
or super- resolution 3D-SIM. Series of time-lapse images can 
also be captured.       

       1.    We recommend using the following imaging platforms to per-
form fast 3D-SIM (f3D-SIM) on the samples prepared. The 
samples can be imaged live using a DeltaVision V3 or V4 OMX 
Blaze Imaging System or a DeltaVision OMX SR Imaging 
System (GE Healthcare). The following steps should be taken 
although the specifi c details of how to operate each system will 
vary. For detailed instructions for use of OMX Blaze, please 
refer to ref.  9 .   

   2.    For live cell imaging, ensure a heated stage is present and an 
objective-heating collar is attached to the objective.   

   3.    Turn on the objective and stage heaters at least 4 h prior to 
imaging, slowly increasing the temperature to the desired set-
ting at a maximum rate of 5 °C/h. Turn on the system at least 
1 h prior to imaging to allow stabilization of the system and 
excitation source (lasers). Load any dish stage inserts onto the 
heated stage to preheat.   

   4.    Careful attention to refractive index mismatch during acquisition 
must be maintained. 3D-SIM is a method that is very sensitive to 
changes in refractive index through the sample. At the beginning 
of your acquisition process, check for spherical aberration and 
if necessary, change the immersion oil used. This is done be 
carefully removing the old immersion oil from the coverslip 
with a cotton-tipped stick dipped in 96–100 % ethanol. The 
immersion oil must also be cleaned from the objective. We 
recommend a starting immersion oil of 1.518 for imaging aga-
rose or GG slabs at 37 °C. However, this will need to be 
empirically tested for each sample and  experiment        .      

3.3  Preparation of 
the Microscope and 
Image Acquisition
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       1.    To check image acquisition parameters check that there has not 
been more than a 10 % decrease in signal intensity through the 
z-stack by noting the maximum intensity value at the beginning 
of acquisition and the corresponding value at the end of acquisi-
tion. If there has been this level of  photobleaching  , move to a 
new area of the slide and lower the excitation input energy (i.e., 
exposure time and neutral density fi lter settings).   

   2.    If there has been more than this level of photobleaching in the 
fi rst time point of a time-series, the data through the time 
series will be of insuffi cient quality for analysis and the time 
series acquisition should be stopped. This can be checked dur-
ing time-series capture.   

   3.    At the end of the acquisition of the time series, open the result-
ing raw image fi le and ascertain the decrease in maximum sig-
nal intensity from the beginning of the time series to the fi nal 
image. Discard any time points where there has been more 
than 30 % photobleaching.   

   4.    Raw image fi les can now be reconstructed [ 10 ,  11 ] and ana-
lyzed using appropriate methods (for example,  see  ref.  1 ).       

4                            Notes 

     1.    We fi nd that using a conical fl ask is preferable to a glass beaker 
as it reduces evaporation during microwaving, making the aga-
rose easier to pipette when dissolved.   

   2.    We have found that some batches of slides and coverslips can 
be covered in debris. If this happens, we recommend cleaning 
the slides with a toothbrush and powder cleaner such as Ajax 
and rinsing well with deionized water. Coverslips can be 
cleaned also with a powder cleaner by rubbing gently between 
thumb and forefi nger, taking great care not the crack the cov-
erslip or cut the  operator        .   

   3.    Gellan gum is available under the trade names Gel-Gro, 
Gelzan, and Gelrite. Gellan gum is optically clearer than agar 
and agarose as a setting agent and does not autofl uoresce. This 
reduces background for  fl uorescence microscopy   and enables 
the addition of fl uorescent dyes to the GG or to use bacteria 
expressing  fl uorescent   proteins for the assay.   

   4.    It is advisable to set aside a stock of bottles that are only used 
for making GG media. Results will be more reproducible if you 
minimize the possibility of chemical contamination into the 
bottles.   

   5.    Autofl uorescence can be caused by the presence of media com-
ponents in the slabs or the setting agent itself, resulting in 
unwanted uniform background fl uorescence in the sample. To 

3.4  Checking Data 
Quality for f3D- SIM 
Acquisition
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check for this, image a prepared slab without the addition of 
bacterial cells using the fi lters appropriate for your  fl uorophore  . 
If autofl uorescence is higher than your signal fl uorescence, 
optimization of the slab components and/or fl uorophores 
used should be performed to improve the signal- to- noise ratio.   

   6.    We do not recommend the use of water baths for this method. 
We have found that the need for rapid movements during this 
method can lead to contamination. Dry heating is best. Dry 
block heaters are routinely used in many molecular biology 
labs and users will only need to obtain inserts for larger tubes 
(e.g., 50 mL centrifuge tubes). For a dry bath, use a standard 
water bath and fi ll with metal beads instead of water.   

   7.    We use a heated slide preparation stage for this step. It is the 
best option if you have access to one. These are routinely used 
in pathology labs. However, you can also use a dry block heater 
with the blocks turned upside down to maximize the heating 
surface. It is very important that you can control the tempera-
ture so we do not recommend a normal heating plate unless it 
has a temperature control feature.   

   8.    We have found that occasionally tissues can be a source of con-
tamination. If you are experiencing contamination in your 
assay, make a batch of wet tissues, autoclave and keep asepti-
cally until needed.   

   9.    Aliquot media in 100 mL bottles to avoid contamination from 
repeated opening of bottle.   

   10.    To ensure the reading lies within the linear range of absor-
bance, dilute the overnight culture 1:10 (100 μL culture and 
900 μL medium) in a 1 mL spectroscopy cuvette before 
reading.            

   11.    For cell membrane  staining  , add 1 μL of 0.25 mg/mL FM4- 
64 (Thermo Fisher Scientifi c; dissolved in DMSO) to 1 mL 
culture in a microfuge tube. Incubate cells at growth tempera-
ture for 10–30 min. For cells in the exponential phase of 
growth, 10 min incubation is suffi cient, but for later stages of 
growth (late exponential) a longer incubation time is required; 
this should be optimized by the user. Wash cells twice with 
fresh medium by centrifugation at 5900 ×  g  for 30 s, then 
remove supernatant and resuspend the cell pellet in 200 μL 
fresh medium. To stain nucleoids, add  DAPI   (Thermo Fisher 
Scientifi c; 20 μg/mL in H 2 O) to a fi nal concentration of 
0.2 μg/mL (i.e., add 2–200 μL of sample). Incubate at room 
temperature for 10 min in darkness and wash cells as described 
for membrane  staining  . Excitation/emission maxima for FM4-
64 is 515/640 nm, and for  DAPI   is 358/461. Keep the sam-
ple wrapped in foil to avoid photo bleaching of fl uorescence.   
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   12.    Agarose pads can be prepared and slides stored at 4 °C 1–2 h 
before use, but longer storage will result in the agarose pad 
drying out. Store slides in a humidifi ed chamber to protect 
from evaporation during storage. Before use, place the slide at 
room temperature for 15 min.   

   13.    Samples should be prepared on the coverslip rather than the 
glass slide to keep the distance between the objective and the 
sample to a minimum. The focal distance of most high NA 
objectives is less than 200 μm. Additionally, the refractive index 
of the sample changes with z-depth. To ensure minimal spheri-
cal aberration, it is important to place the sample as close to 
the coverslip as possible. This is best achieved by preparing the 
cells on the coverslip rather than on the glass slide.   

   14.    It is recommended that the user establishes a “fi tness measure-
ment” for their  bacterial species  , as exposure to different solid-
ifying agents used for microscopy may affect bacterial growth 
and thus data interpretation. Examples of fi tness measurements 
are to visualize cell length extension and cell division events to 
establish growth rate via phase contrast microscopy after 
desired fl uorescence image acquisition (suitable for  B.    subtilis    
and  S.    aureus   ), or to test motility of bacteria after  fl uorescence 
microscopy   (suitable for  P. aeruginosa ) as we have observed 
that motility is lost if bacterial cells are under stressed 
 conditions        .   

   15.    It is important to visually inspect the boiling solution and to 
make sure that there are no small lumps in the solution. These 
will interfere with the gellan gum setting.   

   16.    The GG solution can be used immediately (after cooling to 
65 °C) or it can be allowed to set, stored at room temperature, 
then melted later when required. When melting GG, use a 
microwave set to low power and monitor the solution to make 
sure it does not boil over. Make sure the solution is completely 
melted before using, as any small lumps will affect the ability to 
form fl at surfaces for microscopy. Again take care when han-
dling the heated solution.   

   17.    Ensure the surface is level by using a spirit level. This is impor-
tant or the slides will have an uneven surface and this makes 
microscopic inspection very diffi cult.   

   18.    A number of dyes may be added to the GG slabs when imaging 
the bacteria. We have used DNA dyes such as TOTO-1, 
TOTO-3, ethidium homodimer, and Sytox Orange, mem-
brane dyes such as those from the FM family (FM1-43, FM4- 
64) or the Di family (DiI, DiL, DiO), calcofl uor white, and cell 
tracking dyes such as CellTracker Orange. Different dyes work 
better with different bacteria. This needs to be optimized for 
each bacterial species or strain. Care must be taken to ensure 
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that the dye is not toxic to the bacteria by confi rmation using 
an appropriate fi tness test for the  bacterial species  . We recom-
mend using the manufacturer’s preparation instructions and 
concentrations as a starting point for using each dye.   

   19.    The slides may be stored for up to one week at 4 °C before use. 
We recommend making all slides needed for 1 week from one 
batch of molten GG and discarding the disused portion. Slides 
containing fl uorescent dyes must be wrapped in foil to prevent 
dye bleaching.   

   20.    Drying times will vary between different cabinets and will need 
to be optimized. 15 min drying is a good starting point, but it is 
useful to come to recognize how much drying a particular set of 
slides needs through tactile and visual senses. If the conditions 
are too moist, it is possible that the bacteria will swarm or swim. 
Slides that have been dried the right amount will have a slightly 
matte sheen over the surface of the GG and will be slightly tacky 
to  handle        .   

   21.    We do not recommend using liquid overnight cultures for 
inoculation as fl agellated strains will swim or swarm if too 
much liquid is deposited in the stab site.   

   22.    For example  M. xanthus  would be used from a 2–3 day plate 
cultured on CYE solidifi ed with 1.5 % agar,  S.    aureus    from an 
overnight plate cultured in  TSB   solidifi ed with 1.5 % agar, non-
typeable  H. infl uenzae  from an overnight plate cultured on 
 BHI   with hemin and NADH solidifi ed with 1.5 % agar .    

   23.    If the cover slip is too warm, not only will the bacteria be killed, 
moisture will be trapped due to condensation between the 
coverslip and the GG. It doesn’t matter if there are a small 
number of bubbles trapped under the coverslip, as some will 
go away during incubation. You can use areas away from the 
bubbles for observation. The lowering of the coverslip step is 
the most diffi cult and you will get better with practice.         
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    Chapter 13   

 Negative Staining and Transmission Electron 
Microscopy of Bacterial Surface Structures                     

     Matthias     Mörgelin      

  Abstract 

   Negative staining is an essential and versatile staining technique in transmission electron microscopy that 
can be employed for visualizing bacterial cell morphology, size, and surface architecture at high resolution. 
Bacteria are usually transferred by passive electrostatic adsorption from suspensions in physiological saline 
onto suitable hydrophilic support fi lms on electron microscopic grids. There they are contrasted, or 
“stained,” by heavy metal ions in solution such as tungsten, uranyl, molybdate, or vanadate compounds. 
Here, I describe how to visualize the interaction between the bacterial M1 protein and complement factors 
C1q and C3 on the surface of group A streptococcus by negative staining with uranyl formate on carbon 
support fi lms. The methodology should be generally applicable to the study of a large number of other 
bacteria-protein interactions.  

  Key words     Negative staining  ,   Transmission electron microscopy  ,   Bacteria  ,   Adsorption  ,   Carbon fi lm  , 
  Contrast  ,   Immunostaining  ,   Protein interactions   

1     Introduction 

                The advantages of negative staining include the use of aqueous 
bacterial and protein samples, which are contrasted by the  heavy 
metal ions   in solution without the necessity of air drying prior to 
electron microscopic preparation. This feature introduces a tre-
mendous technical advantage with respect to particle resolution. 
Negative staining with  uranyl formate   employs the use of uranyl 
ions at low pH, and due to electrostatic repulsion between the 
stain and the bacterial surface, the uranyl ions will not penetrate 
the bacterial surface. Thus, the results yield clear bacterial cells and 
supramolecular assemblies on the bacterial surface with a dark 
background (Fig.  1 ). At the same time, uranyl formate acts as a 
mild fi xing agent and thus pretreatment of bacteria by chemical 
 fi xation   or heat is not required.

   Bacteria, typically some 2 × 10 7  particles/ml, are transferred by 
passive electrostatic adsorption to thin carbon support  fi lms   [ 1 ] on 
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150–400 mesh electron microscopic copper grids [ 2 – 4 ]. The carbon 
fi lms are hydrophobic in nature and thus, prior to the experiment, 
have to be rendered hydrophilic by glow discharge at low pressure in 
a specially designed glow discharge unit [ 5 ]. This procedure improves 
adsorption of particles by several orders of magnitude. 

 Subsequent to the initial adsorption step, bacteria are briefl y 
washed with water to remove excess particles, and then negatively 
stained with a 0.75 %  uranyl formate   solution [ 6 ,  7 ]. Between 
these different steps the electron microscopic grid with the 
adsorbed sample is not allowed to air-dry. This staining proce-
dure reveals more ultrastructural details than any other positive 
or negative staining method employed ([Fig.  2 ] (for ref.  see  [ 8 ]). 
Therefore,  uranyl formate   is also the heavy metal  ion   of choice in 
cryo- negative staining, electron spectroscopy, and single particle 
analysis (for ref.  see  [ 9 ]).

                  In combination with negative staining, immunogold labeling 
provides signifi cant advantages in highly sensitive and unequivocal 
detection of individual proteins on the bacterial surface. Moreover, 
the use of antibodies labeled with  colloidal gold   of different sizes 
allows the reliable colocalization of ligands such as  C1q   and  C3   
bound to bacterial surface constituents such as M1 protein ([Fig.  3 ] 
for refs.  see  [ 10 ,  11 ]).

   Thus, we can obtain both structural and functional informa-
tion by the combination of negative staining and transmission elec-
tron microscopy and  immunogold   techniques.  

  Fig. 1    Negative staining with  uranyl formate   on carbon support fi lms of gram- negative   rods, e.g.,   Escherichia 
coli    ( a ), and gram-positive cocci, e.g.,   Streptococcus      pyogenes    ( b ). Bacteria are adsorbed on the surface of 
carbon support fi lms from aqueous suspensions containing typically 10 7  cfu/ml and subsequently  stained               with 
0.75 % uranyl formate solutions       
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2    Materials 

 All solutions are prepared with sterile and ultrapure water (purify 
deionized water to attain a sensitivity of 10 MΩ/cm at 25 °C). 
Reagents are puriss p.a. grade and stored at room temperature 
unless indicated otherwise. 

  Fig. 2    Negative staining reveals structural details of the streptococcal surface at high resolution. ( a ) 
  Streptococcus      pyogenes    wild-type bacteria with tightly packed molecular assemblies of M1 protein and  pro-
tein H   at their surface ( asterisks ). ( b ) in contrast, isogenic mutants lacking these surface structures reveal a 
smooth surface  appearance                     

  Fig. 3    Immunolabeling of supramolecular assembly on the streptococcal surface and identifi cation of individ-
ual components by immunogold technique. ( a )  C1q   (10 nm gold) binds to M1 protein (5 nm gold), ( b )  C3   (10 nm 
gold) is found in complex with M1 protein (5 nm gold) on the bacterial surface       
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       1.      Streptococcus      pyogene    s  strain AP1 (40/58) of serotype M1 ( see  
 Note    1  ) is from the World Health Organization Collaborating 
Centre for Reference and Research on  Streptococci  , Prague, 
Czech Republic. Store in glycerol stocks at −80 °C.   

   2.    Todd-Hewitt  Broth  .   
   3.    10 mM Tris–HCl solution containing 5 mM glucose (referred 

to as Tris-glucose,  see   Note    2  ).      

       1.    Ultra-pure water.   
   2.    For 0.75 %  uranyl formate   in ultra-pure water: weigh 37.5 mg 

uranyl formate powder (to 5 ml water) in 5 ml plastic Falcon 
tubes ( see   Note    3  ).   

   3.    Wrap with aluminum foil. Store at 4 °C.   
   4.    Double sticky  tape              .      

       1.    Mica discs.   
   2.    Carbon thread.   
   3.    150–400 mesh electron microscopy copper grids (Electron 

Microscopy Sciences, Hatfi eld, PA, USA). Store at room 
temperature.   

   4.    High vacuum coating device (Leica Microsystems, Wetzlar, 
Germany).      

       1.    Plastic vacuum chamber.   
   2.    Plastic desiccator.   
   3.    Vacuum pump.   
   4.    Vacuum leak detector (Tesla coil).   
   5.    High-voltage power supply.      

       1.    Purifi ed human  plasma   from local blood donors.   
   2.    Mouse monoclonal anti-C1q and anti-C3 antibodies from 

Abcam, Cambridge, UK. Store at 4 °C.   
   3.     Colloidal gold   of defi ned sizes is prepared by reduction of a 

CCl 4  solution with sodium citrate or sodium thiocyanate under 
routine  conditions               [ 10 ] ( see   Note    4  ).       

3    Methods 

 All experimental procedures are carried out at room temperature 
unless otherwise specifi ed. 

       1.    Grow bacteria to mid-logarithmic phase in Todd- Hewitt   broth 
(THB, Difco, Detroit, DI, USA) and incubate at 37 °C in a 
humid atmosphere with 5 % CO 2  ( see   Note    5  ).   

2.1  Bacterial Strains

2.2  Negative 
Staining Components

2.3  Carbon 
Coated Grids

2.4  Glow 
Discharge Unit

2.5  Antigens 
and Conjugates

3.1  Bacterial Culture 
Conditions
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   2.    Wash bacteria and resuspend in Tris-glucose to obtain a sus-
pension of 2 × 10 7  cfu/ml ( see   Note    6  ).      

       1.    Freshly cleave mica discs and put onto the rotating stage of a 
carbon coating device with a double-sticky tape ( see   Note    7  ).   

   2.    Evaporate a 5 nm  carbon fi lm   under rotation onto the mica 
surface from a carbon source (carbon rod or carbon thread) in 
a high vacuum (≤10 −6  bar) ( see   Note    8  ).   

   3.    Float off the carbon fi lm on the mica disc by emerging the 
disc in ultra-pure water in a specially designed plastic  trough               
( see   Note    9  ).   

   4.    Pick up the fl oating carbon fi lm by electron microscopy copper 
grids from below and air dry ( see   Note    10  ).      

       1.    Incubate 100 μl of the bacterial solution with purifi ed  C1q   or 
 C3   at a concentration of 2–5 μM for 30 min.   

   2.    Wash bacteria with Tris-glucose and resuspend the bacterial 
pellet in the same buffer.   

   3.    Incubate the specimens with gold-conjugated antibodies 
against M1 protein (5 nm gold), either in combination with 
anti-C1q (10 nm gold) or  C3   (10 nm gold), for 1 h at room 
temperature.   

   4.    After a fi nal wash with 10 mM Tris–HCl containing 5 mM glu-
cose, subject the specimens to  negative staining               ( see   Note    11  ).      

       1.    Pipet rows of drops of: 1× TBS, 1× bacterial solution, 2× water, 
2×  uranyl formate  , and 1× water onto a Parafi lm sheet ( see  
 Note    12  ).   

   2.    The grids are rendered hydrophilic glow discharge for 30 s in 
a specially designed glow discharge device as described above.   

   3.    Absorb, wash, and stain specimens by subsequently touching the 
surface of the different drops for 30–60 s each ( see   Note    13  ).   

   4.    After the fi nal washing step with water, remove the water by 
blotting the grid on a fi lter paper surface and air-dry the grids.      

       1.    Examine negatively stained specimens in a Philips/FEI CM 
100 TWIN transmission electron microscope operated at 
60 kV accelerating voltage.   

   2.    Record images with a side-mounted Olympus Veleta camera 
with a resolution of 2048 × 2048 pixels (2 k × 2 K) and the 
ITEM acquisitions software ( see   Note    14  ).   

   3.    If necessary, adjust contrast and brightness in  Photoshop              .       

3.2  Carbon Coated 
Electron 
Microscopy Grids

3.3  Incubation 
with Antigens 
and Conjugates

3.4  Negative 
Staining

3.5  Transmission 
Electron Microscopy

Negative Staining of Bacteria



216

4                  Notes 

     1.    This method works with any kind of bacteria and there are no 
limitations. Eukaryotic cells such as Candida etc. work equally 
well provided they adsorb to the carbon support fi lm. In case 
of adsorption problems, purifi ed cell homogenates or mem-
brane preparations can be used instead which adsorb easier to 
hydrophilic  carbon fi lms   than whole cells.   

   2.    Any kind of buffer can be used instead of Tris-glucose. 
However, culture media containing proteins or other particles 
should be avoided as they would yield a high particle back-
ground on electron micrographs. Phosphate-containing buf-
fers should also be avoided as they tend to form precipitates 
with  uranyl formate   during the staining process. Conveniently, 
bacteria are transferred into a particle- and phosphate-free 
physiological saline in a fi nal washing step.   

   3.    For your convenience, prepare a rack with some 50 tubes con-
taining uranyl formate powder on stock. It will take less time 
than weighing 37.5 mg uranyl formate powder each time you 
prepare the solution.                  

   4.    Purifi ed and characterized  colloidal gold   particles of defi ned 
sizes can also be purchased from Electron Microscopy Sciences, 
Hatfi eld, PA, USA, or other providers. Store at 4 °C. Observe 
that protein conjugates with colloidal gold must not be stored 
frozen as freezing releases the gold particle from the conjugate 
by electrostatic discharge.   

   5.    Alternatively, bacteria from any time point of a given growth 
curve may be used. There are no limitations as long as the par-
ticles adsorb to the carbon support fi lm.   

   6.    2 × 10 7  cfu/ml turned out to yield good particle densities on 
electron microscopic grids, which facilitates observation and 
statistical evaluation. However, up to 10× more or 10× less 
bacteria can also be applied if necessary. As different bacteria 
strains vary somewhat in surface charge densities, it is recom-
mended to test their adsorption properties before applying 
valuable reagents such as ligands or antibodies.   

   7.    Mica discs should be freshly cleaved immediately before use as 
the cleaved faces are ultra-clean and do not add contaminating 
particles to electron micrographs.   

   8.    The  carbon fi lm   thickness is carefully controlled by either evap-
orating a piece of carbon thread of defi ned length, or by means 
of a swing quartz-based thickness measuring device routinely 
provided with the high vacuum coating unit.   

   9.    Carbon fi lms detach easier from the mica discs if they are 
allowed to maturate overnight after coating.   
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   10.    Alternatively, ready-to-use electron microscopy grids can be 
purchased from Electron Microscopy Sciences, Hatfi eld, PA, 
USA, or other providers. Store in a dry and dust-free environ-
ment at room temperature, e.g., in a standard 10 cm polysty-
rene Petri dish with a fi lter paper sheet.                  

   11.    The specimens are now ready for transmission electron micros-
copy. Store in a specially designed grid box and protect from 
moisture, light, and dust. We store our grid boxes in a standard 
glass desiccator.   

   12.    The  uranyl formate   solution is stored in a 5 ml Falcon tube 
wrapped in aluminum foil to protect from light. The reagent is 
stable for 1 day and has to be freshly prepared each time before 
use.   

   13.    The grid surface is not allowed to dry between individual drops 
as this will compromise the resolution of specimen fi ne struc-
ture and details.   

   14.    The camera and image acquisition software are integrated parts 
of any particular electron microscope and may vary between 
different instruments. The use of the above-specifi ed camera 
and software is thus not mandatory.         
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    Chapter 14   

 Detection of Intracellular Proteins by High-Resolution 
Immunofl uorescence Microscopy in  Streptococcus 
pyogenes                      

     Assaf     Raz      

  Abstract 

   Immunofl uorescence microscopy is an invaluable tool for the study of biological processes at the cellular 
level. While the localization of surface-exposed antigens can easily be determined using fl uorescent anti-
bodies, localization of intracellular antigens requires permeabilization of the bacterial cell wall and mem-
brane. Here, we describe an immunofl uorescence protocol tailored specifi cally for  Streptococcus pyogenes , 
applying the phage lysin PlyC for cell wall permeabilization. This protocol allows a high level of morpho-
logical preservation, suitable for high- resolution microscopy. With slight modifi cation, this protocol could 
also be used for other Gram-positive pathogens.  

  Key words     Immunofl uorescence  ,   Microscopy  ,    Streptococcus pyogenes   ,   Gram positive  ,   Fluorescent  , 
  Antibody  ,   Deconvolution   

1     Introduction 

 The image resolution attainable by fl uorescence microscopy has 
dramatically increased in recent years, greatly facilitating the study 
of bacterial physiology at the subcellular level [ 1 ,  2 ]. Two impor-
tant approaches for protein localization are immunofl uorescence 
and fl uorescent protein fusion; each has specifi c advantages and 
disadvantages. In immunofl uorescence, the localization pattern of 
native cellular proteins is determined through the use of fl uores-
cent antibodies that are specifi c for a protein of interest. This 
method does not require genetic manipulation of the target organ-
ism, making it particularly useful in bacteria for which the genetic 
tools are not fully developed. Nevertheless, since antibodies cannot 
traverse the bacterial  cell wall   and membrane [ 3 ], localization of 
intracellular antigens requires  fi xation   and permeabilization of the 
bacteria, procedures that may harm their cellular morphology.             

 In contrast to immunofl uorescence, fl uorescent proteins such 
as  green fl uorescent protein (GFP)   can be fused to a target protein 
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and expressed from the genome or a  plasmid  . The fusion protein 
can be imaged in live cells without the need for fi xation or permea-
bilization, and this allows tracking of the protein in real time [ 4 ,  5 ]. 
This technique has been instrumental in elucidating the molecular 
mechanisms controlling cell division [ 6 ]. Despite the advantages 
this method offers, fusion of a bulky fl uorescent protein (28 kDa in 
the case of GFP) could alter the function and distribution of the 
protein being studied. A fusion protein may not interact with all of 
the native protein’s binding partners, or may not display the native 
expression pattern. Additionally, there are some inherent problems 
associated with certain fl uorescent proteins, including the tendency 
to form multimers, the requirement for oxygen to become fl uores-
cent, a lag time between the protein’s synthesis and the time it 
becomes fl uorescent, and the failure to fold correctly following 
secretion through the Sec apparatus; some of these issues have been 
addressed in later generations of fl uorescent proteins [ 4 ]. The 
advantages and disadvantages offered by immunofl uorescence and 
fl uorescent proteins are therefore complementary in many ways, 
and the choice of the method largely depends on the question being 
studied, and the tools available for the specifi c bacterium.             

 There are a few critical points that should be considered when 
initiating an immunofl uorescence study. First, it is crucial that the 
antibodies used are specifi c for the target protein, and do not rec-
ognize any other cellular targets. For this reason, monoclonal  anti-
bodies   are often preferable. When polyclonal antibodies are used, 
pre-immune serum should be used as control. Additionally, poly-
clonal antibodies could be affi nity- purifi ed   using an immobilized 
target antigen, and/or adsorbed on a mutant strain that does not 
express the target protein. Whenever possible, a mutant strain lack-
ing the target protein should also be used as a control in the 
microscopy experiment, to verify the specifi city of the antibodies. 
In cases where a fl uorescent conjugate is used, controls must also 
be included to rule out nonspecifi c interactions between these 
antibodies and the target organism. Incubating the cells with non-
immune serum from an animal similar to that used to produce the 
fl uorescent conjugates can often block such nonspecifi c interac-
tions. If antibodies specifi c to the target protein are not available, 
the target protein can be fused to a small epitope tag (~10 amino 
acids), for which commercial antibodies are available. Although 
the small size of epitope tags makes them less likely to interfere 
with the normal function of the target protein (compared to the 
much larger fl uorescent proteins), caution should still be taken in 
the interpretation of the results. 

 A second critical point involves the  fi xation   and permeabiliza-
tion procedures. These procedures must be specifi cally calibrated 
to ensure the preservation of cellular morphology, without harm-
ing the target epitopes. Fixation is typically performed using cross- 
linking agents such as paraformaldehyde and glutaraldehyde, which 
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covalently links cellular components. This preserves the morphology 
of the cells and prevents the movement of cellular components 
during sample preparation and labeling. While extended fi xation 
generally leads to better cellular morphology, it may also harm tar-
get epitopes, requiring careful calibration. 

 When targeting intracellular antigens, permeabilization of the 
membrane (typically using methanol) must precede the permeabi-
lization of the  cell wall  . This is because the high osmotic pressure 
within bacteria could lead to membrane bulging and gross defor-
mation of cellular morphology during cell wall  permeabilization  , 
unless the cellular osmotic pressure is fi rst equalized to that of the 
environment. The cell wall is permeabilized using a cell wall 
 hydrolase, which breaks specifi c bonds within the peptidoglycan. 
The cell wall of many nonpathogenic bacteria such as   Escherichia 
coli    and   Bacillus subtilis    can be permeabilized with  lysozyme   [ 7 ]; 
however,  Streptococcus pyogenes  (like several other pathogens) is 
resistant to lysozyme [ 8 ,  9 ].  Phage lysins   are cell wall hydrolases 
produced by  bacteriophages   to release progeny phage during the 
late stages of the lytic cycle. In recent years, several such phage 
lysins have been cloned and recombinantly expressed as potential 
anti-infective agents [ 10 ]. Specifi cally,  PlyC   is highly effective in 
degrading the cell wall of  S. pyogenes  [ 11 ], and is ideal for immuno-
fl uorescence [ 12 ]. In this chapter, we will review the specifi c condi-
tions and consideration for immunofl uorescence studies in  S. 
pyogenes . For sample fl uorescence images obtained using this 
method see the following references [ 12 – 14 ]. The procedure 
described here may also be useful for other gram-positive patho-
gens with some  modifi cations           .  

2    Materials 

 Prepare all solution with milli-Q water (or water of equivalently 
high purity), and analytical grade reagents.

    1.    Microscope slides.   
   2.    Microscope cover glass 18 × 18-1.5 (Fisher Scientifi c) for rou-

tine experiments, or No.1.5H 170 ± 5 μm thickness 18 × 18 mm 
(Zeiss) for high-resolution imaging ( see   Note    1  ).   

   3.    Poly- L -lysine solution, 0.1 % w/v (Sigma).   
   4.    16 % paraformaldehyde. Add 16 g paraformaldehyde (Sigma) 

to 80 ml milli-Q water in a capped bottle. Add 1 ml 1 N NaOH 
and place in a 65 °C water bath with occasional shaking until 
the paraformaldehyde is dissolved. Bring to a fi nal volume of 
100 ml with milli-Q water. Filter to remove any remaining 
paraformaldehyde particles, prepare 1 ml single-use aliquots, 
and freeze at −20 °C.   

   5.    Glutaraldehyde solution, 50 % (Sigma).   
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   6.    Phosphate buffer 1 M pH 7.4.   
   7.    Phosphate buffered saline pH 7.4 (PBS)            .   
   8.    Methanol.   
   9.     PlyC  , prepared according to Nelson et al. [ 11 ], diluted to 3 

U/ml in PBS.   
   10.    Antibody dilution buffer: PBS containing 2 % bovine serum 

albumin (Sigma) and 1 % gelatin from cold water fi sh skin 
(Sigma) ( see   Note    2  ).   

   11.    Blocking buffer: antibody dilution buffer supplemented with 
10 % nonimmune serum from an animal similar to that used to 
produce the fl uorescent conjugates (where applicable).   

   12.    Primary antibodies, fl uorescent conjugates, and fl uorescent 
dyes according to the experimental design ( see   Note    3  ).   

   13.    Mounting medium: 50 % glycerol, 0.1 % p-phenylenediamine 
(Sigma) in PBS pH 8.0. Dissolve 0.1 g p-phenylenediamine in 
50 ml PBS 2× pH 8.0. Add 50 ml glycerol and mix. Aliquot 
and store at −80 °C. A working aliquot may be kept at −20 °C 
for several days but should be discarded when its color darkens 
( see   Note    4  ).   

   14.    10 cm petri dishes.   
   15.    Kimwipes (Kimberly-Clark).   
   16.    An aspirator connected to a trap fl ask.   
   17.    A wash bottle with PBS ( see   Note    5  ).   
   18.    A dull-edged razor blade and fl at-faced tweezers for slide 

manipulation.   
   19.    A 1 L beaker wrapped with aluminum foil or a similar 

 container           .   
   20.    Nail polish (to seal prepared slides) ( see   Note    6  ).   
   21.    A fl uorescence microscope: a wide fi eld or an  image restoration 

microscope   equipped with an oil immersion 100× objective 
with a high numerical aperture.      

3    Methods 

 All procedures should be carried out at room temperature unless 
otherwise noted. Once the cells are attached to the slide, make 
sure a humid environment is maintained throughout all incubation 
steps. The cells must never be allowed to dry. 

       1.    Label a corner of a 18 × 18 mm cover glass with the slide num-
ber using a black permanent marker. Small additional marks 
can be made on the back of the slide to help locating the cells 
( see   Note    7  ).   

3.1  Slides 
Preparation
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   2.    Place up to 6–7 slides in a 10 cm petri dish (Fig.  1a ).
       3.    Place a wet folded kimwipe in each plate (away from the slides) 

to maintain humidity.   
   4.    Place a 20 μl drop of 0.1 % poly- L -lysine at the center of each 

slide for about 10 min.   
   5.    Wash the slide with milli-Q water and  dry           .   
   6.    Cover the petri dishes with a lid to protect the slides from dust.      

       1.    For each sample to be fi xed, prepare a labeled microfuge tube 
containing 40 μl 1 M phosphate buffer pH 7.4.   

   2.    When the bacteria are ready, add 1.5 μl glutaraldehyde 50 % to a 
1 ml aliquot of paraformaldehyde 16 %. Add 200 μl of the mix 
to each fi xation tube containing phosphate buffer, and then add 
1 ml of culture and mix. Unused paraformaldehyde/glutaralde-
hyde mix may be stored on ice for a few hours ( see   Note    8  ).   

   3.    Incubate at room temperature for 15 min, and on ice for 
30 min.   

   4.    Centrifuge for 2 min at 6000 RCF, and wash the pellet with 
1 ml PBS.   

   5.    Centrifuge for 2 min at 6000 RCF, and resuspend the pellet in 
200–1000 μl PBS ( see   Note    9  ).   

   6.    Place a drop of 10 μl washed cells on each slide for 10–20 min.   
   7.    Aspirate gently and wash with PBS to remove unbound cells 

(Fig.  1b )    ( see   Note    10  ).      

3.2   Fixation   of Cells 
and Attachment 
to the Slides

  Fig. 1    ( a ) A typical arrangement of cover slides in a petri dish; a wet kimwipe is placed away from the slides 
to maintain humidity. Only the center of the slide (where a drop of poly- L -lysine is seen) is used for placement 
of the cells and labeling reagents. ( b ) Effi cient washing of multiple slides is facilitated by the simultaneous use 
of a wash bottle and an aspirator ( see   Note    10  ). Note that a stream of PBS should not be directed toward the 
cells (particularly following permeabilization)                   
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   Perform these steps only if intracellular antigens are targeted.

    1.    Aspirate PBS, and  slowly  dip the slide in ice-cold methanol for 
10 s. Then,  slowly  dip in PBS for a few seconds, and return the 
slide to the dish. Add a drop of PBS to the cells to prevent dry-
ing ( see   Note    11  ).   

   2.    Aspirate PBS and place a 10 μl drop of 3 U/ml  PlyC   in PBS on 
the cells for 10 min at room temperature ( see   Note    12  ) (Fig.  2 ).

       3.    Wash the cells gently with PBS.      

       1.    Aspirate PBS and add 20 μl of blocking buffer to each slide. 
Incubate for 10 min.   

   2.    Wash the slides with PBS.               
   3.    Aspirate, and add 10 μl primary antibodies, diluted in antibody 

dilution buffer. Incubate for 1 h at room temperature in a 
humidifi ed chamber ( see   Note    13  ).   

   4.    Wash three times with PBS.   
   5.    Aspirate, and add 10 μl fl uorescent conjugates (and any addi-

tional fl uorescent dye, such as  DAPI  ), diluted in antibody dilu-
tion buffer. Incubate for 1 h at room temperature in a 
humidifi ed chamber.   

   6.    Wash three times with PBS.   
   7.    Aspirate, and add 4.5 μl mounting medium.   
   8.    Flip the cover glass onto a glass slide using a dull-edged razor 

blade.   
   9.    Seal the slides with nail polish ( see   Note    6  ).   

3.3  Permeabilization 
of the Cells

3.4  Labeling 
Procedure

  Fig. 2    Scanning electron  microscopy   images of permeabilized and control cells. The morphology of permeabi-
lized cells (treated with 3 U/ml  PlyC  , representing the lowest concentration that results in permeabilization of 
100 % of the cells) is only slightly different from untreated cells. Signs of morphological deterioration are vis-
ible in cells treated with 60 U/ml  PlyC  , underscoring the need for careful calibration of the permeabilization 
conditions. The scale bar represents 500  nm                  
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   10.    Keep the slides at 4 °C, but allow them to reach room tem-
perature before imaging (to avoid drift during high- resolution 
imaging). For best results, image within a few days.                  

   The imaging procedure may vary according to the microscope 
available. Imaging would typically require a microscope equipped 
with a 100× oil immersion objective with a high numerical  aperture. 
We have used this procedure with a standard  wide fi eld fl uores-
cence microscope  , a high-resolution DeltaVision  image restoration 
microscope   (Applied Precision / GE Healthcare), and a  super-res-
olution   DeltaVision OMX Blaze 3D Structured Illumination 
 Microscopy (3D-SIM  ) system (Applied Precision/GE Healthcare). 
For image restoration microscopy we typically capture Z-stacks 
images at 0.15 μm intervals, and  deconvolve   images using 
SoftWoRx (Applied Precision/GE Healthcare). Slides prepared in 
this manner, however, should be compatible with a variety of 
microscopy procedures.   

4                   Notes 

     1.    While a cover glass with different dimensions can be used, thick-
ness no. 1.5 should always be used. To reduce background sig-
nal, slides could be acid-washed prior to the beginning of the 
procedure. Slides are placed in a beaker containing 1N hydro-
chloric acid and left on a shaker at a slow speed for 1 h. The 
slides are then washed several times with milli-Q water until the 
pH is neutral, washed once with ethanol, and air-dried. While 
this procedure is not generally needed for routine microscopy, it 
may help reduce background fl uorescence in cases where a 
grainy nonuniform signal is observed on the surface of the slide.               

   2.    Gelatin provides additional blocking but may be omitted in 
many cases.   

   3.    When more than one protein is detected using primary anti-
bodies that were produced in different animals, use fl uorescent 
conjugates that have been cross-adsorbed to prevent reaction 
with antibodies from the other species. Alternatively, primary 
antibodies could be directly conjugated to a  fl uorophore   using 
kits available from several manufacturers. While this simplifi es 
the microscopy procedure, the signal obtained using this 
method is often not as strong as that obtained using a combi-
nation of a primary antibody and a secondary fl uorescent con-
jugate, due to the signal amplifi cation obtained using this 
method. In choosing  fl uorophores  , make sure the excitation/
emission spectra of the various fl uorophores used do not over-
lap. Prefer fl uorophores that are less susceptible to  photo-
bleaching   (for example, Alexa Fluor 488 as opposed to FITC)            .   

3.5  Imaging
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   4.    Mounting media should be selected according to the specifi c 
application. For 3D imaging, mounting media that remains 
liquid (typically glycerol-based) should be used, since mount-
ing media that hardens causes fl attening of the sample. The 
type of anti-fade agent used in the mounting media (if any) 
should be selected to fi t to the  fl uorophore   used. An incompat-
ible anti-fade agent may not prevent, or even increase  photo-
bleaching  , and could lead to nonspecifi c background. 
Mounting media could be purchased commercially, or be pre-
pared in the lab. An additional useful mounting medium is the 
nPG (n-propyl gallate) medium: 9 ml glycerol, 1 ml 0.2 M 
Tris–HCL pH 8.0, 0.05 g n-propyl gallate. Heat to 60 °C for 
about 15 min until dissolved. Store aliquots at −80 °C.   

   5.    For improved control over the fl ow of PBS, remove the inner 
tube from the wash bottle and attach a 200 μl pipette tip to the 
nozzle (this can be cut to the desired opening size).   

   6.    Colored nail polish should be avoided as some pigments may 
cause nonspecifi c background. A quick-drying, transparent 
nail polish with glitter is ideal, as it allows easy detection of 
areas not properly sealed without the use of pigments.   

   7.    A black Sharpie marker works well, but colored markers should 
be avoided as they may introduce pigments that cause back-
ground fl uorescence.               

   8.    If an aliquot of 16 % paraformaldehyde appears cloudy follow-
ing defrosting, place it in a 65 °C water bath until it clears. The 
concentration of paraformaldehyde and glutaraldehyde, and 
the  fi xation   time should be calibrated for the specifi c applica-
tion. Higher fi xative concentration and prolonged fi xation 
time lead to better preservation of cellular morphology, but 
may harm certain target epitopes. Fixation with paraformalde-
hyde is generally quite gentle, but may still damage the target 
epitopes at high concentration or a prolonged fi xation time. 
Glutaraldehyde is a harsher fi xative, and higher concentrations 
often lead to a loss of epitope binding.   

   9.    The ideal amount of PBS used to resuspend the cells differs 
between strains. The fi nal cell density should be adjusted 
empirically so that an even monolayer of cells is formed on the 
slide.  S. pyogenes  strains with a large amount of M protein on 
their surface tend to aggregate during fi xation. In these cases, 
resuspend the cells in about a fi fth of the initial culture volume, 
and allow clumps to settle for a few minutes before adding cells 
from the upper portion of the tube to the slides.   

   10.    To preserve cellular morphology, wash steps must be done 
gently (particularly following permeabilization of the cells). 
Add PBS to an area adjacent to the cells, and aspirate from the 
opposite side. Do not allow drops of PBS to hit the sample, do 
not point a stream of PBS directly at the cells, and do not aspi-
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rate from the area containing the cells. The aspirator should be 
fi tted with a 200 μl tip, cut to the appropriate opening size. 
For small experiments, a 1 ml pipette can be used to apply 
PBS. For larger experiment however, a wash bottle from which 
the inner tube has been removed is more appropriate. For effi -
cient processing of a large number of slides, hold a wash bottle 
in one hand (controlling the fl ow of buffer by the angle the 
bottle is held), and an aspirator in the other.   

   11.    Fill two 30 ml beakers or 50 ml conical tubes to the brim with 
methanol and PBS, and place them in an ice bucket. Just before 
dipping a slide in methanol, aspirate the PBS until it is almost, 
but not completely dry. Pick up the slide using a fl at- faced for-
ceps (grinding one of the sides of the forceps to a sharp edge 
may ease this). While holding the slide by the labeled corner, 
dip it into the methanol at a 45° angle, slowly enough for PBS 
beads to form, and run up the slide (do not dip the labeled 
part). After 10 s in the methanol, slowly remove the slide, and 
slowly dip it into the PBS  beaker           .   

   12.    In large experiments, removing the PBS and adding  PlyC   to 
the all the samples may take a few minutes. Start measuring the 
10 min incubation period the moment PlyC is added to the 
fi rst slide. Following this incubation period, wash the slides at 
the same order, to ensure that each slide is exposed to PlyC for 
the same amount of time. In large experiments, the PlyC per-
meabilization step may be performed on half the slides at a 
time, to ensure accurate incubation time. 

 The correct concentration of PlyC should be determined 
empirically by serially diluting each new PlyC stock. An anti-
body directed at a cytoplasmic antigen should be used during 
calibration experiments to monitor complete permeabilization 
of the cells. The integrity of  cell wall   material should be moni-
tored using fl uorescently labeled wheat germ agglutinin 
(WGA). To obtain the best cellular morphology, use the low-
est PlyC concentration that results in permeabilization of 
100 % of the cells. 

 Presence of M protein on the cell wall is critical for the pres-
ervation of its integrity. M protein is a wall-anchored coiled- 
coil protein that forms a cross-linked mesh during  fi xation  , 
and this prevents the dissociation of cell wall fragments follow-
ing treatment with PlyC [ 12 ]. In the absence of M protein, 
the permeabilization procedure would lead to the formation 
of spheroplasts. 

  Lysozyme   and  mutanolysin   are not good substitutes for 
 PlyC  . In our hands, 1 mg/ml lysozyme did not permeabilize 
the  cell wall   of  S. pyogenes  even after hour-long incubation, in 
agreement with the observed resistance of this organism to 
lysozyme [ 8 ,  9 ]. Prolonged incubation with 1000 U/ml 
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mutanolysin resulted in  permeabilization   of a large proportion 
of the cells but also caused a considerable deterioration in cel-
lular  morphology           .   

   13.    During hour-long incubations, stack the petri dished and place 
a wet paper towel on the top of the stack, then cover with a 1 L 
beaker wrapped in aluminum foil, or a similar light- resistant 
container.         

  Acknowledgments  

 I thank Vincent A. Fischetti for his support and insight. I thank 
Eleana Sphicas from the Rockefeller University Electron Microscopy 
Resource Center for the capturing of EM images. I thank Alison 
North from the Rockefeller University Bio-Imaging Resource 
Center for her advice. This work was supported by U.S. Public 
Health Service Grant AI11822 to Vincent A. Fischetti.  

   References 

    1.    Tuson HH, Biteen JS (2015) Unveiling the 
inner workings of live bacteria using super- 
resolution microscopy. Anal Chem 
87(1):42–63  

    2.    Sanderson MJ, Smith I, Parker I, Bootman 
MD (2014) Fluorescence microscopy. Cold 
Spring Harb Protoc 2014(10):pdb top071795  

    3.    Demchick P, Koch AL (1996) The permeabil-
ity of the wall fabric of  Escherichia coli  and 
 Bacillus subtilis . J Bacteriol 178(3):768–773  

     4.    Shaner NC, Patterson GH, Davidson MW 
(2007) Advances in fl uorescent protein tech-
nology. J Cell Sci 120(Pt 24):4247–4260  

    5.    Enterina JR, Wu L, Campbell RE (2015) 
Emerging fl uorescent protein technologies. 
Curr Opin Chem Biol 27:10–17  

    6.    Yao Z, Carballido-Lopez R (2014) 
Fluorescence imaging for bacterial cell biology: 
from localization to dynamics, from ensembles 
to single molecules. Annu Rev Microbiol 
68:459–476  

    7.   Levin PA (2002) 6 Light microscopy tech-
niques for bacterial cell biology. In: Philippe S, 
Arturo Z (eds) Methods in Microbiology, Vol 
31, Academic Press, pp 115–132  

     8.    Krause RM, McCarty M (1961) Studies on the 
chemical structure of the streptococcal cell 

wall. I. The identifi cation of a mucopeptide in 
the cell walls of groups A and A-variant strep-
tococci. J Exp Med 114:127–140  

     9.    Gallis HA, Miller SE, Wheat RW (1976) 
Degradation of 14C-labeled streptococcal cell 
walls by egg white lysozyme and lysosomal 
enzymes. Infect Immun 13(5):1459–1466  

    10.    Pastagia M, Schuch R, Fischetti VA, Huang 
DB (2013) Lysins: the arrival of pathogen- 
directed anti-infectives. J Med Microbiol 62(Pt 
10):1506–1516  

     11.    Nelson D, Schuch R, Chahales P, Zhu S, 
Fischetti VA (2006) PlyC: a multimeric bacte-
riophage lysin. Proc Natl Acad Sci U S A 
103(28):10765–10770  

      12.    Raz A, Fischetti VA (2008) Sortase A localizes 
to distinct foci on the  Streptococcus pyogenes  
membrane. Proc Natl Acad Sci U S A 
105(47):18549–18554  

   13.    Raz A, Talay SR, Fischetti VA (2012) Cellular 
aspects of the distinct M protein and SfbI 
anchoring pathways in  Streptococcus pyogenes . 
Mol Microbiol 84(4):631–647  

    14.    Raz A et al (2015)  Streptococcus pyogenes  sor-
tase mutants are highly susceptible to killing by 
host factors due to aberrant envelope physiol-
ogy. PLoS One 10(10):e0140784    

Assaf Raz



229

Pontus Nordenfelt and Mattias Collin (eds.), Bacterial Pathogenesis: Methods and Protocols, Methods in Molecular Biology, 
vol. 1535, DOI 10.1007/978-1-4939-6673-8_15, © Springer Science+Business Media New York 2017

    Chapter 15   

 Antibody Guided Molecular Imaging of Infective 
Endocarditis                     

     Kenneth     L.     Pinkston    ,     Peng     Gao    ,     Kavindra     V.     Singh    ,     Ali     Azhdarinia    , 
    Barbara     E.     Murray    ,     Eva     M.     Sevick-Muraca    , and     Barrett     R.     Harvey      

  Abstract 

   In this protocol, we describe the application of using a high affi nity monoclonal antibody generated against 
the major pilin protein component of the pilin structure of  Enterococcus faecalis  as a PET imaging agent 
for enterococcal endocarditis detection. The anti-pilin -mAb 64Cu conjugate was able to specifi cally label 
enterococcal endocarditis vegetation in vivo in a rodent endocarditis model. By targeting pili, a covalently 
linked surface antigen extending from the bacterial surface, we provided evidence that gram-positive pilin 
represent a logical surface antigen to defi ne or target an infectious agent for molecularly guided imaging. 
Our goal in providing a detailed protocol of our efforts is to enable others to build upon this methodology 
to answer pertinent translational and basic research questions in the pursuit of diagnosis and treatment of 
infective endocarditis.  

  Key words     Monoclonal antibody  ,   Gram-positive pathogen  ,   PET imaging  ,   Endocarditis  ,   Enterococcus  , 
  Pili  ,   Antigen  ,   LPXTG anchored  ,   In vivo  ,   Bacterial infection   

1     Introduction 

 Over a century ago, German Nobel Laureate Paul Ehrlich described 
the “Magische Kugel,” or “Magic Bullet” theory in which an agent 
carrying a payload is precisely targeted to an invader in the human 
body. Acting as a missile seeking a surface marker on the target, the 
magic bullet could potentially destroy countless diseases, including 
infectious disease and cancer. The dawn of monoclonal  antibody   
technology and antibody engineering has made Ehrlich’s dream a 
reality in cancer therapy with the clinical use of antibodies and anti-
body drug conjugates (ADCs). However, despite a clear clinical 
need, and despite antibodies being an obvious (natural) means of 
targeting infectious disease, there has been limited success in efforts 
using antibodies or antibody fragments to diagnose or target 
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established in  vivo   infection. Obstacles in the execution of this 
objective have included successful identifi cation of bacterial target 
antigens actively expressed during  infection  , affi nity, and specifi city 
of anti- target antibodies, and the ability of antibody to infi ltrate 
the microenvironment of existing infection to interact with surface 
 antigen  . 

 Our team recently described a molecular imaging study identi-
fying a specifi c site of enterococcal infection by using a single 
monoclonal antibody to a defi ned bacterial surface antigen. This 
demonstration forms the basis for a number of different avenues of 
discovery including (1) a model for developing targeted therapeu-
tic strategies including antibody drug conjugates (ADC), (2) an 
imaging diagnostic for in vivo  assessment   of existing infection, or 
(3) providing tools to improve our understanding of bacterial 
pathogenesis and the accessibility of specifi c surface antigens. 
Given that the pilin target represents a class of antigens on gram- 
positive pathogens anchored by a common LPXTG motif to the 
peptidoglycan matrix and that the rodent infective endocarditis 
model utilized has been modifi ed for use with many other gram- 
positive pathogens [ 1 – 4 ], the opportunity exists for extending and 
developing these procedures using specifi c antibodies to other 
 LPXTG   anchored targets to suit other Gram-positive infections. 
Furthermore, because diagnostic imaging is possible under micro-
dosing conditions in which the chance for adverse events is 
extremely limited, translation of a combinational diagnostic/ther-
apy into humans may be accelerated. 

 In contrast to a polyclonal preparation that can have batch to 
batch variation, a  mAb   is a defi ned entity, targeting a specifi c epit-
ope and thus providing a unique opportunity for specifi c recombi-
nant engineering of agent. While engineering recombinant 
antibodies for optimized binding affi nity and  Fc   function has 
become standard practice in the development of antibody thera-
peutics [ 5 ,  6 ], these practices are not regularly implemented in the 
development of imaging diagnostics. Recent publications have 
demonstrated the importance of both affi nity [ 7 ] and Fc modifi ca-
tion [ 8 ] in molecular imaging performance using near-infrared 
fl uorescence as well as  PET      imaging. Deglycosylation of a mAb, for 
example, can have signifi cant impact on Fc/FcγR interactions, and 
thus reduce nonspecifi c binding via this interaction, to improve the 
accuracy for molecular  imaging  . 

 In this chapter, we will provide protocols describing (1) mono-
clonal  antibody   characterization, (2) antibody modifi cations/
labeling of imaging agent, (3) application within a  rat endocarditis 
model   for diagnostic imaging, and (4) evaluation and analysis of 
imaging results.  
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2    Materials 

       1.    PBS: Potassium phosphate monobasic (KH 2 PO 4 ) 1.44 g/l. 
Sodium chloride (NaCl) 9.00 g/l, sodium phosphate dibasic 
(Na 2 HPO 4 -7H 2 O) 0.795 g/l, pH 7.4.   

   2.    Bovine serum albumin, Cohn fraction V.   
   3.    15 ml culture tubes with lid.   
   4.    125 ml Erlenmeyer fl ask.   
   5.     Brain Heart Infusion (BHI)   powder.   
   6.    1.5 ml Eppendorf micro centrifuge tubes.   
   7.    Phycoerythrin (PE) conjugated Goat Anti-Mouse  IgG   (Fc).   
   8.    BD  FACS   Calibur fl ow cytometer (BD Bioscience, CA) or 

 equivalent  .      

       1.    Formvar carbon-coated Copper grids, 200 mesh (Electron 
Microscopy Sciences).   

   2.    Wash buffer: 1 % BSA in 1× PBS.   
   3.    Blocking buffer: 0.1 % Gelatin in 1× PBS.   
   4.    Primary antibody solution: murine monoclonal  antibody   

against specifi c target in PBS at 1 μg/ml.   
   5.    Gold-labeled secondary antibody solution: 12 nm gold- 

conjugated donkey anti-mouse IgG (1:20) (Jackson 
ImmunoResearch Laboratories).   

   6.     Staining   solution: 1 % uranyl acetate in H 2 O.      

       1.    Recombinant EndoS enzyme (IgGZero , GENOVIS AB).      

       1.    Unmodifi ed  mAb   against surface antigen and isotype matched 
control.   

   2.    Reaction buffer: 0.1 M sodium phosphate buffer (pH 8.3).   
   3.    1,4,7,10-Tetraazacyclododecane- N , N ′, N ″, N ‴-tetraacetic acid 

(DOTA) mono-N-hydroxysuccinimide ester (DOTA-NHS).   
   4.    Zeba desalting spin columns.   
   5.    Radiolabeling buffer: 0.1 N sodium acetate buffer (pH 6).   
   6.      64 CuCl 2    .    
   7.    Nonradioactive CuCl 2.    
   8.    Whatman chromatography paper.   
   9.    Glass thin-layer chromatography (TLC) chamber.   
   10.    TLC eluent: 0.1 M ammonium acetate buffer (pH 6) contain-

ing 50 mM EDTA.   
   11.    Radio-TLC scanner (Eckert & Ziegler Radiopharma).   

2.1  Flow Cytometry

2.2   Immunogold   
Electron Microscopy

2.3   EndoS   Treatment

2.4   Antibody 
Labeling  
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   12.    DOTA-conjugated mAb.      
   13.    Quenching solution: 10 mM ethylenediaminetetraacetic acid 

(EDTA).   
   14.    Radio-high-performance  liquid chromatography  .   
   15.    TSK gel G3000SW (5 μm) size exclusion  HPLC   column.   
   16.    HPLC mobile phase: 90 % buffer A (0.1 M sodium phosphate 

buffer [pH 7.3]) and 10 % buffer B (CH 3 CN) (isocratic).         

       1.    PBS: Potassium Phosphate monobasic (KH 2 PO 4 ) 1.44 g/l. 
Sodium chloride (NaCl) 9.00 g/l, Sodium phosphate dibasic 
(Na 2 HPO 4 -7H 2 O) 0.795 g/l, pH 7.4.   

   2.    PBST: PBS, 0.05 % Tween-20.   
   3.    BLOTTO: PBST, 5 % Non-Fat Dry Milk.   
   4.     mAb   treated and untreated as described in  Subheadings    3.3  

and  3.4 .   
   5.    Horse Radish Peroxidase (HRP) Goat anti-mouse  IgG   ( Fc  ).   
   6.    TMB substrate: 3,3′,5,5′-tetramethylbenzidine (TMB) substrate.   
   7.    TMB color stop reagent: H 2 SO 4 , 2 N.   
   8.    ELISA plate reader capable of OD450 nm determination.   
   9.    ELISA plate washer or 8–12 channel manual well washer.       

3    Methods 

 The use of hybridoma technology and subsequent screening tech-
niques for the isolation of high affi nity  mAb   panels against specifi c 
antigens has been described for decades. Identifi cation of the anti- 
pilin mAb utilized in this protocol has been detailed elsewhere [ 9 ]. 
Here, we describe our expanded techniques to confi rm that the 
selected mAb does in fact bind robustly to the natively displayed 
antigen on the surface of the cell and maintains this activity upon 
modifi cations, prior to proceeding with in vivo imaging models.    

       1.    Overnight-cultured  E .   faecalis    OG1RF cells are inoculated 
into a 125 ml Erlenmeyer fl ask containing 20 ml Brain Heart 
Infusion ( BHI  ) broth to a starting optical density at 600 nm 
(OD 600 ) of 0.05 and harvested at approximately mid-log phase 
( see   Note    1  ).   

   2.    Sample aliquots equivalent to an optical density at 600 nm 
(OD 600 ) of 0.2 are harvested into 1.5 ml micro-centrifuge 
tubes and spun at 10,000 ×  g  for 1.5 min., media removed and 
cells washed twice with 1.0 ml phosphate-buffered saline con-
taining 2 % Bovine Serum Albumin (PBS-BSA).   

2.5  Potency ELISA

3.1  Flow Cytometry
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   3.    After fi nal spin, cell pellets are resuspended with 100 μl of PBS- 
BSA containing 5 μg/ml anti-EbpC  mAb   69 and incubated 
for 1 h at room temperature (25 °C).   

   4.    Wash cells three times with PBS-BSA, followed by the addition 
of 100 μl of a 1:100 dilution of PE -conjugated Goat Anti- 
Mouse  IgG   ( Fc  ) in PBS-BSA, and incubate for 30 min at room 
temperature (25 °C).   

   5.    Wash cells three times with PBS-BSA before fi xing with 1 ml 
1 % paraformaldehyde in PBS-BSA. Analyze with a BD  FACS   
Calibur fl ow cytometer (BD Bioscience, CA).      

       1.    Overnight-cultured  E .   faecalis    OG1RF cells are inoculated 
into 20 ml  brain heart infusion (BHI)   broth at a starting opti-
cal density at 600 nm (OD 600 ) of 0.05 and harvested at mid-
log phase or approximately OD 600  = 0.6. ( see   Note    1  ).   

   2.    One OD 600  equivalent of cells are washed once with 0.1 M 
NaCl before being resuspended in 1 ml phosphate-buffered 
saline (PBS).   

   3.    Eight microliters of cells from the above step are pipetted onto 
the coated side of the carbon-coated copper grid, and allowed 
to sit for 1 min.      

   4.    Grid is washed three times in 500 μl of wash buffer before plac-
ing the grid to the top of the blocking buffer droplet. Grid is 
incubated at R.T. for 1 h.   

   5.    After blocking, the grid is washed once with wash buffer before 
placing it into the primary antibody solution droplet of 200 μl. 
Incubate at R.T. for 1 h.   

   6.    Rinse the grid three times with wash buffer before placing it 
into the secondary antibody solution droplet of 200 μl. 
Incubate at R.T. for 1 h.   

   7.    After incubation, the grid is rinsed fi ve times with 
ddH 2 O. Pipette 7 μL of 1 % uranyl acetate on the top of the 
grid to stain for 1 min.   

   8.    Samples are viewed using a JEOL 1400 transmission electron 
 microscope   (Fig.  1 ).

              Conjugation  

   1.    Buffer exchange the required amount of the antibody (typi-
cally 1–5 mg) into 500 μl 0.1 M sodium phosphate buffer 
(pH 8.3).   

   2.    Add a 20-fold molar excess of 1,4,7,10-Tetraazacyclododecane- 
 N , N′ , N ″ N‴ -tetraacetic acid (DOTA) mono-N- 
hydroxysuccinimide ester (DOTA-NHS) to the antibody 
solution and react at 4 °C for 4 h. End-over-end mixing at 
4 °C may be used if conjugation yields are lower than expected.   

3.2  Electron 
Microscopy 
Confi rmation 
of Surface Labeling

3.3  Antibody 
Modifi cation 
and Labeling
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   3.    Load the reaction mixture onto a Zeba desalting spin column 
and collect the purifi ed immunoconjugate in PBS.   

   4.    Aliquot the  immunoconjugate   and store at −80 °C until 
needed.    

   Chelator quantifi cation  

   1.    To calculate the average number of chelates per antibody, buf-
fer exchange 300 pmol of immunoconjugate into 0.1 N 
sodium acetate buffer (pH 6).   

   2.    Add a tenfold excess of carrier added  64 CuCl 2  and incubate at 
40 °C for 1 h.   

   3.    Spot the radioactive mixture on a paper chromatography strip 
and develop in a glass chamber using a running buffer 
 consisting of 0.1 M ammonium acetate buffer (pH 6) contain-
ing 50 mM EDTA.   

   4.    The radiochemical yield of the reaction is determined using a 
radio-thin-layer chromatography scanner.    

   Radiolabeling  

   1.    Buffer exchange 100 μg of immunoconjugate into 0.1 N 
sodium acetate buffer (pH 6) and add the required volume of 
radioactive solution.   

   2.    Incubate the reaction at 40 °C for 1 h.   

  Fig. 1    Electron microscopy detection of EbpC pilin subunits on and extending 
from cell  surface         
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   3.    Quench the reaction with 3 μl of 10 mM EDTA.   
   4.    Load the reaction mixture onto a Zeba desalting spin column 

and collect the purifi ed radiotracer in  PBS  .   
   5.    Determine radiochemical purity by radio-high-performance 

 liquid chromatography   with a TSK gel G3000SW (5 μm) col-
umn and a mobile phase of 90 % buffer A (0.1 M sodium phos-
phate buffer [pH 7.3]) and 10 % buffer B (CH 3 CN) (isocratic) 
at a fl ow rate of 1 ml/min.    

      To broadly disrupt FcγR /  IgG    Fc   interactions to minimize off- 
target binding of the mAbs for imaging, we have previously degly-
cosylated the IgG Fc domain with the endoglycosidase  EndoS   
which removes most of the N-glycan moiety from Asn 297  of the Fc 
domain ( see   Note    2  ).

    1.    Recombinant EndoS enzyme is added to the target mAbs (un- 
labeled or labeled) solution (0.1–1 μg/ml in PBS) at 1 unit/
μg of mAb.   

   2.    Each reaction is incubated at 37 °C for 1 h and used directly 
for imaging without further purifi cation ( see   Note    3  ).   

   3.    Purifi ed  EndoS   treated and untreated mAbs are accessed by 
SDS  Page   for molecular weight decrease of the heavy chain. 
Briefl y, 5 μg samples are diluted with SDS sample buffer con-
taining 2-mercaptoethanol and boiled at 95 °C for 8 min 
before separation in Tris-glycine gel containing 12 % polyacryl-
amide. Proteins are stained with 1 % Coomassie Blue.    

         1.    Coating target material. Prepare recombinant antigen coating 
material in PBS at 0.5 μg/ml. Apply 50 μl/well to high bind 
ELISA plate, cover and store in a humid chamber overnight at 
4 °C.   

   2.    Nonspecifi c blocking. Remove coating solution by sharply 
inverting and fl icking material into sink followed by blotting 
plate onto an absorbent paper towel. Dispense 200 μl/well of 
BLOTTO. Cover and store in a humid chamber for 1 h at 
room temperature (RT)   .   

   3.    Application of treated and untreated  mAb  . Dilute both unla-
beled and DOTA labeled (mock radiolabeled) mAbs in 
BLOTTO diluent to 10 μg/ml and serially dilute to represent 
maximal and minimal binding (e.g., 10–0.001 μg/ml). Number 
of dilutions needed is empirically determined. Wash ELISA plate 
three times with PBST and add 50 μl/well diluted mAb. Cover 
and store in a humid chamber for 1 h RT ( see   Note    4  ).   

   4.    Application of secondary detection antibody. Dilute HRP labeled 
secondary antibody 1:5000 into BLOTTO diluent. Wash the 

3.4   mAb 
Deglycosylation  

3.5  Anti-EbpC 
Potency ELISA
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ELISA plate three times with PBST and add 50 μl/well diluted 
secondary antibody. Cover and store in a humid chamber for 1 h 
RT ( see   Note    5  ).   

   5.    Visualization of bound secondary antibody. Freshly prepare 
TMB substrate. Wash ELISA plate three times with PBST and 
add 100 μl/well HRP substrate. Cover and store in a humid 
chamber for 15–30 min at RT.   

   6.    Color development and absorbance determinations. Add 50 μl/
well H2SO4, 2 N reagent and measure optical density (OD) at 
450 nm using an ELISA plate reader. Plot absorbance values on 
Y-axis vs concentrations on X-axis. Compare treated and 
untreated  mAb   values. See the example fi gure below (Fig.  2 ).

           This model is part of a protocol approved by the Animal Welfare 
Committee, University of Texas Health Science Center at Houston, 
Houston, TX,  USA  .  

   Animals are acclimatized (Sprague–Dawley rats, ~200 g) for ≥72 h 
prior to any manipulation.  

       1.    Catheters (PE10; inside and outside diameters, 0.28 and 
0.61 mm, respectively) are gas sterilized and surgical instru-
ments are autoclaved.   

3.6   Rat Endocarditis 
Model  

3.7  Animal 
Acclimatization

3.8  Surgery 
Preparations

  Fig. 2    Primary binding ELISA to confi rm that addition of DOTA and conditions 
utilized for radiolabeling have minimal effect on binding affi nity of  mAb         
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   2.    Surface sterilize surgery station using 70 % alcohol spray and 
instrument trays and a dry glass bead sterilizer Germinator 500 
(Braintree Scientifi c ) for instrument sterilization in between 
surgeries ( see   Note    6  ).      

       1.    Place rat singly in an anesthetic chamber and expose to isofl u-
rane (2.5–4 %) mixed with oxygen until effective.   

   2.    Remove anesthetized rat from the chamber and place onto a 
surgical table in the dorsal position and place its nose into the 
nose cone to supply anesthesia ( see   Note    7  ).      

       1.    Gently wipe the surgical area using 70 % alcohol. Inject 
Marcaine (0.25 %, <1 ml/kg) around the site of surgery area.   

   2.    Place two rolled sterile 4 × 4 gauze under neck to slightly hyper-
extend for better exposure. Make a 1.5–2 cm ventral cervical skin 
incision right of the midline of the neck using a sterile scalpel.      

       1.    Using scissors, dissect the omohyoid muscle longitudinally to 
slightly expose the left carotid artery and carefully isolate a 
4–5 mm section of the vessel. Make sure to separate the vagus 
nerve (white color) completely from the artery using forceps.   

   2.    Using 4–0 SOFSILK suture, loosely tie the caudal end of the 
vessel, tie off the cranial end, and place a bulldog clamp cau-
dally above the loosely tied suture to prevent the blood fl ow 
following the incision. Using Vannas scissors (8 cm), make an 
incision in the vessel between the two ligatures. Insert the arte-
rial catheter and advance to ∼4 cm across the aortic valve into 
the left ventricle using forceps.      

   3.    When the catheter is inside the vessel, assure proper position-
ing by feeling the resistance and vigorous pulsation of the line, 
indicating the catheter is in the heart. Tie the loose caudal liga-
ture around the inserted catheter in vessel to secure in place.   

   4.    Inoculum preparation. Grow  E .   faecalis    bacteria at 37 °C for 
~14 h, gentle shaking in brain heart infusion broth (Sigma) 
plus 40 % horse serum (BHIS) for inoculum preparation. 
Harvest the cells at 10,000 ×  g  for 10 min and suspend them in 
prechilled, sterile, 0.9 % saline until ready for inoculation. 
Determine the bacterial OD 600  and CFU/ml count each time 
( see   Note    8  ).   

   5.    Animal Inoculation. Fifteen minutes after catheter placement, 
administer ≥1 × 10 7  CFU/rat of  E. faecalis  (mixed in chilled 
0.9 % saline) to 2 of 3 groups. To group (1), administer radio-
labeled mAb 69 against EbpC and for group (2) a radiolabeled 
non- Ebp control  mAb   that demonstrates no reactivity to 
 E .   faecalis    surface antigens. For group (3), administer each 
agent to catheterized but noninfected rat to serve as control 

3.9  Presurgery 
Preparation of  Rats  

3.10  Catheter 
Placement

3.11  Carotid Artery 
(Left) Catheterization
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for binding to the catheter or the site of catheter damage. 
Immediately after bacteria inoculation, heat seal the catheter 
using a glue gun containing preinserted glue stick, let the glue 
solidify and then move the sealed catheter underneath the sur-
rounding tissue/skin and close the surgical wound with non-
absorbable sutures.      

       1.    Immediately after catheterization, bacteria inoculation, and 
suturing the incision site, remove anesthesia and move animal to 
recover in a chamber connected with uninterrupted oxygen fl ow.   

   2.    Wait until the animal regains full consciousness and begin 
grooming and eating solid food pellets available in a recovery 
chamber.   

   3.    Return the animal to its cage once it is able to move around. 
Observe  daily  .      

       1.    After the imaging process, euthanize rats by CO 2  inhalation in 
a chamber connected with CO 2  fl ow.   

   2.    After euthanasia, remove hearts aseptically from each animal 
and place in a sterile petri dish for further examination/manip-
ulation. Further tissue manipulation should be carried out in a 
biosafety hood.   

   3.    Excise aortic valve containing vegetation using sterile forceps 
and scissor and place the excised tissue in pre-weighed sterile 
Eppendorf tubes. Weigh the tubes again to determine the 
weight of aortic valve containing vegetation.   

   4.    Transfer the tissue in a sterile glass homogenizer tube, and 
homogenize (manually or using automated system) in 1 ml of 
sterile 0.9 % saline.   

   5.    Prepare serial dilutions of tissue homogenate and plate in 
entirety (~1 ml each) onto Enterococcosel agar (Difco 
Laboratories) supplemented with desired antibiotic for the 
selection of inoculated  E .   faecalis    strain.   

   6.    Rats with sterile cultures of undiluted vegetation homogenates 
(∼1 ml) should be considered to have had no induction of 
endocarditis. The CFU/g of tissue can be calculated based on 
recovered colonies/ dilution  .      

       1.    Injection of imaging agent. Under 1 % isofl urane anesthesia, 
tail vein injection of rats with and without endocarditis infec-
tion is injected with 40 μg of radiolabeled  mAb   in 0.5 ml of 
solution. The dose represents between 5 and 8 MBq of radio-
activity, which is measured at the time of injection. Animals are 
allowed to recover and returned to housing.   

   2.     μPET  /CT imaging. Approximately 24 h after imaging agent 
administration, rats are anesthetized with 1 % isofl urane anes-
thesia. Animals are then imaged using an ungated protocol 

3.12  Post-Surgery 
Animal Care

3.13  Euthanasia

3.14  Imaging 
and Image Analysis
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with deadtime and decay correlation performed during data 
acquisition. A total of approximately one million counts are 
registered. In our studies a Siemens mPET/CT Inveon scan-
ner was employed.      

   3.    Imaging Analysis and Quantifi cation of %ID/g. Using Inveon 
and Workplace software normalization, attenuation, and scat-
ter correction are performed and a 3D reconstruction algo-
rithm such as (3D-OSEM or 3D MAP) is used to reconstruct 
images. An updated calibration curve is used to convert pho-
ton counts into kBq/cc, again using scanner and processing 
software. From the reconstructed image, a region of interest 
(ROI) is selected that corresponds to the infection site. The 
total activity in the ROI is divided by the decay-corrected 
activity injected in the animal (as measured at the time of injec-
tion in  step 1 ) to determine the %ID/g associated with the 
targeted agent in the infection site.   

   4.    The values of %ID/g can be later correlated to the CFU mea-
sured after animal sacrifi ce, determined in Subheading  3.6 .       

4             Notes 

     1.    Surface display of some bacterial antigens is growth phase 
dependent [ 10 ]. It is thus important to evaluate different 
growth phases in vitro to maximize labeling, with the caveat 
that this may not always accurately refl ect in vivo, surface 
expression conditions.   

   2.    The effect of deglycosylation on antibody interaction with vari-
ous immune cells expressing FcγRs will depend on the isotype of 
the  mAb   used. Deglycosylation of murine IgG2a, or human 
IgG1 Fc that binds strongly to their respective FcγRIs, signifi -
cantly decreases affi nity of this interaction. The benefi t of  EndoS   
treatment of other subtypes may not be as signifi cant, and must 
be determined individually. In addition, recent work has demon-
strated that complete  Fc   deglycosylation, by recombinant modi-
fi cation or through PNGase F treatment, could be even more 
effective in preventing unwanted Fc/FcγR interactions [ 11 ].   

   3.    It is important to determine the stabilities of the mAbs (espe-
cially labeled mAbs) under this experimental procedure. In our 
experience, the affi nity of the mAb to target antigen did not 
change before and after DOTA labeling as monitored by 
 ELISA  .   

   4.    Experiments involving in vivo imaging should include an iso-
type matched control  mAb   manufactured in a similar fashion as 
test mAb. For these experiments an isotype matched control 
(murine IgG1) was used (data not shown). Care must be taken 
to assure treatment of all mAbs (control and test) does not 
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signifi cantly affect protein binding and overall integrity, which 
in some cases could lead to uninterpretable or misleading data. 
Additional test to consider includes  SDS-PAGE   or  size exclu-
sion chromatography   under native conditions.   

   5.    For these experiments a secondary polyclonal anti-IgG ( Fc  ) 
antibody was used. Additional reagents to consider would 
include anti-Light chain (e.g., kappa chain) or anti-F(ab′)2. 
This would be considered if antibody fragments are to be used 
or if the antibody Fc region is non-accessible. Other consider-
ations would be to directly label  mAb   (intact or fragments) 
with either biotin or HRP. Many commercially available kits of 
this type are readily available.   

   6.    Surgeons should wear a cap and sterile gown when there are 
surgical procedures with increased risk for clinical infection. 
Such cases are when (1) the animal is immunosuppressed, (2) 
a substantial incision is made and underlying tissues are 
exposed, (3) the surgical site is exposed for a prolonged period 
of time, (4) there is signifi cant tissue injury, and/or (5) if bio-
hazardous agents are being used. Surgeons should wash their 
hands with a disinfectant scrub and dry their hands prior to 
gloving. Sterile surgeon’s gloves must be used. Once gloved, 
care must be taken to only touch the sterile operative fi eld and 
equipment.   

   7.    Adequate depth of general anesthesia has been achieved when 
the animal (1) is breathing regularly and effectively (has pink 
ears and mucous membranes), (2) does not withdraw its foot 
when its toes are pinched, and (3) does not blink when the eye 
or eyelid is touched. Anesthetic gas vaporizer calibration 
should be performed as recommended by the manufacturer of 
the anesthetic machine. The interval recommended for servic-
ing by the manufacturer varies with the model but most require 
calibration checks annually.      

   8.    BHIS grown cells clump and it is important to vortex them 
vigorously prior to OD 600  determination of serial dilution 
preparations for CFU/ml count.         
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    Chapter 16   

 The Zebrafi sh as a Model for Human Bacterial Infections                     

     Melody     N.     Neely      

  Abstract 

   The development of the zebrafi sh ( Danio rerio ) infectious disease model has provided new insights and 
information into pathogenesis. Many of these new discoveries would not have been possible using a typical 
mammalian model. The advantages of using this model are many and in the last 15 years the model has 
been exploited for the analysis of many different pathogens. Here, we describe in detail how to perform a 
bacterial infection using either the adult zebrafi sh or zebrafi sh larvae using microinjection. Multiple meth-
ods of analysis are described that can be used to address specifi c questions pertaining to disease progression 
and the interactions with the immune system.  
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1     Introduction 

 Animal models have been hugely instrumental in providing new 
information about infectious disease mechanisms and the specifi c 
 virulence   genes required. In addition, many mechanisms of how the 
host immune system responds to the invading pathogens have been 
elucidated. Previously, mammalian model hosts from nonhuman 
primates to mammalian rodent models have successfully fi lled this 
role. However, many animal models are too expensive, too diffi cult 
to maintain, or, most importantly, do not reliably mimic the disease 
characteristics or clinical syndromes that are observed during human 
 infections  . Unfortunately, there is no perfect model organism for 
analysis of every human pathogen or for addressing every virulence 
question. This dilemma has spurred the development of new model 
hosts for analysis of infectious disease. Which model works best for 
a particular pathogen needs to be determined experimentally.          

 In the past 15 years, zebrafi sh have become a tremendously 
popular model for the study of infectious diseases, with 
 Mycobacterium  ( see  refs. [ 1 – 7 ] for review and citations within) and 
  Streptococcus    [ 8 – 14 ] being the fi rst pathogens to be analyzed in 
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this model. Importantly, the disease characteristics observed in the 
zebrafi sh from infection with these pathogens closely mimic those 
observed in human infections. There are many reasons for using 
the zebrafi sh, including their small size, low cost, easy mainte-
nance, prolifi c breeding capacity resulting in large numbers of 
progeny and ex vivo embryo development. Furthermore, there is 
high conservation between human and zebrafi sh immune systems, 
which includes both innate and adaptive immunity, which is not 
found in smaller invertebrate systems [ 15 – 21 ]. This allows us to 
directly address host-pathogen interactions that occur during 
infections that can be related directly to human disease. 

 Multiple life stages have been utilized in the zebrafi sh model to 
ask specifi c questions relating to the  immune response  . While the 
innate immune system is active within 24 h postfertilization in 
zebrafi sh, the adaptive immune system is not completely developed 
until 3–4 weeks later [ 14 ,  18 ,  22 ]. This difference in immunity 
development can be exploited to determine important differences 
that are required by the immune system for fi ghting specifi c infec-
tions. In addition, the transparency of the  zebrafi sh larvae   for the 
fi rst week of life allows visualization of bacterial dissemination dur-
ing an infection using labeled bacteria in real time in a live organ-
ism. The use of zebrafi sh larvae that have fl uorescence-expressing 
immune cells [ 23 ,  24 ] provides another layer of unique informa-
tion by allowing visualization of direct interactions between the 
immune system and bacteria in real time [ 9 ,  24 – 29 ]. 

 Detailed below are protocols for infecting adult zebrafi sh and 
 zebrafi sh larvae   using streptococcal pathogens. We describe the cul-
ture growth conditions and a detailed setup for adult infections and 
multiple techniques for analyzing infection over time. Bacterial dis-
semination allows analysis of the ability of the organism to spread to 
other tissues, which is particularly useful when comparing the wild-
type strain to an avirulent mutant  strain        .  Cytospin   preparations allow 
the visualization of the interactions of the bacteria with specifi c cells 
of the immune system. Histological preparations of whole infected 
fi sh allow observation of the bacteria in various organs, as well as the 
infi ltration of host immune cells and any tissue damage that may 
have occurred. The protocols for infection of zebrafi sh larvae include 
the breeding of embryos and complete setup for  microinjections  . 
One of the major advantages in doing larval infections is the optical 
transparency of the larvae at this stage, allowing visualization of 
labeled bacteria in a live animal in real time using  fl uorescence 
microscopy  . Measuring total  colonization   is a useful technique to 
determine the overall fi tness of a bacterial mutant compared to the 
wild-type strain in vivo. While the wild-type strain will multiply over 
time, eventually ending in death of the larvae, the mutant strains 
may actually be cleared or will show much lower colonization than 
the wild-type strain. This provides a great deal of information on 
what genes are required for growth/persistence in vivo.  
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2    Materials 

 All reagents should be made with ultrapure double distilled water 
(ddH 2 O) unless stated otherwise. Store all reagents at room tem-
perature unless stated otherwise.

    1.    Infection water: reverse osmosis treated water (RO water) with 
60 mg/l Instant Ocean aquarium salts. Autoclave.   

   2.     Todd-Hewitt   Yeast Broth ( THY   B): 30 g Todd Hewitt media, 
1 g yeast extract. Bring to 1 l with ddH 2 O. Stir until com-
pletely dissolved. Pour 100 ml into 125 ml bottles. Autoclave.   

   3.    Todd- Hewitt   Yeast Agar (THY A): 30 g Todd Hewitt media, 
1 g yeast extract, 14 g high quality agar. Bring to 1 l with 
ddH 2 O. Autoclave. Cool and add appropriate antibiotics and 
pour into petri dishes.            

   4.    Tricaine (3-amino benzoic acidethylester): For stock solution, add 
97.9 ml of ddH 2 O to 400 mg Tricaine powder and 2.1 ml 1 M 
Tris–base (pH 9). Adjust to pH ~7. Filter sterilize and store a 4 °C. 
To use as an anesthetic (168 μg/ml), add 4.2 ml Tricaine stock 
solution to 95.8 ml infection water. Place in a 250 ml glass beaker. 
 To use for euthanization (336 μg/ml), add 8.4 ml Triciane 
stock solution to 91.6 ml infection water ( see   Note    1  ).   

   5.    Dissecting board: we use a 13″ × 11″ high-density polyethylene 
board (Richard-Allan Scientifi c).   

   6.    Petri dishes, sterile (100 mm × 15 mm).   
   7.    70 % ethanol in a washing/dispensing bottle.   
   8.    6.25 in. hemostat.   
   9.    Padded gauze tape ( see   Note    2  ).   
   10.    400 ml glass beakers.   
   11.    Colored masking tape.   
   12.    Plastic inserts from pipet tip boxes to use as “lids.”   
   13.    Disposable 3/10 cc U-100 ultrafi ne insulin syringe with a 

0.5 in., 29-gauge needle (Becton Dicknson).   
   14.    Portable fi sh tank (we use 11″ plastic mouse cages with a per-

forated lid).            
   15.    Disposable plastic spoons.   
   16.    Styrofoam board ( see   Note    3  ).   
   17.    Sterile dissecting scissors, scalpel, forceps.   
   18.    Microcentrifuge tubes.   
   19.    Mini pellet pestle homogenizer (Kimble Kontes Pellet Pestle 

cordless homogenizer).   
   20.    Sterile pellet pestles to fi t 1.5 ml microcentrifuge tubes.   

Zebrafi sh Infectious Disease Model
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   21.    Sterile phosphate buffered saline (PBS).   
   22.    26-gauge needles.   
   23.    1 ml syringes.   
   24.    Single CytoSep cytology funnels (Simport Scientifi c).   
   25.    Acid-alcohol wash for slides: 8 ml concentrated HCl added to 1 l 

70 % ETOH. Slides should be washed in acid-alcohol solution for 
at least 1 h. Rinse in ddH 2 O three times at 5 min each  rinse        .   

   26.    Glass microscope slides.   
   27.    PROTOCOL Hema 3 staining set (Fisher).   
   28.    Dietrich Fixative: 150 ml 95 % ETOH, 10 ml glacial acetic 

acid, 185 ml 37 % formaldehyde, 155 ml water.   
   29.    100 % ethanol for  histology.     
   30.    Clearify Clearing Agent (American MasterTech).   
   31.    Histosette II tissue cassette (15-182-701A).   
   32.    Histo Base mold 37 × 24 × 5 mm (15-182-505E).   
   33.    Surgipath Tissue infi ltration medium.   
   34.    Surgipath Formula R paraffi n.   
   35.    Dawn dish detergent.   
   36.    Hematoxylin.   
   37.    Eosin.   
   38.    Permount mounting medium.   
   39.    Zebrafi sh breeding tank.            
   40.    0.1 % Methylene Blue: 1.0 g Methylene Blue, 1 l ddH 2 O. Mix 

well.   
   41.    Embryo water: RO treated water, 60 mg/l Instant Ocean, 

200 μl/l methylene blue.   
   42.    Dumont fi ne tip tweezers (we use either #55 or #4).   
   43.    10 % Phenol red.   
   44.    Three inch thinwall glass capillary tubes, size 1.00 OD/0.75 

ID (Item # TW100-3, World Precision Instruments).   
   45.    Microloader pipet tips (Eppendorf # 5242 956.003).   
   46.    Calibration millimeter glass slide.   
   47.    3 % methylcellulose: Add 3 g of methyl cellulose to 50 ml water 

that has been heated to ~80 °C. Stir with magnetic stir bar 
until all methylcellulose is wetted. Add 50 ml of cold water and 
place at 4 °C at least 3 h with stirring or overnight. Let sit at 
4 °C (without stirring) until all bubbles dissipate and solution 
becomes translucent. Store at 4 °C and warm to room tem-
perature before using.   

   48.    Microscope slides with a concave well.    
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3       Methods         

 These methods detail performing infections with   Streptococcus      pyo-
genes   , but can be adapted to any bacteria. The methods assume 
that you have adult zebrafi sh available from a breeding facility. 
Methods for breeding, rearing, and maintaining a zebrafi sh facility 
have been published previously [ 30 ]. 

         1.    Set up cultures in 10 ml  THY   B with appropriate antibiotics in 
a 15 ml conical tube sealed with a screw cap and incubate at 
37 °C overnight without shaking.   

   2.    Next morning dilute overnight cultures 1:100 into fresh THY 
 B   with appropriate antibiotics and incubate as described above.   

   3.    Grow at 37 °C to mid-log phase. For  S.    pyogenes    this is 
OD 600  ~ 0.300 (1 × 10 8  cfu/ml). Grow all cultures so that fi nal 
OD 600  is over 0.300, but not over 0.600 ( see   Note    1  ).   

   4.    Adjust all cultures to the same OD 600  by dilution in 1 ml media 
in a micro-centrifuge tube ( see   Note    2  ).   

   5.    Make dilutions from this tube for the appropriate 
concentrations(s) for injection in labeled 1 ml tubes and put 
on ice. Keep in mind that you will be injecting only 10 μl into 
the fi sh, meaning that a 10 μl injection of a culture of 
1 × 10 8  cfu/ml will result in a 1 × 10 6  cfu injection.   

   6.    Make serial dilutions of all cultures for subsequent plating on a 
 THY   agar (THY A) + antibiotic plate to confi rm the actual 
injection dose. Incubate the  streptococcus   plates either in a 
37 °C CO 2  incubator overnight or use a GASPAK jar with the 
appropriate GAS pak media in a 37 °C air incubator.      

       1.    Using ETOH squeeze bottle, clean dissection board. Fill the 
bottom of a sterile petri dish (larger half) with infection water 
and place on one corner of the board.   

   2.    Place two petri dish lids (side by side) right side up on board 
and cover with Kim-wipe and wet lightly with infection water.   

   3.    Wrap teeth of a hemostat with gauze tape and wet by dipping 
in water-fi lled petri dish. Position wrapped hemostat on petri 
dishes with the jaws slightly open so that it creates a padded 
“cradle” to hold anesthetized fi sh ( see  Fig.  1 ).

       4.    Freshly prepare two Tricaine solutions in 250 ml glass beakers, 
one for anesthetizing (168 μg/ml) and one for euthanizing 
(336 μg/ml) and place next to injection stage setup ( see   Note    3  ).   

   5.    Place ~225 ml infection water into 400 ml beakers and label 
appropriately (strain, dose, injection route, date) with masking 
tape. Set up as many beakers as there are infection conditions 
being sure to include both a positive control (WT strain, dose) 

3.1  Adult Zebrafi sh 
Infections

3.1.1  Preparing Cultures 
for Adult Zebrafi sh 
Infections

3.1.2  Setting 
Up for  Injections        

Zebrafi sh Infectious Disease Model
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  Fig. 1    Injection stage for adult zebrafi sh. Hemostat with padded-gauze tape wrapped around teeth of the jaws 
to make a “cradle” for holding the anesthetized adult zebrafi sh. The hemostat is placed on top of two petri dish 
lids with a wet kim wipe on  top               

and a negative control (sterile media injection). Tape one side 
of a perforated top (we use pipet tip box inserts) over the bea-
ker to prevent fi sh from jumping out ( see   Note    4  ) (Fig.  2 ).

       6.    Use a separate syringe for each dilution and strain. Fill syringes 
by pulling up from the micro-centrifuge tube of the correct 
dose, label syringe, and set aside. Do not recap syringes. You 
can use the needle caps to place under the syringe to prop up 
the needle so that it does not touch the board and remains 
sterile ( see   Note    5  ).      

       1.    Fish should not be fed within 24 h of injection. Fish should 
also not be fed during the course of the infection ( see   Note    6  ).   

   2.    Fill portable tanks with water directly from the tank from 
which the fi sh will be taken (Fig.  3 ).

       3.    For adult fi sh injections, we use fi sh that are 6–9 months old. 
All fi sh should be the same age, preferably born on the same 
day or within a few days of each other. Remove the correct 
number of fi sh from the fi sh facility and take to the lab for 
experiments no earlier than 1 h before injections are to  com-
mence         ( see   Note    7  ).   

   4.    Place portable tank with fi sh in a 28 °C glass front incubator in 
laboratory until ready to inject to maintain water temperature 
and decrease stress on fi sh.   

   5.    Once fi sh leave the fi sh facility, they should not be returned. 
Therefore, only take the number of fi sh you will need for the 
entire experiment.      

3.1.3  Retrieving Fish 
for Infections
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       1.    Using a small fi sh net, capture 3–4 zebrafi sh from the portable 
fi sh tank and gently place into the beaker holding 168 μg/ml 
of Tricaine (anesthetizing dose). Keep fi sh in Tricaine solution 
for a maximum of 3 min. A fi sh is anesthetized when it is laying 
on its side and gill movement stops ( see   Note    8  ).   

   2.    After a fi sh is anesthetized, use a plastic spoon to remove from 
the Tricaine solution and briefl y dip in the petri dish with injec-
tion water before placing on the “cradle” of the hemostat. This 
washes off any residual Tricaine and allows faster recovery 
postinjection (refer to Fig.  2 ).   

   3.    Intraperitoneal (IP) injection involves injecting into the intra-
peritoneal space on the ventral side of the fi sh. To do this, posi-
tion the anesthetized fi sh upside down on the “cradle” of the 
hemostat with the head pointing toward the hemostat hinge.   

   4.    Inject directly between and slightly behind (toward the tail) 
the anal fi ns, being careful to keep the needle horizontal so as 
to not pierce any organs ( see   Note    9  ).   

   5.    The needle is inserted into the peritoneal cavity and held in 
place using the right hand. The syringe plunger is then 
depressed with the left hand, so that the fi ngers are not in the 

3.1.4  Injection of Adult 
Zebrafi sh

  Fig. 2    Assembled materials for injection of adult zebrafi sh. Setup for injecting adult zebrafi sh includes labeled 
beakers with lids fi lled with infection water for injected zebrafi sh, an anesthetizing dose of Tricaine and a 
euthanizing dose of Tricaine, syringes, plastic spoon for handling anesthetized zebrafi sh, petri dish of water for 
rinsing zebrafi sh and injection stage with hemostat       
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vicinity of the needle when the culture is injected into the fi sh. 
This procedure minimizes the possibility of accidental needle 
stick of lab personnel.   

   6.    Intramuscular (IM) injection involves injection directly into 
the dorsal muscle. To do this, set the anesthetized fi sh on the 
hemostat “cradle” dorsal side up with the head of the fi sh 
pointing toward the hinge of the hemostat.            

   7.    Locate the dorsal fi n on the top of the fi sh and place the needle 
directly below (~1/8″) and slightly forward of the dorsal fi n. 
Angle the needle so that it goes toward the front of the fi sh at an 
approximately 45° angle. This allows injection only into the thick 
region of muscle and not into the spinal cord area. Inject very 
slowly and leave the needle in place for a second or two after 
injection to avoid leakage from the injection site ( see   Note    10  ).   

   8.    Immediately after injection, using the plastic spoon, gently 
place the injected fi sh into the appropriately labeled beaker and 
close the lid.   

   9.    Check on the injected fi sh after 30–60 s to make sure that the 
fi sh has recovered from the anesthesia and is swimming nor-
mally. If the fi sh does not recover within 2 min or is swimming 
erratically, the fi sh should be removed and euthanized by plac-
ing in the 336 μg/ml Tricaine beaker.   

  Fig. 3    Portable fi sh tank. Fish are retrieved from the fi sh facility and taken to the 
laboratory for injections using a portable tank with lid. A small net will be needed 
for removing fi sh from the tank and placing into anesthesia       
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   10.    A typical injection will have six zebrafi sh per beaker (all repli-
cates of the same treatment, i.e., same dose, strain, injection 
method). The only exception would be the negative control 
(media only injection) in which we only use four fi sh per bea-
ker. We repeat this entire setup three times on different days 
for a total of 18 fi sh per dose/strain.   

   11.    After all the fi sh in a beaker have recovered, place the covered 
beaker in a glass front incubator at 27°–28 °C for observation 
( see   Note    11  ) (Fig.  4 ).

       12.    Place disposable needle in a sharps container. Do not recap 
needle.      

         1.    To determine the spread of infection at specifi c time points 
postinfection, euthanize fi sh by placing in 336 μg/ml Tricaine 
for 25 min ( see   Note    12  ).   

   2.    Set up microcentrifuge tubes with 200 μl sterile PBS and label 
appropriately. Typically, the spleen, heart, and brain are 
removed for analysis.   

   3.    Use a small piece of styrofoam board (~2″ × 2″) and sterile dis-
secting pins. Wipe styrofoam with 70 % ETOH. Have a 250 ml 
beaker with 95 % ETOH and a Bunsen burner available nearby. 
Place the euthanized zebrafi sh on the styrofoam with the ventral 
side facing up. Place one pin through the lower jaw into the 
board and a second pin through the tissue adjacent to the tail. 
Using a sterile scalpel, make a shallow incision from the gills to 
the anal fi ns. Using sterile dissecting scissors, cut through the 
gill cartilage being careful not to pierce the heart. Make four 

3.1.5  Methods 
for Analysis of Adult 
Zebrafi sh Infection

 Dissemination

  Fig. 4    Incubation of injected zebrafi sh. Once injected zebrafi sh have recovered in the labeled glass beakers, 
they are placed in a glass front incubator at ~28 °C for  observation               
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cuts with the scissors perpendicular to the original incision at the 
top and the bottom of the incision, creating a sideways “H.” Pin 
open the incision by placing pins in the two fl aps that you cre-
ated with the scissors. One can easily visualize the spleen (bright 
red) and heart (directly between the gills) once the cavity has 
been opened. Aseptically remove organs with sterile forceps and 
immediately place into 200 μl PBS in a microcentrifuge tube 
and place on ice. Place the utensils into the beaker with ETOH.            

   4.    To remove the brain, turn the dissected fi sh over and replace 
pins into the jaw cartilage and the tail section from the dorsal 
side. Use a cotton swab dipped in ETOH to swab the top of 
the fi sh head. Remove the scalpel from the ETOH and briefl y 
pass through the Bunsen burner. Place the blade of the scalpel 
at the base of the head. You should feel a small hard ridge. By 
hooking the scalpel under this ridge and scraping/lifting for-
ward (toward the mouth) one can expose the brain cavity. 
Using the forceps that have been in ETOH and passed through 
the Bunsen burner, carefully pull out the brain tissue and place 
into 200 μl PBS and place on ice ( see   Note    13  ).   

   5.    Disassociate the tissue using a hand-held homogenizer and a 
sterile disposable pestle in the microcentrifuge tube.   

   6.    The homogenate is then vortexed and centrifuged and the 
supernatant is serially diluted and plated on selective media to 
determine the concentration of bacteria per organ at a specifi c 
time point postinjection ( see   Note    14  ).      

       1.    Euthanize fi sh by placing in 340 μg/ml Tricaine for 25 min.   
   2.    Dissect desired organs and place in 200 μl of PBS in a micro-

centrifuge tube as described above for dissemination.   
   3.    For spleens, hearts and brains, vortex briefl y, then pass through 

a 26-gauge needle on a 1 ml syringe.   
   4.    Dilute to 600 μl with PBS.   
   5.    Use 300 μl for the cytospin funnel and 100 μl for serial dilution 

and plating on selective media.   
   6.    Label microscope slides with tissue sample and place with an 

empty cytospin funnel in the special clips in the Shandon Cytospin 
centrifuge. Then place 300 μl into the appropriate funnel while 
they are in the centrifuge. This keeps the tissue sample from spill-
ing or smearing the slide while placing it in the  centrifuge        .   

   7.    Set the Shandon Cytospin Centrifuge at 700 RPM for 3 min.   
   8.    Carefully remove funnel and slide from the centrifuge, being 

careful to not smear the sample on the slide.   

  Cytospin   Preparations
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  Fig. 5    Micrographs of stained cytospin preparations.  Cytospins   are from homog-
enized spleens at 3 h post IM injection of   Streptococcus      iniae   . E =  eosinophil  , 
M =  macrophage  , N =  neutrophil  , R = red blood  cell         

   9.    Immediately stain the slides using a modifi ed Wright-Giemsa 
staining method. We use the PROTOCOL Hema-3 set, which 
is a 30 s, 3-step technique. Allow slides to dry, mount a cover 
slip with Permount media, and then view under light  micros-
copy   ( see   Note    15  ) (Fig.  5 ).
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              1.    Euthanize infected zebrafi sh as above. Using a sterile scalpel, 
remove the tail end of fi sh just behind the anal fi ns and discard. 
Immediately place fi sh body in 10 ml Dietrich’s fi xative in a 
15 ml plug-seal screw cap centrifuge tube and place on a rocker 
for 24–48 h.   

   2.    Drain fi xative and add 50 % ETOH for 1 h.   
   3.    Drain and add 70 % ETOH for 1 h.   
   4.    Drain and add 95 % ETOH for 1 h.   
   5.    Drain and add fresh 95 % ETOH for 1 h.   
   6.    Drain and add 100 % ETOH for at least 2 h.            
   7.    Drain and add Clearify (Master Tech) overnight ( see   Note    16  ).   
   8.    Drain. Put fi sh body into a labeled plastic histology tissue cas-

sette. Add to 60 °C paraffi n. Incubate in a 60°–64 °C water 
bath for at least 1 h. We use Surgipath Tissue infi ltration 
medium for this step.   

   9.    Change paraffi n and incubate in 60°–64 °C water bath at least 
overnight (over the weekend is best).   

   10.    Place fi sh in metal base mold with the head pointing to the 
right side so that the injection site (left side of fi sh) will be 
toward the outside of the block (which is now the bottom of 
the base mold). Place the cassette over the fi sh with the label 
on the right side (same side as head). Place the cassette on a 
60 °C heat block to keep warm. Add melted 60 °C paraffi n 
until the cassette is covered. Gently remove base and cassette 
to an ice block to cool. We use Surgipath Formula R paraffi n at 
this step. Do not use infi ltration medium for this step.   

   11.    Before sectioning, remove cassette from the metal base. This 
will expose the side to be sectioned. Soak the paraffi n block in 
water with dish detergent (we use Dawn) to hydrate for 
20 min.   

   12.    Remove sections to shallow container with cold water.   
   13.    Cut block at 10 microns until reaching the region of interest, 

then section at 2–5 microns. Float paraffi n ribbon in a 50°–
55 °C water bath with gelatin added to the surface.   

   14.    Dip acid-alcohol washed slide under section in the water bath 
and slowly pick up. Allow slide to dry.         

       1.    Place slide in Clearify for 15 min.   
   2.    Place in fresh Clearify for another 15 min.   
   3.    Place in 100 % ETOH for 2 min.   
   4.    Repeat  step 3 .   
   5.    Place in 95 % ETOH for 2 min.   
   6.    Place in 70 % ETOH for 2 min.   

  Histology  —Fixation 
and Paraffi n Embedding

  Histology  —
Deparaffi nization 
and  Staining  
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   7.    Place in 50 % ETOH for 2 min.   
   8.    Place in 30 % ETOH for 2 min.            
   9.    Place in PBS for 5 min.   
   10.    Place in hematoxylin for 6 min ( see   Note    17  ).   
   11.    Pass through slowly running tap water 3–5 times.   
   12.    Place in distilled water for 2 min.   
   13.    Dip slide into 80 % ETOH 10–15 times.   
   14.    Place in Eosin for 1 min.   
   15.    Dip slide in 95 % ETOH 10–15 times.   
   16.    Using fresh 95 % ETOH, repeat  step 15 .   
   17.    Dip slide in 100 % ETOH 10–15 times.   
   18.    Using fresh 100 % ETOH, repeat  step 17 .   
   19.    Place in Clearify for 1 min.   
   20.    Place in fresh Clearify for 1 min.   
   21.    Leave slide in fresh Clearify until ready to be cover slipped. 

Cover slip with Permount ( see  Fig.  6 ).

                  1.    We use yolk sac  injections   to analyze overall infection, dissemi-
nation, and host immune interactions in zebrafi sh larvae. We 
also use otic vesicle injections to visualize interactions with spe-
cifi c immune cells of the host. An excellent reference for otic 
vesicle injections can be found at [ 31 ] .    

   2.    For yolk sac injections, we use larvae that are 48 h postfertiliza-
tion (hpf).   

   3.    To breed zebrafi sh, late in the day, set up breeding pairs in 
small breeding tanks. These tanks have a smaller tank with a 
perforated bottom set into a larger tank. A clear plexi-glass 
divider placed in the middle of the tank separates the male and 
female adult fi sh. Place these tanks with the adult fi sh in the 
dark by covering with a cardboard box or plastic cover.            

   4.    Next morning, expose the tanks to light and remove dividers 
between male and female fi sh. The fi sh should start breeding 
within 20–30 min.   

   5.    After approximately 2–3 h, remove adult fi sh by pulling out 
the top tank and place the adult zebrafi sh back into aquariums. 
The embryos will have fallen through the perforated bottom 
into the second larger tank. Gently collect embryos by pouring 
into a fi ne metal mesh strainer. Rinse embryos in the strainer 
very gently using a squeeze bottle with embryo water.   

   6.    Place embryos into a plastic petri dish in embryo water and 
immediately examine under a dissecting scope. Remove any 
nonfertilized eggs and debris left by adult fi sh (nonfertilized 
embryos will be opaque as opposed to transparent). Petri 

3.2   Zebrafi sh Larvae   
Infections

3.2.1  Breeding 
of Zebrafi sh Larvae 
for  Infections  
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  Fig. 6    Micrographs of hematoxylin and eosin stained dorsal muscle tissue. ( a ) 
Normal dorsal skeletal muscle tissue of a zebrafi sh (200×). ( b ) Dorsal muscle 
tissue of a zebrafi sh 24 h post IM injection with   Streptococcus      pyogenes    strain 
HSC5. Notice  necrotic   tissue and large aggregates of bacteria ( purple ) following 
fascial planes (200×). ( c ) 1000× magnifi cation of ( b ).  Black arrowheads  point to 
aggregates of bacteria. Note absence of infl ammatory cells. ( d ) 1000× magnifi -
cation of dorsal muscle tissue from a zebrafi sh 24 h post IM injection with an 
avirulent mutant strain of  S. pyogenes  strain HSC5.  White arrowheads  point to 
many infi ltrated infl ammatory cells. Note a lack of bacterial aggregates com-
pared to ( c )       
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dishes containing embryos are kept at 27°–28 °C in a glass 
front incubator and checked periodically to remove any dead 
embryos or embryos that show evidence of fungus.      

       1.    Grow bacteria as described above for adult zebrafi sh 
infections.   

   2.    Make dilutions of bacteria for injections, keeping in mind that you 
will be injecting 1–2 nl. The doses we typically use are 10, 100, 
and 1000 cfu. This means for a 100 cfu injection, you will need a 
culture of 1 × 10 8  cfu/ml. For  streptococcus  , we have found that 
the bacteria will survive better on ice if the dilutions are made in 
THY B instead of PBS. A tube with sterile  THY   B will also need 
to be set up for injection of your negative controls.   

   3.    Add Phenol red to all cultures at a fi nal concentration of 0.1 % to 
aid in visualizing injections. Place cultures on  ice         ( see   Note    18  ).      

       1.    To make a stage for the injection, use a petri dish containing a 
layer of 1.5 % high-melt agarose (25–30 ml) made up in 
embryo water. Allow agarose to solidify. Add embryo water to 
cover the top of the agarose and store at 4 °C. Approximately 
an hour before injection setup, remove plate from the cold, 
pour off liquid, and allow it to warm to room temperature.   

   2.    For  yolk sac   injections, you will want to use 48–50 hpf larvae. 
At this stage most will still be within the chorion and will need 
to be dechorinated before injection ( see   Note    19  ). This is best 
done in the morning to allow recovery of the embryos before 
injection. Using two fi ne tipped dissecting tweezers and 
observing under the dissecting scope, pinch the chorion with 
one set of forceps, being careful not to catch any of the larval 
body. Then carefully bring the other forceps next to the area of 
the chorion that is being held and gently grab the chorion and 
pull open. Usually, the larvae will wiggle enough to break free 
of the torn chorion. Dechorinate enough larvae for the entire 
experiment, including controls. Place dechorinated larvae back 
into the incubator until time for injection.   

   3.    Pull needles using 3 in. thinwall glass capillaries size 1.00 
OD/0.75 ID using a micropipette puller device. We use a 
Narishige PE-21 with the settings of: Main magnet = 41.0, 
Sub- magnet = 38.5, Heat = 78.2 ( see   Note    20  ).   

   4.    Briefl y vortex culture and use a microloader pipet tip to slowly 
pull up ~3 μl. Gently insert the pipet tip into the back end of 
the capillary needle up to the region where the needle starts to 
narrow. Slowly expel the culture into the needle drawing the 
tip out as it fi lls the capillary tube ( see   Note    21  ).   

   5.    Place the needle on a glass slide with a black marker line drawn 
perpendicularly across the slide. Visualizing under high power 

3.2.2  Preparing Bacteria 
for  Infections  

3.2.3  Preparing 
for  Microinjections     
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of the dissecting scope, locate the tip of the needle on the black 
line. Using forceps or a clean razor blade, break off the tip by 
scraping against the very end of the  needle         ( see   Note    22  ).   

   6.    Place the needle into the needle holder of the  microinjection   
apparatus. We use WPI PV830 Pneumatic PicoPump attached 
to a nitrogen tank. Turn on nitrogen tank and PicoPump. We 
start with the settings at period = 25 ms, eject pressure = 14 psi, 
hold pressure = 1–3 psi. These can be adjusted based on your 
needle size and desired  volume     .   

   7.    You will want to calibrate the injection volume to make sure you 
are injecting the correct amount. To do this, use a glass calibra-
tion slide that has 1 mm divided into 100 units. Add a drop of 
mineral oil to the slide and place the tip of the needle in the oil 
without touching the glass below. Hit the foot pedal once. You 
should get a hanging drop in the oil that makes a sphere. Do not 
let the drop fl atten out on the bottom of the slide. You should 
aim for a diameter of your drop to be approximately 0.10–
0.14 mm (volume of a sphere = 4/3Πr 3 ). By adjusting the ejec-
tion pressure or ejection period, you can change the volume. 
This should be repeated every time you use a new needle.   

   8.    Put approximately 60 larvae in a petri dish with Tricaine solu-
tion. We have found that the larvae are more resistant to the 
anesthesia than the adult fi sh. Therefore, we use 200 μg/ml 
for anesthesia of the larvae. We have found that the larvae can 
be left in this concentration for at least an hour and recover 
quite well from this dose. Allow ~15 min after placing the lar-
vae in the Tricaine to become anesthetized ( see   Note    23  ).   

   9.    Remove all embryo water from the injection plate (plate made 
in #1 above). Place a small amount of 3 % methylcellulose on 
one area of the plate about the size of a dime using a transfer 
pipet. Then spread out the small mound to about the size of a 
quarter, making sure not to make it too thick. This is where 
you will place the anesthetized larvae for  injection              .      

       1.    Pipet 10–12 larvae into the small mound of methylcellulose on 
the injection plate that you have set up using a transfer pipet. 
Take care not to transfer too much liquid with the embryos 
that would dilute out the methylcellulose ( see   Note    24  ). Using 
a microloader pipet tip and looking through the dissecting 
scope, gently arrange the larvae in the methylcellulose with 
their  yolk sacs   facing to the right (if you are right-handed) or 
the side from which the injection needle will be used.   

   2.    Gently insert the needle through the methylcellulose into the 
yolk sac of the larvae. The methylcellulose will keep the larvae 
from moving or rolling over. The injection should be in the 
lower half of the yolk sac to avoid the duct of Cuvier that is just 
below the heart. Make sure that the needle does not extend out 

3.2.4   Microinjections   
of Zebrafi sh Larvae
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to the other side or into the spinal column. The needle only 
needs to pierce the yolk sac. Press the injection pedal once and 
you should observe a small dot of red showing the injection of 
the phenol red/culture mixture in the yolk sac ( see   Note    25  ).   

   3.    Remove the needle and move on to the next larvae until all of 
the larvae on the injection plate have been injected.   

   4.    To remove the injected larvae, hold the injection plate over a 
petri dish 1/3 full of embryo water and with a squeeze bottle 
of embryo water, gently wash the larvae off the injection plate 
into the petri dish. This step will help to remove any traces of 
the  methylcellulose  .   

   5.    Using a transfer pipet, carefully move the injected larvae from 
the rinse water in the petri dish into the well of a 6-well plate. 
Label this well with the strain, dose, and number of injected 
larvae ( see   Note    26  ). Typically, we do 20 larvae per strain/
dose/well, plus 10 larvae injected with sterile media as a nega-
tive control. This is usually repeated once on a different day for 
a total of 40 larvae per strain/dose total.   

   6.    To determine the exact dose of the injection, take 5 of the 
injected larvae and place them individually into 100 μl of PBS 
in a microcentrifuge tube. These are immediately homoge-
nized and the entire 100 μl is plated on agar plates with selec-
tion and incubated overnight to determine the average 
injection dose per embryo. For the 1000 cfu injected larvae, 
place into 1 ml PBS and plate 100 μl. This should be repeated 
every time a new needle is  used        .             

         1.    Bacteria can be  fl uorescently   labeled after growth using cell 
tracker dyes (Invitrogen) or you can use a strain of bacteria 
that is expressing fl uorescence endogenously from a bacterial 
promoter. The second method will provide clues as to the 
expression of a particular gene in  vivo   in comparison to in vitro. 
Since zebrafi sh have autofl uorescence in the green region, it is 
best to use another fl uor for labeling. As a control, one should 
always take a picture of a noninfected fi sh under fl uorescence 
to determine the regions of the larvae that naturally fl uoresce.   

   2.    After injecting the  fl uorescently   labeled bacteria, at specifi c 
time points postinjection, place several larvae in Tricaine solu-
tion. After 15 min, carefully transfer larvae from Tricaine to 
the well of a concave microscope slide. Leave just enough 
Tricaine liquid to cover the larvae and then add a cover slip. 
Observe under a fl uorescent  microscope   using the proper fi lter 
for the fl uorescence being observed.   

   3.    To aid the observer in the orientation of the fi sh and areas of 
dissemination of the bacteria, it is best to take a photo using 
bright fi eld microscopy and then, without moving the fi sh, 

3.3  Analysis 
of Zebrafi sh Larvae 
 Infections  

3.3.1   Fluorescence 
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switch to the appropriate fl uorescence fi lter to see only the areas 
that contain the bacteria. These two fi gures can be merged later 
to get a good visual of the areas of  dissemination        .      

       1.    To determine overall time to death, periodically check wells of 
injected embryos. Most larvae will be easily determined to be 
dead just by observation of larvae under the dissecting 
microscope.   

   2.    Remove any dead larvae and make a tally of how many have 
died per well ( see   Note    27  ). Replace in embryo water that is 
removed or has evaporated. Approximately 1.5 ml of embryo 
water per well should be maintained.   

   3.    By 72 h postinjection, most of the fi sh that are going to die will 
have died and the experiment should be terminated and the 
rest of the  population   euthanized by placing in 400 μg/ml of 
Tricaine for 20–30 min.      

       1.    At specifi c time points, euthanize larvae by placing in 400 μg/
ml Tricaine for 20–30 min.   

   2.    Place larvae into 100 μl PBS and homogenize with a Pellet 
Pestle homogenizer.   

   3.    Depending on dose, do serial dilutions or plate the 100 μl 
directly onto an agar plate with appropriate selection. You 
should do at least six larvae per strain/dose/time point to get 
an accurate indication of colonization. This should be repeated 
twice more on different days for a total of 18. As with all ani-
mal studies, data can vary from animal to animal.           

4                                  Notes 

     1.    If the culture grows past OD600 = 0.600, it is best to stop the 
experiment and start over the next day. The culture must be in 
log phase to cause a successful infection. We have found this to 
be true for most pathogens we have analyzed in the zebrafi sh 
model.   

   2.    Divide 0.300 (the desired OD 600 ) by the actual OD 600  of the 
culture to determine how many milliliters of culture to place in 
the microcentrifuge tube. Example: Desired OD 600  = 0.300. 
Actual OD 600  of culture = 0.435. 0.300/0.435 = 0.6897. Place 
690 μl (0.6897 ml) into a microcentrifuge tube and add 310 μl 
of sterile media to bring the culture to OD 600  = 0.300.   

   3.    For easy reference we put green tape on one beaker with one 
“X” marked on it for the anesthetizing dose and red tape on 
the other beaker with two “X”s on it for the euthanizing dose 
( see  Fig.  2 ).            

3.3.2  Time to Death

3.3.3  Total  Colonization  
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   4.    Use different colored masking tape for different strains so they 
can be easily distinguished in the incubator. Also, place tape 
that identifi es the strain/dose on the same side of the beaker 
that has the white volume markings. This provides a clear area 
in which to view the fi sh through the beaker while they are in 
the incubator (the opposite side of the beaker from the tape).   

   5.    Before fi lling the syringe, briefl y vortex culture tube. Place nee-
dle into the culture and draw up a small amount and then expel 
back into tube. This will prime the syringe. Then draw up the 
desired amount into the syringe very slowly being careful not to 
introduce bubbles. When fi nished fi lling the syringe, hold with 
needle up and tap the side of the syringe to get any possible 
bubbles to fl oat to the tip then expel a very small amount back 
into the tube to remove any bubbles or empty space at the tip.   

   6.    We have found that fi sh that have been fed do not recover well 
from the anesthesia. In addition, feeding during the infection 
reduces water quality and introduces an additional variable for 
which it is hard to control, e.g., how much an individual fi sh 
eats compared to the other fi sh.   

   7.    Sizes of zebrafi sh can vary greatly between 6 and 9 months of 
age. Using fi sh of different sizes will affect the results because 
of the difference in ratio of dose to milligram of fi sh tissue.   

   8.    The same fi sh net should not be used for handling infected and 
noninfected fi sh. Label a fi sh net that is only to be used for 
infected fi sh. Use only clean fi shnets on noninfected fi sh. 
Fishnets can be cleaned by soaking in 10 % bleach for 30 min, 
rinsing well and then allowing to dry.   

   9.    Once you pierce the skin on the ventral side of the fi sh, gently 
lift the syringe slightly to see that the needle is only inserted 
under the skin and not inserted into any internal organs.   

   10.    Do not insert the needle too far as this will cause too much 
tissue damage. Inserting until the bevel of the needle is just 
covered is suffi cient. In order to observe this, make sure that 
the bevel of the needle is pointing up when you insert the 
needle into the fi sh.   

   11.    Sick or dead fi sh should be removed from the beaker as soon as 
possible. Water quality diminishes very quickly after a fi sh dies 
and starts to decompose. If a fi sh appears to be in distress or 
showing signs of pain or discomfort, they should be removed 
from the beaker and euthanized by placing in 336 μg/ml 
Triciane. Sick fi sh will swim at the top of the water and show 
little to no startle response. Unusual swimming behavior such 
as fl ipping upside down or jerky movements also indicate pain 
or distress. Using a glass front incubator provides easier obser-
vation of the experiment without having to open and close a 
door, which would contribute to stress on the fi sh. In addition, 
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being located in a central location of the main lab is preferable 
so that fi sh can be observed often.            

   12.    This technique allows you to determine the spread of infection 
to different organs at specifi c time points. This is especially 
helpful in comparison of mutant strain dissemination to wild- 
type dissemination to identify genes that are required for  colo-
nization   of a particular tissue.   

   13.    If you plan to dissect the brain, always remove after dissecting 
the heart. This will help to ensure that none of the bacteria 
that are in the bloodstream contaminate the brain tissue dur-
ing removal, resulting in elevated numbers being enumerated 
in the brain tissue homogenates.   

   14.    Serial dilutions will have to be determined experimentally. The 
spleen typically has the highest concentration of bacteria. For 
wild-type   Streptococcus      iniae    we would typically see 10 5  cfu in 
the spleen and 10 4  cfu in the brain at 24 h postinjection.   

   15.    Depending on the preparation, some regions of the slide will 
be too dense to observe individual cells. If this is the case, 
move to the outer region of the preparation to visualize indi-
vidual cells. You can also increase the dilution of the 
homogenate.   

   16.    Clearify is a nonhazardous, nonfl ammable, and noncarcino-
genic substitute for Xylene solutions that are typically used in 
fi xation processes.   

   17.    Hematoxylin needs to be freshly fi ltered using fi lter paper. 
After depariffi nization, slides may also be stained with antibody 
instead of hematoxylin and eosin.   

   18.    Try not to keep cultures on ice for too long. We have found 
with  streptococcus   that viability goes down the longer the cul-
tures are kept on ice. It is better to do fewer injections per day 
to minimize the time kept on ice. A preliminary test for bacte-
rial viability after various periods on ice is advisable for a par-
ticular pathogen.   

   19.    The chorion is a clear membrane surrounding the embryo pro-
viding protection during early development. Most zebrafi sh 
embryos will “hatch” out of their chorion between 30 and 
40 hpf.   

   20.    The needles will play a major role in your success in  microin-
jection  . The needle tip needs to be strong enough to pierce the 
 yolk sac   without bending, but small enough to cause minimal 
damage to the larvae.   

   21.    Do not worry if there are gaps in the liquid inside the needle. 
The pressure from the injector will take care of  this        .   

   22.    The opening of the tip should be ~10 μm as determined using 
the millimeter scale glass slide.   
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   23.    Anesthetizing the larvae at this age is mainly to keep them 
from moving during the injection process and therefore, mini-
mizing damage to the fi sh. Fish at this age do not have fully 
developed nervous systems and therefore the treatments could 
not produce discomfort because the neural centers mediating 
pain sensation are still undeveloped.   

   24.    After pulling up 10–12 larvae into the transfer pipet from the 
Tricaine solution, hold the pipet vertically until all of the larvae 
fall to the pipet tip by gravity. This allows you to pipet just the 
larvae with minimal transfer of liquid.   

   25.    If you see red dye spreading out into the spinal column or the 
heart, discard embryo as this indicates you have pierced beyond 
the  yolk sac  .   

   26.    Remember to count the larvae as they are placed into the well 
of the 6-well plate. It is much easier to count while they are 
anesthetized than when they are swimming around.   

   27.    By having an initial tally of all injected larvae in a well, you can 
easily count only those that have died without having to count 
all of the larvae in the well. Since healthy larvae will be rapidly 
swimming around the well, it is vastly easier to count those 
that are dead. In some cases, you will want to move to the 
highest power of the dissecting scope to determine if a particu-
lar larva is still alive by observing the beating of the heart. In 
addition, if the heartbeat is greatly slowed or malformed, it is 
best to euthanize. These fi sh will eventually die and contami-
nate the rest of the well as they deteriorate.                  
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    Chapter 17   

 Determining Platelet Activation and Aggregation 
in Response to Bacteria                     

     Oonagh     Shannon      

  Abstract 

   Many pathogenic bacteria have been reported to interact with human platelets to mediate platelet activa-
tion and aggregation. The importance of these interactions to the immune response or pathogenesis of 
bacterial infection has not been clarifi ed. It may therefore be valuable to assess platelet responses mediated 
by diverse strains of bacteria. Here, I describe a method to study platelet integrin activation and granule 
release using fl ow cytometry, and a complementary method to study platelet aggregation using a dedicated 
platelet aggregometer. The combination of these methods represents a rapid and cost-effective strategy to 
provide mechanistic insight on the type of platelet response mediated by the bacteria.  

  Key words     Platelets  ,   Bacteria  ,   Coagulation  ,   Flow cytometry  ,   Streptococci   

1     Introduction 

 Platelets patrol the vessels and maintain  haemostasis  . Platelets 
rapidly become activated in response to endothelial damage, acti-
vation of the  coagulation   cascade, and generation of soluble plate-
let agonists. Platelets may also contribute to the  immune response   
to  infection   [ 1 ]. Platelet activation and aggregation has been 
reported to occur in response to some  bacterial species   or to 
released bacterial products [ 2 ,  3 ]. Direct binding of bacteria to the 
platelet surface has been reported but also indirect binding via a 
protein bridge that binds to both platelets and bacteria. For many 
bacterial species  investigated     ,  plasma    Immunoglobulin   ( IgG  ) and 
the platelet  Fc   receptor participate in the generation of platelet 
activation in susceptible donors [ 4 – 8 ]. It is not clear whether the 
ability of platelets to respond to bacterial pathogens may contrib-
ute to the immune response to infection or the pathogenesis of 
infection mediated by distinct pathogens. It is therefore of interest 
to determine platelet activation in response to distinct bacterial 
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species and strains. Diverse platelet function tests are available, 
which take advantage of the biochemical changes that occur in 
platelets upon activation. This includes surface mobilization and 
activation of  integrins  , surface mobilization and release of granule 
proteins, binding of plasma ligands, platelet- platelet aggregation  , 
and platelet-leukocyte aggregation [ 9 ]. Herein, I present a combi-
nation of methods that can be used to assess distinct aspects of 
platelet activation in response to bacteria.      

    1.    Flow cytometry is a powerful approach to simultaneously deter-
mine multiple aspects of platelet activation by combining three or 
more monoclonal  antibodies  . The platelet population is identifi ed 
using an antibody against CD42a, the activation status of CD41/
CD61 (GPIIb/IIIa)  integrin   complex is  determined using an 
antibody specifi c for an activation-dependent conformational 
change (PAC-1.FITC), and mobilization of the alpha granules is 
determined using an antibody against CD62P. Both parameters 
are low or absent on platelets prior to activation.   

   2.     Platelet aggregation   can be monitored using specialized equip-
ment to determine turbidometric platelet aggregometry, such 
as the ChronoLog aggregometer.    

2      Materials 

       1.    Vacutainer citrate tubes (BD Biosciences).   
   2.    15 ml round bottomed plastic tubes (Falcon).   
   3.    Centrifuge with swing-out rotor.      

       1.    PBS buffer pH 7.4 fi ltered through a 0.2 μm fi lter.   
   2.    100 μM of adenosine diphosphate (ADP) from Sigma Aldrich.   
   3.    Mouse antihuman CD42a PerCP (BD Biosciences, clone Beb 

1, IgG1).   
   4.    Mouse antihuman GPIIb/IIIa - PAC-1.FITC (BD Biosciences, 

clone SP-2, IgM).   
   5.    Mouse antihuman CD62P.PE (BD Biosciences, clone AK-4, 

IgG1).   
   6.    Isotype control antibodies (BD Biosciences).   
   7.    0.5 % formaldehyde in  PBS     .      

       1.    Platelet aggregometer (ChronoLog Corp).   
   2.    Glass assay tubes and stirbars (ChronoLog Corp).   
   3.    1 mg/ml  Collagen   (ChronoLog Corp).       

2.1  Blood 
Preparation

2.2  Flow Cytometry

2.3   Platelet 
Aggregation  
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3    Methods 

       1.    Collect blood from healthy volunteers by venipuncture into a 
citrate vacutainer. Discard the fi rst tube to limit artefactual 
platelet activation and save the subsequent tubes ( see   Note    1  ) .    

   2.    Carefully transfer the whole blood to 15 ml plastic tubes and 
spin at 150 g for 10 min, with no brake set on the centrifuge.   

   3.    Carefully remove the upper Platelet Rich  Plasma   (PRP)    and 
transfer to a clean tube ( see   Note    2  ).   

   4.    Spin the remaining blood once again at 2000 ×  g .   
   5.    Remove the upper Platelet Poor Plasma (PPP).      

       1.    Grow the bacteria to early exponential phase or stationary phase 
in the appropriate growth medium for the  bacterial species  .   

   2.    Pellet the bacteria by centrifugation at 2000 ×  g , 10 min.   
   3.    Resuspend the bacteria pellet in 1 ml of PBS.   
   4.    Transfer the bacteria to a microcentrifuge tube and wash twice 

with PBS.   
   5.    Adjust the fi nal bacterial concentration to approximately 

2 × 10 6 /μl.      

       1.    Add 10 μl of PRP to 40 μl PBS in each microcentrifuge  tube     .   
   2.    Add the platelet agonist to be investigated to each tube, as 

illustrated in Table  1  ( see   Note    3  ).
       3.    Incubate the tubes at room temperature for 15 min.   
   4.    Add 5 μl of each fl ourochrome-conjugated antibody according 

to Table  1 .   
   5.    Incubate at room temperature for 15 min.   
   6.    Fix the samples by addition of 500 μl of 0.5 % formaldehyde in PBS.   
   7.    Run the samples on a fl ow cytometer with logarithmic acquisi-

tion settings.   
   8.    Adjust the settings for threshold to exclude small debris deter-

mined by size exclusion on a plot of Forward Scatter (FSC) 
versus Side Scatter (SSC).   

   9.    Adjust the sample fl ow rate to ≤2500 events per second and 
dilute the sample with additional PBS if necessary.   

   10.    Adjust the compensation between the fl uorescent channels 
(FL-1, FL-2, and FL-3) using the single-stained samples.   

   11.    Set the background fl uorescence for each antibody using the 
isotype controls.   

3.1   Isolation 
of Platelets  

3.2  Preparation 
of Bacteria

3.3  Flow Cytometry 
of Platelet Activation 
in Platelet Rich 
 Plasma     
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   12.    Identify the platelet population as CD42-positive events and 
determine the Median Fluorescence Intensity (MFI) of bind-
ing of PAC-1 antibody and anti CD62P for each agonist inves-
tigated (Fig.  1 ).

              1.    When the Chrono-Log aggregometer achieves the working 
temperature of 37 °C, place 450 μl of PPP in a Chrono-Log 
glass assay tube and place in the reference well.   

   2.    Take 450 μl of PRP to a Chrono-Log glass assay tube and pre-
incubate for 5 min in the incubation well.   

   3.    Move the sample to the test well and add a stirbar.   
   4.    Start the aggregation trace in the software and adjust the base-

line to 0 light transmission in the PRP test well as compared 
with 100 % light transmission in the PPP reference sample.   

   5.    When the trace has stabilized add an agonist;

   (a)    2 μl of  collagen   1 mg/ml.   

  (b)    20 μl of bacteria 2 × 10 6 /μl ( see   Note    4  ).       
   6.    The software plots the aggregation trace live as the light trans-

mission increases when platelet aggregates form. On addition 
of collagen, aggregation occurs within 30–60 s.   

   7.    On addition of bacteria it can take 1–20 min for aggregation to 
occur (Fig.  2 ). Record the time to initiation of aggregation 
and stop the test when the aggregation trace has stabilized or 
after 20 min if no aggregation has  occurred      ( see   Note    5  ).

3.4   Platelet 
Aggregation   in  Platelet 
Rich Plasma     

    Table 1  
  Experimental plan for three-color fl ow cytometry of  platelet   activation in response to  bacteria        

 Tube  Agonist 
 FL1 
 FITC 

 FL2 
 PE 

 FL3 
 PerCP  Purpose of sample 

 1  Buffer  Control for autofl uorescence 

 2  ADP (10 μM  PAC-1  Single stain for compensation 

 3  ADP (10 μM)  CD62  Single stain for compensation 

 4  ADP (10 μM)   CD42a       Single stain for compensation 

 5  Buffer  PAC-1  CD62  CD42a  Control for background activation 

 6  ADP (10 μM)  PAC-1  CD62  CD42a  Control for platelet activation 

 7  Bacteria 
 (1 × 10 5 /μl) 

 PAC-1  CD62  CD42a  Test for platelet activation 

 8  Buffer  IgG1  IgG1  Isotype control for nonspecifi c binding 

 9  ADP (10 μM)  IgG1  IgG1  Isotype control for nonspecifi c binding 

 10  Bacteria 
 (1 × 10 5 /μl) 

 IgG1  IgG1  Isotype control for nonspecifi c binding 
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  Fig. 1    Determination of platelet activation using fl ow cytometry. Buffer ( left column ), ADP ( middle column ), or 
washed Streptococcus pyogenes bacteria ( right column ) were added to PRP and incubated with monoclonal 
antibodies prior to fi xation and acquisition of data on a BD Accuri fl ow cytometer. The relative size ( forward 
scatter ) and complexity ( side scatter ) of the population was assessed. Platelets were specifi cally identifi ed and 
gated in R1 (red) as CD42PerCP positive events. Platelet activation within this gated population was determi-
nation using histograms of the relative fl uorescent intensity of CD62P-PE and PAC-1-FITC respectively. The 
percentage positive cells for each antibody was determined using isotype control antibodies to demonstrate 
background       
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4                 Notes 

     1.    The healthy blood donor should not have taken antiplatelet 
medication for 10 days prior to blood collection. Citrate is an 
anticoagulant of choice for platelet studies since it is a weak 
calcium chelator and facilitates subsequent studies of calcium- 
dependent  integrin   activation.   

   2.    Five mls of citrated blood will typically yield between 1 and 
2 mls of  PRP  . Platelets in PRP should be used within 2–4 h.   

  Fig. 2    Platelet aggregation determined using a Chrono-log aggregometer. Washed Streptococcus pyogenes 
bacteria was added to PRP at time = 0 and aggregation was monitored over time. Aggregation began to occur 
within 2-3 minutes and by 6 minutes 80% aggregation had occurred and the curve planed out       
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   3.    Other positive control agonists for platelet activation can be 
used such as TRAP-6, thrombin, or  collagen  . For the bacteria 
agonist it is recommended to perform a dose–response experi-
ment with titrated concentrations of washed bacteria since the 
optimal concentration of bacteria reported to mediate platelet 
activation varies according to  bacterial species   and donor. 
Addition of 10 µl of  Streptococcus pyogenes  AP1 strain 
adjusted to 5 × 10 5  /µl mediates platelet activation in donors 
tested at our institution (Fig.  1 ).   

   4.    For the bacteria agonist it is recommended to perform a dose–
response experiment with titrated concentrations of washed 
bacteria since the optimal concentration of bacteria reported 
to mediate platelet activation varies according to bacterial spe-
cies and donor. Addition of 20 μl of   Streptococcus      pyogenes    AP1 
strain adjusted to 2 × 10 6  /μl mediates  platelet aggregation   in 
donors tested at our institution (Fig.  2 ).   

   5.     PRP   used for aggregation studies can be centrifuged at 2000 ×  g  
for 10 min and the supernatant recovered for subsequent 
determination of platelet released products such as, serotonin, 
thromboxane, CD62P, CD40L, and Platelet factor 4 by com-
mercial enzyme-linked-immunosorbent-assays (ELISAs)      .         
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    Chapter 18   

 Killing Bacteria with Cytotoxic Effector Proteins of Human 
Killer Immune Cells: Granzymes, Granulysin, and Perforin                     

     Diego     López     León    ,     Isabelle     Fellay    ,     Pierre-Yves     Mantel    , 
and     Michael     Walch      

  Abstract 

   Bacterial pathogens represent a constant threat to human health that was exacerbated in recent years by a 
dramatic increase of strains resistant to last resort antibiotics. The immune system of higher vertebrates 
generally evolved several effi cient innate and adaptive mechanisms to fi ght ubiquitous bacterial pathogens. 
Among those mechanisms, immune proteases were recognized to contribute essentially to antibacterial 
immune defense. The effector serine proteases of the adaptive immune system, the granzymes, exert 
potent antimicrobial activity when they are delivered into the bacterial cytosol by prokaryotic membrane 
disrupting proteins, such as granulysin. 

 In this chapter, we are detailing experimental protocols to study the synergistic cytotoxic effects of 
human granzymes and granulysin on extracellular as well as on intracellular bacterial pathogens in vitro .  In 
addition, we provide a simple and fast-forward method to biochemically purify native cytotoxic effector 
molecules necessary to perform this kind of investigations.  

  Key words     Cell-mediated cytotoxicity  ,   Antibacterial activity  ,   Immune serine proteases  ,   Granzymes  , 
  Granulysin   

1     Introduction 

          When cytotoxic T lymphocytes (CTL) or natural killer (NK)    cells 
recognize cells infected with intracellular pathogens, they release their 
cytotoxic granule content to eliminate the target cells and the intracel-
lular pathogen [ 1 ].  Cytotoxicity   is mediated by granule effector  pro-
teases  , the granzymes (Gzms), delivered into the host cell cytosol by 
the pore-forming protein perforin (PFN) [ 2 ]. Cytotoxic granules of 
humans and some other mammals, but not rodents, contain another 
pore-forming protein, termed granulysin (GNLY) [ 3 ]. GNLY 
belongs to the saposin-like protein family (SAPLIP) that is character-
ized by its affi nity to a variety of lipids [ 4 ]. Recombinant GNLY was 
found to effi ciently disrupt prokaryotic (but not eukaryotic) mem-
branes [ 5 ] and to kill bacteria, parasites, and fungi in vitro [ 6 ]. 
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 The Gzms are a group of homologous serine  proteases   local-
ized in specialized lysosomes of CTL and  NK   cells, together with 
GNLY and PFN [ 7 ]. There are fi ve Gzms in humans (GzmA, B, 
H, K, and M), and ten Gzms in mice (GzmA—G, K, M, and N). 
The best established function of the Gzms, in particular of GzmA 
and GzmB, is the induction of apoptosis when delivered into the 
target cells by PFN [ 8 ,  9 ]. More recent work additionally demon-
strated extracellular roles of the Gzms affecting immune regulation 
and infl ammation, independently of PFN [ 10 ,  11 ]. Importantly, 
the scope of cells that are highly susceptible to the Gzms was 
recently widened from mammalian cells to bacteria [ 12 ,  13 ] and 
even to certain unicellular parasites [ 14 ,  15 ]. 

 We recently discovered that—analogous to PFN delivery of 
the Gzms into mammalian cells—GNLY in, per se, sublytic con-
centrations allowed entry of Gzms into bacteria [ 12 ] and certain 
unicellular parasites [ 15 ], where these enzymes proteolytically 
attacked subunits of the bacterial respiratory chain complex I, as 
well as radical oxygen species (ROS) degrading enzymes, increas-
ing intracellular lethal ROS levels to rapidly execute microbial 
death. Human CTL killed intracellular pathogens in a  serine   
 protease  - dependent mechanism even before signifi cant host cell 
death occurred. Importantly, mice transgenically expressing human 
GNLY were more resistant to  infection   with   Listeria monocyto-
genes    , Toxoplasma gondii ,  and Trypanosoma cruzi  than their wild- 
type litter mates. Thus, CTL eliminate intracellular microbial 
pathogens in a Gzm and GNLY-dependent process.          

 These recent discoveries opened up a whole new playground 
for Gzm researchers. Therefore, detailed protocols of how to 
investigate the synergistic effects of the Gzms and GNLY to kill 
microbial pathogens will signifi cantly ease the way for these future 
studies.  

2    Materials 

       1.     E.    coli   ,  Listeria ,   Salmonella   ,  Staphylococci , or whatever bacterial 
strain is available ( see   Note    1  ).   

   2.    Bacterial culture media (lysogeny broth,  LB  ; brain heart infu-
sion,  BHI  ) and corresponding agar plates.   

   3.    Assay buffer: 20 mM Tris–Base, 10 mM NaCl, pH = 8 ( see   Note    2  ).   
   4.    Purifi ed GNLY and GzmB stock solutions, for their purifi ca-

tion  see  Subheading  3 .  Lysozyme   and various antibiotics as 
positive controls.   

   5.    A 37 °C shaking incubator for bacterial plates and liquid 
 cultures        .   

   6.    Flat-bottomed 96-well plates.   

2.1  Killing 
Extracellular Bacteria

Diego López León et al.



277

   7.    A heat controlled microplate reader that allows kinetic read-
ings with discontinuous shaking.      

       1.     HeLa cells   or any available cell line, which can be infected with 
pathogenic bacteria, grown in DMEM + 10 % fetal bovine 
serum (FBS) without antibiotics in six-well plates.   

   2.     Trypsin  /EDTA solution (Sigma).   
   3.    Facultative intracellular bacteria, such as  Listeria,    Salmonella    ,  

or  Shigella .   
   4.    10 mg/ml gentamycin solution (Sigma).   
   5.    Cell buffer: 4 mM CaCl 2 , 0.4 % BSA in Hank’s balanced salt 

solution (HBSS).   
   6.    HBSS.   
   7.    Gzm, GNLY, and PFN stock solutions.   
   8.    Bacterial liquid medium and agar plates ( see   Note    1  ).   
   9.    A humidifi ed cell culture incubator and a bacterial shaking 

incubator.      

       1.    YT Indy cells (human  NK   cell line [ 16 ]).   
   2.    175 cm 2  tissue culture fl asks, preferably multilayer fl asks.   
   3.    Complete medium: RPMI1640 + tissue culture supplement 

(100 U/ml penicillin G, 100 μg/ml streptomycin sulfate, 
6 mM Hepes-free acid, 1.6 mM  L -glutamine, 50 μM 
β-mercaptoethanol) + 10 % FBS).   

   4.    HBSS.   
   5.    Relaxation buffer: 10 mM PIPES, 0.1 M KCl, 3.5 mM MgCl 2 , 

1 mM ATP, 1.25 mM EGTA, 0.05 % BSA, pH 6.8, prepare 
fresh, put on ice.   

   6.    Phenyl buffer A: 50 mM Tris-Base, 2 M NaCl, pH 7.2, fi ltered.   
   7.    S column binding buffer A: 50 mM bisTris, 50 mM NaCl, 

pH 5.8, fi ltered.   
   8.    S column elution buffer B: 50 mM bisTris, 1 M NaCl, pH 5.8, 

fi ltered.   
   9.    Nitrogen cavitation bomb (Equilabo).   
   10.    HiTrap Phenyl FF 1 ml (GE Healthcare).   
   11.    HiTrap SP FF 1 ml (GE Healthcare).   
   12.    Colorimetric assay buffer: 50 mM Tris-Base, pH 7.5 + 0.2 mM 

N-Ac-IEPD-pNA (Sigma).   
   13.    Centricon, 10 + 30 kDa MWCO (Millipore).       

2.2  Killing 
Intracellular Bacteria

2.3  Purifi cation 
of Native GzmB 
and GNLY from YT 
Indy  Cells        
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3      Methods         

   The following protocol describes the basic method of how to treat 
bacteria in suspension to investigate the synergistic effects of the 
two cytotoxic effector molecules GNLY and GzmB. Our standard 
readout is colony forming unit assays (CFU). As alternative read-
out we outline a method to measure bacterial growth. For con-
tinuative protocols of how to assess bacterial membrane integrity, 
radical oxygen species generation, or intracellular protein substrate 
cleavage, we refer to [ 12 ,  15 ]. 

       1.    Dilute an overnight bacterial culture 1:50 in fresh medium and 
grow bacteria to mid-log phase (OD 600nm  = 0.5 equaling 
∼2 × 10 8 /ml viable bacteria in  LB   and other rich media) in a 
shaking incubator at 37 °C.   

   2.    Wash bacteria three times, by spinning at 15,000 ×  g  for 1 min 
and resuspending in 1 ml assay buffer. Dilute to 5 × 10 5  bacte-
ria/ml.   

   3.    Prepare dilutions of GNLY (between 1 and 0.06 μM) ± 0.05–
0.2 μM GzmB in 20 μl of assay buffer. Use buffer and GzmB 
only as negative controls. Antibiotics or  lysozyme   (Sigma) may 
serve as positive control.   

   4.    Add 20 μl of bacterial dilutions to each reaction and incubate 
for 5–60 min at 37 °C. Assay buffer only serves as no-bacteria 
control.   

   5.    Add 200 μl of medium to each reaction and prepare tenfold 
dilutions from each reaction.   

   6.    Plate 50 μl of the dilutions on appropriate agar plates and incu-
bate at 37 °C overnight.   

   7.    Count colonies manually or with an adequate imager and colony 
counting software. Calculate the percent lysis using the following 
equation: % specifi c lysis = CFU test-treated /CFU buffer-treated  × 100 
(Fig.  1a ).         

              1.    To measure bacterial growth, prepare serial dilutions of effec-
tor molecules in 20 μl of assay buffer in fl at-bottomed 96-well 
plates. Include positive ( lysozyme  ) and negative (buffer, Gzm 
only) controls.   

   2.    Add 20 μl of washed and prediluted bacteria as above to each 
well and incubate for 15 min at 37 °C.   

   3.    Add 200 μl medium to each well.   
   4.    Put plate in a heat controlled plate reader and measure OD 600nm  

every 10 min for 12 h with discontinuous shaking at 37 °C. The 
bactericidal effect of the treatment shifts grows curves to the 
right ( see   Note    3   and Fig.  1b ).       

3.1  Killing 
Extracellular Bacteria

3.1.1  Colony Forming 
Unit Assays

3.1.2  Bacterial Growth
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   The following outlines the protocol of a standard loading experi-
ment to determine which combinations and concentrations of the 
three major cytotoxic effector molecules (PFN, Gzm, and GNLY) 
in a time-dependent manner effi ciently lyse intracellular bacteria 
and the host cell.

    1.    Infect  HeLa   cells with virulent, facultative intracellular bacte-
ria, such as  Listeria  or   Salmonella   , for 1 h at 37 °C at a multi-
plicity of infection of 10.   

   2.    Remove uninfected bacteria by washing with PBS and treating 
with 20 μg/ml gentamycin in culture medium for 60 min at 
37 °C .    

3.2  Killing 
Intracellular Bacteria
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  Fig. 1    Killing extracellular bacteria with GzmB and GNLY.   Listeria monocytogenes    were treated with the indi-
cated concentrations of GzmB, GNLY, and  lysozyme   (Lysoz.) for 15 min at 37 °C and bacterial viability was 
assessed in CFU assays ( a ) or by recording bacterial growth curves ( b ). Mean and standard deviation of a 
representative experiment is presented in  a . The times for bacterial growth curves to reach a threshold OD 
( T  threshold ) for untreated in comparison to GzmB/GNLY-treated bacteria are indicated in   b                
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   3.    Wash with PBS and detach infected  HeLa   cells by gentle 
trypsinization.   

   4.    Wash with PBS and resuspend cells in cell buffer at a density of 
10 6  cells/ml.            

   5.    Prepare dilutions of GNLY (between 1 and 0.25 μM) ± GzmB 
(between 1 and 0.25 μM) ± sublytic PFN ( see   Note    4  ) in 25 μl 
HBSS.   

   6.    Add 25 μl of the cell suspension to the effector molecule dilu-
tions and incubate for various times (15 min to 4 h) at 37 °C.   

   7.    To determine bacterial viability, add 200 μl of ice cold water 
for hypotonic host cell lysis and incubate on ice for 15 min. 
Prepare tenfold dilutions of every reaction in an appropriate 
bacterial medium and plate 50 μl on agar plates. Incubate over-
night at 37 °C.   

   8.    Count colonies and calculate percentage bacteriolysis as above.   
   9.    In parallel experiments, host cell viability can be assessed by 

annexin V/propidium iodide staining and fl ow cytometry or 
related methods as described [ 17 ].      

   Here, we present an improved adaption of a protocol that we pub-
lished recently [ 17 ]. By avoiding one column in the purifi cation 
procedure, we are proposing a fast-forward method that reliably 
generates highly active, native GzmB and GNLY from the human 
 NK   cell line YT Indy. For the purifi cation of PFN from YT Indy 
cells we refer to the published method of Froelich et al. [ 18 ].

    1.    Grow YT Indy cells in complete medium to about 3 × 10 9  ( see  
 Note    5  ).   

   2.    Collect expanded cells by centrifugation, 500 ×  g  for 10 min at 
4 °C, and wash cells twice in ice-cold HBSS.   

   3.    Resuspend cells at 10 8  cells/ml in ice cold relaxation buffer (in 
a conical 50-ml tube).   

   4.    Disrupt cells in a nitrogen  cavitation         bomb at 35 bar at 4 °C 
for 15 min, stirring at 150 rpm with a small stir bar in the tube.   

   5.    Centrifuge at 400 ×  g  for 7 min at 4 °C and transfer post nuclear 
supernatant (PNS) to new 50-ml tube. Wash nuclear pellet 
twice (or until PNS is clear). Combine the PNS.   

   6.    Centrifuge PNS at 15,000 ×  g  for 15 min at 4 °C to yield the 
granule pellet.   

   7.    Extract the granule pellet by mixing with phenyl buffer A for 
60 min at 4 °C (2 ml per 10 9  cells), vortex occasionally, and 
freeze at −80 °C. Perform a total of three freeze-thaw cycles.   

   8.    Centrifuge the extract at 15,000 ×  g  for 10 min at 4 °C, and 
then pass supernatant through a 0.45-μm syringe fi lter.   

3.3  Purifi cation 
of Native GNLY, GzmB 
from YT Indy Cells
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   9.    Attach a phenyl column to a suitable FPLC system and equili-
brate the column with ten column volumes (CV) of phenyl 
buffer A. Apply the cleared supernatant at 1 ml/min to the 
phenyl column and wash with phenyl buffer A until UV base-
line. Important: as positively charged Gzms and GNLY do not 
bind to the phenyl column, it is crucial to collect fl ow-through 
(FT) and complete wash volume.   

   10.    Elute and wash the phenyl column with ddH 2 O ( see   Note    6  ).   
   11.    Concentrate FT and wash from phenyl column by ultrafi ltra-

tion (10 kDa MWCO, to a volume of about 0.5 ml). During 
the concentration procedure, attach the S column to the FPLC 
system and equilibrate with 10 CV of S buffer A.   

   12.    Dilute the concentrated FT and wash from the phenyl column 
20-fold in S column buffer A and apply this sample at 1 ml/
min to the S column. Wash with S buffer A until UV baseline 
is reached.   

   13.    Elute with a linear gradient (0–100 % S buffer B) of 20 ml 
length, followed by 10 ml S buffer B at a fl ow rate of 1 ml/
min. Collect 1-ml  fractions         ( see   Note    7  ).   

   14.    Run 10 μl of fractions 11–24 on  SDS-PAGE   (using 15 %) for 
Coomassie blue staining (Fig.  2a ).

       15.    Lay 4 μl of fractions 11–30, as well as of the cleared granule 
lysate as positive control and S buffer B as negative control in 
a fl at-bottomed 96-well plate and add 100 μl of colorimetric 
assay buffer. Incubate for 10 min at 37 °C and record absor-
bance at 405 nm in a microplate reader (Fig.  2b ) [ 19 ].   

   16.    Concentrate all fractions that contain GzmB activity and appear 
as bands ( see  Fig.  2a ) of about 30 kDa (=GzmB). Fractions that 
show double bands of about 15 and 10 kDa (=GNLY) on the 
gel and are free of GzmB activity are separately concentrated 
by ultrafi ltration (10 kDa MWCO).    

4               Notes 

     1.    When working with pathogenic bacteria ensure that appropri-
ate biosafety measures and institutional authorizations are in 
place. The choice of the medium is strain specifi c, though most 
common bacteria grow in  LB  . To better preserve  virulence  , 
 Listeria  and  Staphylococci  should be expanded in  BHI  .   

   2.    GNLY activity under in vitro settings is inhibited by NaCl in 
concentrations higher than 50 mM [ 20 ]; therefore, low salt 
assay buffers are indicated.   

   3.    To quantify the changes in bacterial growth under different 
treatment conditions, measure the time until the growth curves 
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reach an OD 600nm  of 0.05 ( T  threshold ). The ratio of ( T  threshold  
(untreated)/ T  threshold  (treated)) indicates the change in bacterial 
growth. To reduce interexperimental variations, correct  T  threshold  
times by subtracting the time for untreated control cultures to 
reach an OD 600  increase of 0. 005         ( see  Fig.  1b ).   

   4.    The concentration of sublytic PFN of every purifi cation batch 
has to be carefully determined by titration beforehand by 
 propidium iodide staining for fl ow cytometry according to 
[ 17 ]. A sublytic dose is considered to lyse less than 15 % of 
treated cells.   

  Fig. 2    Purifi cation of native GzmB and GNLY from YT Indy cells. Elution fractions from the S column during the 
linear NaCl gradient were subjected to  SDS-PAGE   and subsequent Coomassie blue staining ( a ) and to colori-
metric assay indicating GzmB activity ( b )       
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   5.    The human  NK   cell line, YT Indy [ 16 ], expresses high levels of 
PFN, GzmB, and GNLY. It completely lacks tryptase (GzmA 
and GzmK) activity and is therefore well suited for the single 
purifi cation of GzmB. The cell line grows very slowly at a den-
sity over 0.5 × 10 6 /ml. Therefore, we recommended growing 
the cells in multilayer fl asks and splitting at a 1:4-ratio every 
third day of culture.   

   6.    In theory, PFN binds to the phenyl column and can be found in 
the elution fractions. However, in our hands eluted PFN dis-
played little to no lytic activity. We therefore recommend simply 
washing the column with water and discarding the eluate. For 
the purifi cation of PFN from YT Indy cells, the published pro-
tocol of Froelich et al. [ 18 ] is reliable and effi cient.   

   7.    GzmB elutes at about 750 mM NaCl and GNLY at over 
900 mM NaCl. By using a 1 ml column (SP HiTrap) and a lin-
ear gradient of 20 ml length, the two effector molecules elute 
completely separated ( see  Fig.  2a ).         
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    Chapter 19   

 In Vitro and In Vivo Biofi lm Formation by Pathogenic 
Streptococci                     

     Yashuan     Chao    ,     Caroline     Bergenfelz    , and     Anders     P.     Håkansson      

  Abstract 

   This manuscript presents novel approaches to grow and evaluate Streptococcal biofi lm formation using the 
human respiratory pathogen  Streptococcus pneumoniae  (the pneumococcus) as the main model organism 
on biological surfaces in vitro and in vivo. Most biofi lm models are based on growth on abiotic surfaces, 
which is relevant for many pathogens whose growth on surfaces or medical devices is a major cause of 
disease transmission and infections, especially in hospital environments. However, most infections with 
commensal organisms require biofi lm formation on biological surfaces in the host at the site of coloniza-
tion or infection. In vitro model systems incorporating biological components from the host and taking 
into account the host environment of the infectious site are not well described. 

 In a series of publications, we have shown that  S. pneumoniae  form complex biofi lms in the nasophar-
ynx of mice and have devised methodology to evaluate the biofi lm structure and function in this environ-
ment. We have also been able to recapitulate this biofi lm phenotype in vitro by incorporating crucial 
factors associated with the host environment. Although the protocols presented in this manuscript are 
focused on  S. pneumoniae , the same methodology can and has been used for other Streptococcal species 
that form biofi lms on mucosal surfaces.  

  Key words     Biofi lm  ,    Streptococcus pneumoniae   ,   Streptococci  ,   Epithelium  ,   Mucosa  ,   Nasopharynx  , 
  Colonization  ,   Respiratory tract  ,   Virulence   

1     Introduction 

 Just like eukaryotic cells associate into tissues and organ structures, 
bacteria have been shown to form biofi lms in nature, often con-
taining bacteria with specialized functions benefi ting the com-
munity [ 1 ,  2 ]. Biofi lms are  aggregations   of microbes, usually 
 polymicrobial  , encased in and held together by a self-produced 
polymeric matrix. The biofi lm structure and the distinct metabo-
lism and gene expression profi le of biofi lm bacteria provide 
advantages for biofi lm persistence in the host niche through 
increased resistance to environmental and host challenges [ 3 – 5 ]. 
It is estimated that 65–80 % of  infections   are associated with 
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microbial biofi lms [ 1 ,  3 ] that either directly cause disease or act 
as a dormant reservoir of pathogenic organisms [ 6 – 8 ]. Biofi lm 
formation on surfaces in hospital settings is also a major cause of 
bacterial  spread            [ 9 ,  10 ]. 

  S.    pneumoniae    effectively colonizes the  mucosal   surface of the 
 nasopharynx   (NP). To remain in the harsh nasopharyngeal envi-
ronment, it has been suggested that  pneumococci   form biofi lms 
in vivo, as it is more diffi cult to eradicate  colonization   than infec-
tion [ 11 ,  12 ]. Work from our laboratory has confi rmed these two 
observations in a colonization model in mice [ 13 ]. Pneumococcal 
biofi lms have been detected in vivo during otitis media and chronic 
sinusitis [ 14 – 17 ] where they act as a reservoir for the release of 
pathogenic organisms [ 8 ] and constitute the main life form during 
colonization of the NP [ 13 ,  18 – 21 ]. 

 In vitro modeling has shown a role for various  virulence    factors   
in biofi lm formation [ 22 – 25 ], as well as an altered virulence gene 
expression leading to a decreased virulence of biofi lm bacteria 
in vivo [ 26 – 28 ]. However, until recently, in vitro studies did not 
take the host environment, the only environment the pneumococ-
cus colonizes, into consideration. 

 The methods described here were developed to mimic the 
biofi lm formation in the NP environment [ 13 ,  21 ]. Pneumococcal 
biofi lms were formed on respiratory epithelial cells, providing a 
relevant interaction with host tissue and at a lower temperature 
consistent with the NP environment in humans and mice [ 29 ]. 
Furthermore, biofi lm growth was ameliorated when grown over 
at least 48 h in nutrient-limiting media, consistent with the high 
bacterial density and nutritional starvation typical of biofi lms in 
general [ 30 ]. Using this setup, we obtained dense and well-struc-
tured biofi lms encased in extracellular matrix with high tolerance 
to antibiotic treatment with most pneumococcal isolates tested, a 
phenotype not seen with biofi lms grown on glass or plastic sur-
faces (Fig.  1 ; [ 13 ]). Furthermore, strains that showed higher pro-
pensity for  colonization   in animal models made in  vitro   biofi lms 
with higher bacterial burden and a more intricate structure than 
more invasive  strains            [ 31 ].

   Besides being a useful surrogate in vitro model for pneumo-
coccal colonization, this model has been further used to verify 
that the biofi lm colonization environment is responsible for the 
high levels of genetic recombination observed epidemiologi-
cally in  pneumococci   [ 32 ] and can also support natural 
 transformation   in group A streptococci [ 33 ]. 

 The models described in this manuscript have also been very 
useful in better understanding the mechanisms involved in the tran-
sition from asymptomatic colonization to infection. Using the 
in vitro biofi lm model, infection of the live epithelial cell substratum 
with infl uenza A virus (an epidemiological disease trigger; [ 34 – 36 ]) 
or treatment with virus-induced host factors caused active release of 
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bacteria from the biofi lm. These biofi lm-dispersed bacteria were 
more virulent in models of pneumonia and sepsis than either bio-
fi lm bacteria or bacteria grown in broth [ 37 ], and were associated 
with a defi ned change in gene transcription that can be used to test 
and verify the biofi lm phenotype using RNA-  sequencing   or quanti-
tative reverse-transcriptase  PCR   ( qRT-PCR  ;             [ 38 ]). 

 These observations suggest that growth of biofi lms under the 
conditions described in this manuscript could serve as a surrogate 
model for studies related to the  colonization   state of  pneumococci   
and other Streptococcal species as well as a model to study the 
mechanisms of transition to disease.  

2    Materials 

         1.    Pneumococcal strains of interest.   
   2.    Bacterial growth medium: Todd- Hewitt   medium supple-

mented with 0.5 % yeast extract ( THY  ; BD Bioscience). Ensure 
that the medium is autoclaved (preferred) or sterile fi ltered 
using a 0.45 μm vacuum-fi lter.   

2.1  Preparation 
of Bacterial Strains

  Fig. 1    A pneumococcal biofi lm in high magnifi cation in the early phase of biofi lm 
formation (24 h). The image shows  aggregation   and organization of bacteria 
(diplococci) into clusters with empty spaces that will become pores and the for-
mation of extracellular matrix encasing the bacteria. The matrix will end up hold-
ing the biofi lm together and protecting it from the host  environment                  
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   3.    Spectrophotometer for measuring optical density at 600 nm 
(OD 600 ) ( see   Note    1  ).   

   4.    Bacterial freezing solution: Glycerol (80 % vol/vol; Sigma) in 
phosphate buffered saline (PBS, pH 7.2). Autoclaved ( see  
 Note    2  ).   

   5.     Blood agar   plates: Agar plates with 5 % sheep blood can be 
purchased from ThermoFisher or other vendors. Plates can 
also be made in the lab ( see   Note    3  ).      

        1.    Cells :  Epithelial cell lines, such as human  mucoepidermoid   
pulmonary carcinoma cells  NCI-H292   (CRL-1849; ATCC) 
or human  lung   carcinoma cells  A549   (CCL-185; ATCC). (For 
other cell types that can be used,  see   Note    4  ).   

   2.    Cell culture medium :  RPMI-1640 medium with the addition 
of 10 % fetal bovine serum (FBS) and 5 mM sodium pyruvate. 
For comments on other appropriate growth media for these 
and other cells ( see   Note    4  ).   

   3.     Cell detachment  : PBS (pH 7.2) for washing the cell monolayer. 
 Trypsin  -solution (Hyclone or other vendors) for detachment of 
cells.   

   4.    Cell fi xation: 4 % buffered paraformaldehyde solution (PFA).      

       1.    24-well plate with substratum of epithelial cells pre-fi xed in 
PFA.   

   2.    Wash solution: PBS (pH 7.2) to wash away the PFA solution.   
   3.    Frozen stock of bacteria (see section 2.1. above).   
   4.    Chemically defi ned medium ( CDM  ; 39) supplemented with 

1 g/l choline chloride, 0.75 g/l  L -cysteine hydrochloride, and 
2.5 g/l of sodium bicarbonate. Sterile fi lter the medium 
through a 0.45 μm vacuum fi lter. (For full recipe  see   Note    5  ).      

       1.    24-well plate with live, confl uent epithelial cells.   
   2.    Mature pneumococcal biofi lms (preformed for 48 h on fi xed 

epithelial cells).   
   3.    Antibiotic-free RPMI-1640 medium ( see  Subheading  2.2 ,  item 2  

above), supplemented with 5 mM sodium pyruvate and 2 % FBS.      

       1.     Gentamicin   solution (50 mg/ml; ThermoFisher or other 
vendors).   

   2.     Blood agar   plates ( see  Subheading  2.1 ,  item 5  above and  Note    3  ).      

       1.    0.9 % NaCl solution in water treated with diethylpyrocarbon-
ate (DEPC; Sigma).   

   2.    RNAprotect (Qiagen).   

2.2  Preparation 
of Epithelial 
 Substratum           

2.3  Biofi lm 
Formation In Vitro 
on Pre- fi xed 
Epithelial Cells

2.4  Biofi lm 
Formation In Vitro 
on Live Epithelial Cells

2.5  Biomass 
and Antibiotic 
Resistance of In Vitro 
Biofi lms

2.6   RNA   Isolation 
and  qRT-PCR      
of In Vitro  Biofi lms           
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   3.    Tris-EDTA-glucose solution: 10 mM Tris–HCl, 1 mM EDTA 
(pH 8.0), and 25 % glucose (wt/vol) in DEPC-treated water.   

   4.     Cell wall  -degrading enzymes (Sigma):  mutanolysin   (5000 U/
ml stock in DEPC-treated water),  lysozyme   (100 mg/ml stock 
in DEPC- treated water).   

   5.    RNA purifi cation: QiaShredder columns, RNeasy minikit, 
RNase-free DNase kit, RNase-free DNase I (Qiagen or Sigma).   

   6.    Spectrophotometer with glass cuvettes for UV-readings ( see  
 Note    6  ).   

   7.    Gel electrophoresis equipment and buffers: Gibco-Agarose 
(Invitrogen), TAE buffer (4.84 g/l Tris Base, 1.14 ml glacial 
acetic acid, and 100 ml of 0.5 M EDTA solution at pH 8.0 in 
water), gel electrophoresis system with power supply.   

   8.     cDNA synthesis  : iScript cDNA synthesis kit (Bio-Rad).   
   9.    qRT- PCR  : Primer pairs for genes of interest ( see   Note    7  ) and 

SYBR green supermix (Bio-Rad).      

       1.    Bacterial culture in  THY   medium.   
   2.    Wash and resuspension buffer: PBS (pH 7.2).   
   3.    6–8 week old BALB/cByJ mice ( see   Note    8  ).   
   4.    Dissection equipment: forceps, scissors, and homogenization 

bags.   
   5.     Blood agar   plates ( see  Subheading  2.1 ,  item 5  above, and  Note    3  ).      

       1.     Fixation   solution (Sigma): 2.5 % glutaraldehyde, 0.075 % 
ruthenium red, 0.075 M lysine acetate in 0.1 M sodium caco-
dylate buffer (pH 7.2) ( see   Note    9  ).   

   2.    Wash solution: 0.075 % ruthenium red in 0.2 M sodium caco-
dylate buffer (pH 7.2).   

   3.    Ethanol solutions (10, 30, 50, 75, 95, and 100 %).   
   4.    Hexamethyldisilazane (HMDS, 100 %; Sigma).   
   5.     SEM   stubs and sputter coater.       

3    Methods 

    Most pneumococcal strains have the capacity to produce well- 
structured, functional biofi lms on respiratory epithelial cells, but 
form poor biofi lms on abiotic surfaces [ 13 ]. The origin of the epi-
thelial substratum appears to be of some importance as cells from 
the  respiratory tract   generally provide a better surface for pneumo-
coccal biofi lm formation than cells from other parts of the body. As 
 pneumococci   grown in broth show considerable toxicity toward 
live epithelial cells, biofi lm formation on live cells requires the prior 

2.7  Biofi lm 
Formation 
and Determination 
of Biomass In  Vivo           

2.8  Scanning 
Electron  Microscopy 
  (SEM)

3.1  Biofi lm 
Formation In  Vitro  

Streptococcal Biofi lm Formation



290

step of growing biofi lms on fi xed cells to allow down-regulation of 
 virulence    factors   before bacteria are transferred to live epithelial 
cells [ 37 ,  38 ]. For a cartoon of the methodology presented in this 
paper,  see  Fig.  2 .

         1.    Plate pneumococcal strain on  blood agar   and grow overnight 
at 37 °C ( see   Note    10  ).   

   2.    Transfer bacteria from the  blood agar   plate to a 10-ml glass tube 
(16 × 100 mm) or a 15-ml conical tube containing 10 ml of 
 THY   using an inoculation loop. Tighten the caps and grow stat-
ically at 37 °C to an OD 600  of approximately 0.6 ( see   Note    11  ).   

   3.    Add 2 ml of 80 % glycerol solution ( see   Note    2  ) directly to the 
culture, mix by pipetting, and then transfer to microcentrifuge 
cryotubes in 1 ml aliquots.   

   4.    Store aliquots at −80 °C ( see   Note    12  ).      

         1.    Propagate epithelial cell line(s) of choice in cell culture fl asks.   
   2.    Detach confl uent cell monolayer from fl ask with  trypsin   solu-

tion, resuspend in 48 ml (T75 fl ask) fresh cell culture medium, 

3.1.1  Preparation 
of Bacterial  Strains           

3.1.2  Preparation 
of Epithelial Substratum

  Fig. 2    A cartoon of the methodology presented in this protocol. Biofi lm formation in vitro on fi xed epithelial cells 
(Subheading  3.1.3 ) is shown in the  upper left corner  and transfer of biofi lm bacteria to live epithelial cells 
(Subheading  3.1.4 ) is shown in the  right section  of the fi gure. Biofi lm  colonization   in vivo (Subheading  3.2 ) is 
shown in the  lower left corner  and ways to assess the biofi lm phenotype (Subheading  3.3 ) are shown in the 
 lower mid- section  of the  cartoon                  
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add 0.5 ml cell suspension per well in 24-well cell culture 
plates, and grow at 37 °C in 5 % CO 2  until near-confl uent.   

   3.    Aspirate medium and wash cell substratum three times with 
1 ml PBS per well to remove medium residues.   

   4.    The confl uent epithelial substratum can now either be (a) fi xed 
by adding 0.5 ml of 4 % PFA solution per well for 1 h at room 
temperature (fi xed epithelia can be saved in PFA solution at 
4 °C for up to a month, if kept hydrated), or (b) used 
immediately for biofi lm formation on live epithelial substratum 
( see  Subheading  3.1.4 ).      

         1.    Thaw a frozen stock of pneumococcal strain of interest.               
   2.    Seed 1 ml frozen stock into 9 ml of  chemically defi ned medium 

(CDM)   into 10-ml glass tubes or 15-ml conical tubes and 
grow statically at 37 °C to an OD 600  of approximately 0.2 ( see  
 Notes    11   and   12  ).   

   3.    While the bacteria are growing, wash a 24-well plate contain-
ing pre-fi xed epithelial substratum three times with 1 ml PBS 
per well. Allow 10 min between washes.   

   4.    Dilute  pneumococci   1:2 in  CDM   to an OD 600  of approxi-
mately 0.1 and seed 0.5 ml pneumococcal suspension in each 
well containing fi xed cells.   

   5.    Incubate at 34 °C in 5 % CO 2  for biofi lm formation ( see   Note  
  13  ), carefully exchanging the supernatant with 0.5 ml fresh 
 CDM   approximately every 12 h ( see   Note    14  ). Avoid disturb-
ing the biofi lm as much as possible ( see   Note    15  ).   

   6.    Grow biofi lms for appropriate times, but for at least 48 h ( see  
 Note    14  ).      

         1.    Wash live, confl uent epithelial cells ( see  Subheading  3.1.2 ,  step 
4 ) three times in 1 ml PBS per well ( see   Note    16  ).   

   2.    Carefully remove the supernatant from 48-h biofi lms formed 
on fi xed epithelial cells.   

   3.    Add 0.5 ml fresh antibiotic-free cell culture medium (pre- 
warmed to 34 °C) and gently resuspend the biofi lm by pipet-
ting ( see   Note    17  ).   

   4.    Dilute the bacterial biofi lm from one well 1:5–1:30 in fresh 
antibiotic-free cell culture medium and add 0.5 ml per well to 
live, confl uent epithelial cells.   

   5.    Incubate at 34 °C in 5 % CO 2 , carefully exchanging the 
antibiotic- free cell culture medium frequently, preferably every 
4–6 h for  pneumococci   ( see   Note    18  ).   

3.1.3  Biofi lm Formation 
on Pre-fi xed Epithelial 
Cells

3.1.4  Biofi lm Formation 
In Vitro on Live Epithelial 
Cells        

Streptococcal Biofi lm Formation
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   6.    A new biofi lm will form within 24 h and the epithelial cells 
should be viable up to 72 h after transfer ( see   Note    19  ).       

       S.    pneumoniae    effectively colonizes the  mucosal   surface of the NP 
beginning within the fi rst few weeks or months of life [ 39 ]. To 
remain in the harsh NP environment,  pneumococci   form biofi lms 
in vivo that can be reproduced using the  model            described below 
(Fig.  2 ; [ 13 ]).

    1.    Thaw a frozen stock of the pneumococcal strain of interest ( see  
 Note    20  ).   

   2.    Pellet the bacteria by centrifugation at 9000 ×  g  for 2 min in a 
microcentrifuge, wash twice by resuspension in PBS followed 
by centrifugation, and resuspend the pellet in PBS to original 
volume.   

   3.    Pipet 10 μl of bacterial suspension (approximately 1–3 × 10 6  CFUs) 
into each nare of non-anesthetized 6–8 week old BALB/cByJ 
mice ( see   Notes    8   and   21  ) and monitor mice for 48 h, at which 
point optimal colonization has occurred.          

      Biofi lm formation in vitro can be assessed in various ways to ensure 
an appropriate phenotype ( see  Fig.  2 ). Biofi lms typically produce 
specifi c structures that can most effectively be observed by scan-
ning electron  microscopy   [ 13 ]. This structural phenotype with 
matrix formation, together with an increased population of cells 
with a lowered metabolic rate, so-called persister cells [ 40 ], makes 
biofi lms highly insensitive to  antimicrobial   agents and host response 
mechanisms [ 2 ]. The phenotypic change of the biofi lm bacteria is 
associated with a dramatic transcriptional decrease in expression of 
genes associated with metabolism and  virulence    factors  , with an 
increase in expression of genes associated with adherence to sur-
faces, quorum sensing, and competence [ 38 ,  41 ,  42 ]. This section 
describes methods to evaluate these biofi lm features. 

        1.    Pipet off media from a biofi lm ( see  Subheading  3.1 ) and treat 
in 0.5 ml PBS with or without 500 μg/ml  gentamicin    for            3 h 
at 34 °C in 5 % CO 2  ( see   Note    22  ).   

   2.    Float the 24-well plate in a water bath sonicator and sonicate 
for 2 s to loosen all biofi lm cells and disperse aggregates ( see  
 Note    23  ).   

   3.    Scrape or pipet the bacteria from the bottom of the well and 
further disrupt the biofi lm bacteria by pipetting up and down 
( see   Note    23  ).   

   4.    Determine total viable colony forming units (CFUs) per bio-
fi lm for initial biomass and antibiotic resistance by plating 
100 μl of tenfold dilutions of the biofi lm samples on  blood 
agar   plates, incubate at 37 °C overnight, and count plates con-
taining 20–200 colonies to determine the CFU per ml.      

3.2  Biofi lm 
Formation In Vivo: 
 Colonization   
of the  Nasopharynx   
of Mice

3.3  Assessment 
of Biofi lms

3.3.1  Determination 
of Biomass and Antibiotic 
Resistance In Vitro
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        1.    Colonize mice as presented in Subheading  3.2  above.   
   2.    Euthanize mice colonized with  pneumococci   ( see  

Subheading  3.2  above) according to your approved animal use 
protocol (IACUC protocol).   

   3.    First completely remove the skin from the skull and nose of the 
mouse using forceps and dissection scissors to remove fur.   

   4.    Using dissection scissors, cut the maxillary bone on each side 
followed by an incision through the frontal skull bone just 
above the nasal bone.   

   5.    Place forceps in the latter incision and slowly separate the nasal 
bone from the frontal bone by pushing the forceps on the nasal 
bone while holding the rest of the skull fi rmly in place. This 
reveals the nasal concha containing the nasal septum.               

   6.    Carefully harvest the tissue attached to the ethmoid bone 
(medial bone in the concha) with forceps to keep the  mucosal   
tissue intact.   

   7.    Place tissue in a homogenization bag with 1 ml of PBS and 
homogenize the tissue.   

   8.    Determine total CFUs per tissue by plate counts on  blood agar   
( see  Subheading  3.3.1 ,  step 4 ).      

       1.    For isolation of RNA from in vitro biofi lms, sonicate and resus-
pend 48-h biofi lms in PBS. For isolation of in vivo biofi lms, 
use homogenized tissue suspension from Subheading  3.3.2 . In 
both cases pellet bacteria by centrifugation at 9000 ×  g  for 
2 min at 4 °C in a microcentrifuge.   

   2.    Resuspend pellets in 0.5 ml 0.9 % NaCl, add 1 ml RNAprotect, 
and incubate for 5 min at room temperature.   

   3.    Pellet bacteria by centrifugation at 9000 ×  g  for 2 min in a 
microcentrifuge. Remove and discard supernatant by pipetting 
without disturbing the pellet. (The pellet can be stored at 
−80 °C at this time for later RNA purifi cation or can be directly 
isolated as indicated in  step 4 ).   

   4.    Resuspend the preserved RNA pellet in 500 μl TE + 25 % 
glucose.   

   5.    Add 20 μl 100 mg/ml  lysozyme   and 10 μl of 5000 U/ml 
 mutanolysin   to break up the  cell wall  . Incubate at 37 °C in a 
water bath for 15 min.   

   6.    Isolate RNA using Qiashredder columns and the RNeasy mini-
kit according to the manufacturer’s instructions. DNase I 
treatment can be performed on column during RNA isolation 
(Qiagen) or in solution after RNA isolation (Sigma).            

   7.    Verify the RNA purity by measuring the 260/280 nm absor-
bance ratio in a spectrophotometer and assure that the ratio is 
above 2 ( see   Note    6  ).   

3.3.2  Determination 
of Biomass In Vivo

3.3.3   RNA   Isolation 
and Performance 
of  qRT-PCR     
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   8.    Verify the RNA integrity by separating the RNA in a 1 % aga-
rose gel, by gel electrophoresis ( see   Note    24  ).   

   9.    For  qRT-PCR      analysis of the RNA, reverse transcribe the RNA 
using the Bio-Rad iScript  cDNA   synthesis kit according to the 
manufacturer’s instructions.   

   10.    qRT-PCR: cDNA amplifi cation is quantifi ed using a Bio- Rad 
iCycler or similar instrument according to the manufacturer’s 
instructions in the presence of SYBR green supermix and 
primers for  comD  (competence),  licD2  ( cell wall   synthesis), 
and  gyrA  (housekeeping gene)             ( see   Note    7  ).      

       1.    Fix biofi lms grown in vitro on epithelial cells grown on round cov-
erslips ( see  Subheading  3.1.3 ) or excised tissue from in vivo  coloni-
zation   in SEM  fi xation   solution for 1 h at room temperature, 
changing the solution once during the process ( see   Note    25  ).   

   2.    Wash in vitro or in vivo samples in wash solution three times, 
15 min each time, at room temperature without shaking.   

   3.    Dehydrate the samples with increasing graded series of ethanol 
solutions at room temperature for 15 min per concentration.   

   4.    Exchange samples into enough 100 % HMDS to coat the sam-
ples and allow to air dry in chemical hood. Repeat addition and 
evaporation of HMDS once.   

   5.    Mount samples onto stubs and analyze morphology of biofi lms 
and surrounding structures using scanning electron  micros-
copy   ( see   Note    26  ).        

4                                            Notes 

     1.    The OD 600 nm  can be followed in different ways. We recom-
mend using the glass tubes together with a Spectronic™ 
Spectrophotometer that has a compartment for test tubes. 
Alternatively, the OD of the culture can be measured in any 
regular spectrophotometer with a sterile cuvette (1 cm path 
length).   

   2.    80 % glycerol solution has decreased viscosity that facilitates 
 pipetting           .   

   3.    To make  blood agar   plates, mix Tryptic Soy Broth, Bacto-agar 
(5 g/l) (BD Biosciences) and water, then autoclave. Once 
cooled, add 5 % sheep blood and pour approximately 10 ml of 
blood agar in each Petri dish and let it solidify at room 
temperature.   

   4.    Other cell lines, such as  Detroit 562   (CCL-138; ATCC)  pha-
ryngeal carcinoma cells   and  Calu-3   (HTB-55; ATCC) lung 
adenocarcinoma cells are also suitable. Additionally, primary 

3.3.4  Scanning Electron 
 Microscopy   of In Vitro 
and In Vivo Biofi lms
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bronchial epithelial cells commercially available from Lonza 
(NHBE) or ATCC (PCS-300-010) can also be used with their 
recommended media.   

   5.     CDM   recipe [ 43 ]: Make a powder consisting of 10 g/l glu-
cose, 4.5 g/l sodium acetate 3H 2 O, 3.195 g/l sodium phos-
phate monobasic H 2 O, 7.35 g/l sodium phosphate dibasic, 
anhydrous, 1 g/l potassium phosphate monobasic, 0.2 g/l 
potassium phosphate dibasic, 0.7 g/l magnesium sulfate 
7H 2 O, 0.005 g/l manganese sulfate anhydrous, 0.005 g/l fer-
rous sulfate 7H 2 O, 0.001 g/l ferric nitrate 9H 2 O, 0.005 g/l 
calcium chloride anhydrous, 0.1 g/l each of  DL -alanine,  L - 
arginine,  L -aspartic acid,  L -glutamic acid, glycine,  L -histidine, 
hydroxy- L -proline,  L -isoleucine,  L -leucine,  L -lysine,  L - 
methionine,  L -phenylalanine,  L -proline,  L -serine,  L -tryptophan, 
 L -tyrosine, and  L -valine, 0.5 g/l  L -cysteine, 0.05 g/l  L -cystine 
2HC1, 0.2 g/l each of  L -glutamine and  L -threonine, 0.02 g/l 
each of adenine, guanine HCI, and uracil, 0.0002 g/l each of 
PABA and biotin, 0.0008 g/l folic acid, 0.01 g/l niacinamide, 
0.0025 g/l B-NAD, 0.002 g/l  D -Ca pantothenate, 0.001 g/l 
each of pyridoxal HCl and pyridoxamine 2HC1, 0.002 g/l 
ribofl avin, 0.001 g/l thiamine HCl, 0.0001 g/l cyanocobala-
min, 2.5 g/l sodium bicarbonate. This powder is stable at 4 °C 
for several months. Resuspend 27.12 g of powder per liter 
deionized water and add 1 g/l choline chloride, 0.75 g/l 
 L -cysteine HCl and add an additional 2.5 g/l of sodium bicar-
bonate to freshly made medium.   

   6.     RNA   purity (absorbance ratio 260/280 nm) is most com-
monly measured using special spectrophotometers, such as the 
Nanodrop One (Thermo Scientifi c) or special inserts to plate 
readers, but can also be measured in glass cuvettes in any 
spectrophotometer.   

   7.    As biofi lm down-regulate genes associated with cell toxicity and 
 virulence   and up-regulate  colonization   factors, the pneumococ-
cal biofi lm phenotype can be verifi ed by  qRT-PCR     . Primers for 
 comD  (forward: 5′-GGTTCGTATCATGAGCGTTT and 
reverse: 5′-CCTGAAGGAGTCATCGTCAT) and  licD2  (for-
ward: 5′-ACGAGCAGTTCACGGTGATAGCAA and reverse: 
5′-ATCCCTTCCTTACCGATCCCAACT) that are up-regu-
lated in biofi lms were used. The cDNA amplifi cation using 
these primer pairs was compared with the gene  gyrA  that was 
stably expressed in all populations in the  RNA  - seq analysis [ 38 ] 
(forward: 5′-ATGGTCTCAAAGCGCTGAAT and reverse: 
5′-TGGCGATACGACTCATACCA). Broth-grown bacteria 
served as a control as  comD  and  licD2  are down-regulated in 
these  bacteria            [ 38 ].   

   8.     Colonization   experiments with  pneumococci   have also been 
successful in  C57BL/6   inbred mice and  CD-1   outbred mice.   
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   9.    To retain polysaccharide matrix during  SEM   preparation, 
 L -lysine and ruthenium red are added to the buffers as described 
by Hammerschmidt et al. [ 44 ].   

   10.    Pneumococci are sensitive to optochin and will show a growth 
inhibition zone around an optochin disc (Sigma) placed on a 
 blood agar   plate after overnight growth. This is done to distin-
guish pneumococci from other viridans streptococci.   

   11.    As  pneumococci   are facultative anaerobes, incubate without 
shaking and with the tubes capped. Avoid exceeding OD 600  of 
0.6 (mid-logarithmic phase corresponding to approximately 
3 × 10 8  CFU/ml) as pneumococci undergo autolysis at higher 
ODs.   

   12.    Preparation of frozen stocks is recommended as liquid cultures 
seeded from pneumococci grown on  blood agar plates   grow 
slowly. Moreover, frozen stocks enable (a) seeding biofi lms 
earlier in the day and (b) providing more reproducibility.   

   13.    The temperature of 34 °C is chosen as this is the temperature 
of the NP environment [ 29 ] and also improves biofi lm forma-
tion compared to 37 °C [ 13 ,  37 ].   

   14.    The medium is of great importance for biofi lm formation. 
Biofi lms do not form well in nutrient-rich media (such as  THY   
and Brain Heart Infusion) [ 13 ,  32 ]. Seed the bacteria as early 
as possible during the day to enable change of the medium 
later the same day. Changing medium regularly is of great 
importance to prevent the pneumococci from undergoing 
autolysis and will ensure that the biofi lm remains stable for up 
to a week.  Pneumococci   generally form robust biofi lms by 
48 h with change of media every 12 h. However, depending 
on species and strain of bacteria, growth time and frequency of 
media change may vary.               

   15.    This is the most critical step of the procedure. During the fi rst 
24 h, the biofi lms are delicate and must be handled gently 
when removing and replacing the media.  Do not use a vacuum 
aspirator . A 10-ml serological pipette induces less shear force 
and works better than a 1-ml pipette tip in this regard.   

   16.    This wash step is to remove traces of antibiotics from the cell 
culture medium.   

   17.    Avoid pipetting or vortexing the biofi lm too vigorously as the 
biofi lm will reform faster if aggregates are present. This can be 
verifi ed in a microscope.   

   18.    Change medium carefully as the biofi lms are delicate during the 
process of reformation ( see   Notes    15   and   17  ). Changing 
medium frequently is important for the viability of the epithelial 
cells as the nutrients are rapidly consumed. Using  pre- warmed 
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medium (34 °C) is recommended for keeping the temperature 
constant.   

   19.    Planktonic, broth-grown  pneumococci   induce epithelial cell 
death within 12 h of exposure [ 37 ]. Based on the down- 
regulation of  virulence    factors  , biofi lm bacteria are less toxic to 
live epithelial cells. The time required to reform a mature 
biofi lm on live cells varies between species and strains, but usu-
ally takes between 24 and 48 h.   

   20.    Frozen stocks are advantageous for these experiments as ali-
quots have been made and the exact concentration of bacteria 
in CFU/ml will be  known           .   

   21.    Pipetting into the nare is most easily done by holding the 
mouse fi rmly upside down and pipetting the bacterial suspen-
sion slowly.   

   22.    The biomass of a mature biofi lm should be in the range of 
1 × 10 7 –3 × 10 8  CFU/ml. Antibiotic tolerance to  gentamicin   
indicates a structurally intact and functional biofi lm, and a 
robust biofi lm will tolerate gentamicin exposure well (gener-
ally less than 1 log10 decrease is seen compared with an 
untreated biofi lm). Gentamicin is used as it penetrates biofi lms 
poorly [ 45 ,  46 ]. The concentration used may vary depending 
on strain. Thus use a concentration that reduced the viability 
of planktonic organisms in broth of the strain used 6 log10. 
For  S. pneumoniae  500 µg/ml used over the incubation time 
mentioned is most often appropriate. Penicillin G can be used 
instead of gentamicin at a concentration of 1 μg/ml for  pneu-
mococci  , which is the concentration that will reduce the bacte-
rial burden 6 log10 of a planktonic culture [ 13 ].   

   23.     Sonication   will loosen the biofi lm aggregates. However, do 
not sonicate longer than 2 s as the bacteria may lyse. Use the 
pointy end of a 20–200 μl pipette tip and scrape the bottom of 
the 24-well plate from top to bottom and left to right. Pipette 
the suspension up and down vigorously, without introducing 
bubbles, to further disrupt the biofi lm bacteria. It is important 
to disrupt the biofi lm bacteria into single cells for accurate via-
ble plate counts. Verify in microscope before plating.               

   24.    Separation of  RNA   by gel electrophoresis should provide two 
distinct bands representing rRNA as well as a high molecular 
weight smear of  mRNA  . A low molecular weight smear indi-
cates degraded RNA that will not work well in the  qRT-PCR      
reaction.   

   25.    For  SEM   analyses, grow epithelial cells on round coverslips 
placed into a 24-well plate. Once confl uent, fi x the epithelial 
substratum as described in Subheading  3.1.2 .   

   26.    If charging occurs when imaging the biofi lms, the samples can 
be sputter coated, e.g., chromium coated.         
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    Chapter 20   

 Murine  Mycobacterium marinum  Infection 
as a Model for Tuberculosis                     

     Julia     Lienard     and     Fredric     Carlsson      

  Abstract 

   Mycobacteria are a major human health problem globally. Regarding tuberculosis the situation is worsened 
by the poor effi cacy of current vaccine regimens and by emergence of drug-resistant strains (Manjelievskaia 
J et al, Trans R Soc Trop Med Hyg 110: 110, 2016; Pereira et al., Lancet Infect Dis 12:300–306, 2012; 
  http://www.who.int/tb/publications/global_report/en/    ) undermining both disease-prevention and 
available treatments. Thus, increased basic understanding of mycobacterial—and particularly  Mycobacterium 
tuberculosis —virulence strategies and pathogenesis is of great importance. To this end several in vivo infec-
tion models are available (Guirado and Schlesinger, Front Immunol 4:98, 2013; Leung et al., Eur J 
Immunol 43:2246–2254, 2013; Patel et al., J Lab Physicians 3:75–79, 2011; van Leeuwen et al., Cold 
Spring Harb Perspect Med 5:a018580, 2015). While these models all have their merits they also exhibit 
limitations, and none perfectly mimics all aspects of human tuberculosis. Thus, there is a need for multiple 
models that may complement each other, ultimately allowing us to gain true insight into the pathogenesis 
of mycobacterial infections. 

 Here, we describe a recently developed mouse model of  Mycobacterium marinum  infection that allows 
kinetic and quantitative studies of disease progression in live animals [8]. Notably, this model exhibits fea-
tures of human tuberculosis not replicated in  M. tuberculosis  infected mice, and may provide an important 
complement to the fi eld. For example, granulomas in the  M. marinum  model develop central caseating 
necrosis (Carlsson et al., PLoS Pathog 6:e1000895, 2010), a hallmark of granulomas in human tuberculosis 
normally not replicated in murine  M. tuberculosis  infection. Moreover, while tuberculosis is heterogeneous 
and presents with a continuum of active and latent disease,  M. tuberculosis  infected mice essentially lack this 
dynamic range and do not replicate latency (Guirado and Schlesinger, Front Immunol 4:98, 2013; Patel 
et al., J Lab Physicians 3(2):75–79, 2011). In contrast,  M. marinum  infected mice may naturally develop 
latency, as suggested by reduced infl ammation and healing of the diseased tissue while low numbers of bac-
teria persist in granulomatous lesions (Carlsson et al., PLoS Pathog 6:e1000895, 2010). Thus, infection 
with  M. marinum  may offer a unique murine model for studying granuloma formation as well as latency—
and possibly also for studies of disease-reactivation. In addition to the in vivo model, we describe infection 
of bone marrow-derived murine macrophages, an in vitro platform enabling detailed mechanistic studies of 
host-pathogen interactions occurring in the principal host target cell for pathogenic mycobacteria.  

  Key words     Tuberculosis  ,    Mycobacterium marinum   ,   Mouse model  ,   Bone marrow-derived macro-
phages  ,   Granuloma formation  ,   Caseating necrosis  ,   Latency  ,   Chronicity  ,   Host-pathogen interactions   

http://www.who.int/tb/publications/global_report/en/#http://www.who.int/tb/publications/global_report/en/),


302

1     Introduction 

 It is estimated that one third of the world’s population is infected 
with  M.    tuberculosis   , a human pathogen responsible for ~1.5 mil-
lion deaths annually [ 3 ]. To facilitate fundamental studies into  M. 
tuberculosis  pathogenesis and  virulence mechanisms     , safer and 
experimentally more amenable myco bacterial species   may be used 
as models. Among these, the closely related  M. marinum  is emerg-
ing as a particularly relevant system [ 9 – 11 ].  M. marinum  is a natu-
ral pathogen of fi sh and amphibians where it causes disease with 
many features of  tuberculosis         [ 12 ]. It is also able to infect immu-
nocompetent humans and induce formation of dermal  granulomas   
pathologically very similar to those formed in tuberculosis patients 
[ 12 ,  13 ]. Thus,  M. marinum  is a virulent mycobacterium, which 
shares  virulence factors   as well as mechanisms of inducing and 
maintaining  infection   with  M.    tuberculosis    [ 14 ]. This situation 
gives  M. marinum  an advantage to study mycobacterial pathogen-
esis compared to, for example, the attenuated   Mycobacterium bovis    
Bacille Calmette-Guérin (BCG) strain, which lacks critical viru-
lence determinants. Importantly, however,  M. marinum  is gener-
ally unable to produce systemic infection in humans, presumably 
due to its low optimal growth temperature (~32 °C), and poses a 
reduced risk for laboratory personnel compared to  M. tuberculosis , 
allowing work to be carried out in BSL-2 facilities. Moreover,  M. 
marinum  replicates signifi cantly faster than  M. tuberculosis , and 
there are genetic tools available enabling relatively rapid genetic 
screens and construction of targeted knockout strains. 

 Here, we describe an in  vivo    mouse model   of  M. marinum  
infection as well as infection of bone marrow-derived  macrophages      
in  vitro  . The latter provides an experimentally tractable platform 
for molecular studies of the host-pathogen interactions occurring 
between mycobacteria and macrophages, which represent the 
 primary growth niche for both  M.    tuberculosis    and  M. marinum  in 
 vivo         [ 9 ,  12 ]. The in vivo model is based on intravenous injection 
of bacteria via the tail vein. Upon injection  M. marinum  is seeded 
systemically, but is unable to colonize internal organs productively 
while it successfully establishes and maintains  colonization   in the 
cooler areas of the mouse, primarily the tail [ 8 ,  15 ]. Tropism for 
the tail is likely due to the low optimal growth temperature of the 
bacteria and the cooler environment provided in this tissue, and 
not merely a consequence of inoculation at the site of injection; 
indeed, intracardiac injection of  M. marinum  similarly produces 
infection primarily in the tail [ 8 ].  M. marinum  shows growth dur-
ing the fi rst 3 weeks of infection, after which bacterial numbers are 
signifi cantly reduced and subsequently maintained at a low level 
for extended periods of time—a feature that might be explained by 
onset of adaptive immunity [ 8 ], which is typically initiated ~20 days 
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postinfection in  M.    tuberculosis    infected mice [ 16 ,  17 ]. In accor-
dance with its tissue tropism  M. marinum  cause disease in the tail. 
Visible lesions appear in the tail ~1 week postinfection, and over 
the course of the fi rst 3–4 weeks of infection the lesions increase in 
size and become more numerous ( see  Fig.  1 ). Notably, however, 
the lesions regress and eventually heal following the decreased bac-
terial load observed after 3 weeks. Importantly, determination of 
the accumulated length of all visible lesions in individual tails allows 
for quantitative and longitudinal studies of disease progression in 
live mice [ 8 ,  15 ]. Moreover,  M. marinum  infection causes erosion 
of tail vertebrae, a trait that can be quantitated by measuring bone 
volume using micro-computed tomography (micro-CT), and rep-
resents an indirect readout of infl ammation [ 8 ]. Thus, two differ-
ent quantitative traits, visible tail lesions and bone volume, may be 
used to measure disease and infl ammation during infection. Our 
protocol will describe the infection procedure, analysis of bacterial 
growth as well as aforementioned traits. Additional procedures 
that will be described include how the  tail         is prepared for 

  Fig. 1    Analyses of visible tail lesions 20 days postinfection.  C57BL/6   mice 
infected with wild-type  M. marinum  ( left  picture) and an isogenic ESX-1-defi cient 
(ΔRD1) mutant ( right  picture) unable to produce disease in infected  animals               
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 immunohistochemistry   analysis as well as how tail tissue is pre-
pared for analysis of cytokines and protein content in general using, 
for example, ELISA and Western blot.

2       Materials 

     1.    Albumin-Dextrose-Catalase (ADC) enrichment: 5 % bovine 
albumin fraction V, 2 % dextrose, 0.003 % catalase, distilled 
H 2 O. Filter-sterilize.   

   2.    Amikacin.   
   3.    Biopulverizer.   
   4.    Bone marrow-derived  macrophage      medium (BMM): RPMI, 

5 % 3 T3- CSF  -cell conditioned medium, 5 % heat-inactivated 
fetal calf serum, 2 mM L-Glutamine.   

   5.    Fibronectin-coated glass cover slips (22 or 15 mm in diameter; 
0.13–0.16 mm in thickness).   

   6.    Freezing medium: Heat-inactivated fetal calf serum supple-
mented with 5 % DMSO. Filter-sterilize.   

   7.    Hemacytometer.   
   8.    Immunocal (Decal Chemical Corp).   
   9.    Lysis buffer: 150 mM sodium chloride, 1.0 % NP-40, 50 mM 

Tris base (pH 8.0),  protease   inhibitor  cocktail  . Depending on the 
experiment, phosphatase inhibitor cocktail can also be added.   

   10.    Micro-computed tomography (micro-CT) scanner.   
   11.    Mowiol (for 50 ml): 6 g glycerol, 2.4 g Mowiol, 6 ml distilled 

H 2 O, 12 ml 0.2 M Tris (pH 8.5).  See   Note    1   for preparation.   
   12.    Oleic acid-Albumin-Dextrose-Catalase (OADC) enrichment: 

0.06 % oleic acid, 5 % bovine albumin fraction V, 2 % dextrose, 
0.003 % catalase, 0.85 % sodium chloride, distilled 
H 2 O. Filter-sterilize.   

   13.    Paraformaldehyde 4 % (for 100 ml): 4 g paraformaldehyde to 
100 ml PBS, 1N NaOH.  See   Note    2   for  preparation        .   

   14.    Tissue homogenizer (providing ≥70 W output power) with 
~105 × 10 mm saw tooth adaptors.   

   15.     Trypsin  -EDTA solution: Hank’s balanced salt solution with 
phenol red, 2.5 g/l porcine trypsin, 0.2 g/l EDTA.   

   16.    Square petri dishes (100 × 15 mm) with a grid forming 6 by 6 
squares.   

   17.    3T3 medium: DMEM, 10 % heat-inactivated fetal calf serum, 
2 mM  l -Glutamine.   

   18.    7H9 (composition per liter): 4.7 g Middlebrook 7H9 powder 
(2.5 g disodium phosphate, 1.0 g monopotassium phosphate, 
0.5 g  l -glutamic acid, 0.5 g ammonium sulfate, 0.1 g sodium 
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citrate, 0.05 g magnesium sulfate, 0.04 g ferric ammonium 
citrate, 2.0 mg Mycobactin J, 1.0 mg copper sulfate, 1.0 mg 
pyridoxine, 1.0 mg zinc sulfate, 0.5 mg biotin, 0.5 mg calcium 
chloride), 2 ml glycerol, 0.5 g tween 80, 100 ml ADC, distilled 
H 2 O (to 1 l). Filter-sterilize.   

   19.    7H10 agar (composition per liter): 19.47 g Middlebrook 
7H10 powder (15 g agar, 1.5 g disodium phosphate, 1.5 g 
monopotassium phosphate, 0.5 g ammonium sulfate, 0.5 g 
 l -glutamic acid, 0.4 g sodium citrate, 0.04 g ferric ammonium 
citrate, 0.025 g magnesium sulfate, 1.0 mg zinc sulfate, 1.0 mg 
copper sulfate, 1.0 mg pyridoxine hydrochloride, 0.5 mg bio-
tin, 0.5 mg calcium chloride, 0.25 mg malachite green), 5 ml 
glycerol, distilled H 2 O (to 900 ml). Sterilize by autoclaving 
20 min. 100 ml pre-warmed OADC is added after autoclava-
tion when the solution is around 50 °C.   

   20.    26G1/2 needles.      

3    Methods 

            1.    Grow  M. marinum  in 25 ml 7H9 broth to logarithmic growth 
phase (OD 600  = 0.7 ± 0.2) at 30 °C under slow shaking condi-
tions (about 100 rpm)         .   

   2.    Collect culture by centrifugation (2500 ×  g , 10 min) and wash 
twice in PBS (fi nal resuspension should be done in 9 ml to 
obtain an appropriate bacterial concentration).   

   3.    Pass the suspension through a 26G1/2 needle three times to 
disrupt bacterial aggregates (“shoot” the suspension against 
the wall of a 15 ml conical to ensure effi cient disruption of 
aggregates).   

   4.    Pellet remaining bacterial aggregates by two separate centrifu-
gation steps (450 ×  g , 1 min), where the supernatants—
enriched for single cell bacteria—are transferred to new tubes. 
Subsequently, the bacterial suspensions may be analyzed by 
light microscopy to confi rm the absence of bacterial 
aggregates.   

   5.    Determine the bacterial concentration by counting cells in a 
hemacytometer, using a ≥60× objective. Dilute the suspension 
in PBS to a fi nal concentration of 5 × 10 7  bacteria/ml. Place 
the bacteria on ice until infection of mice.   

   6.    To determine the actual inoculum used, perform a serial dilu-
tion (fi ve times tenfold dilution steps) in PBS and plate on dry 
7H10 agar plates for calculation of colony forming units 
(CFUs) per ml. For simplicity, use square petri dishes with a 
grid. Drop 10 μl from each dilution into squares, let dry and 
place in 30 °C incubator. Of note, plates may be placed in a 
sealed plastic back to avoid drying.      

3.1  Mouse 
Infection Model

3.1.1  Preparation of 
 M. marinum  for Infection
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       1.    Heat the tail of the mouse (female  C57BL/6  , 12 weeks of age; 
 see   Note    3  ) by heat lamp or warm water to dilate the tail vein.   

   2.    Place the mice in a constrainer and inject 200 μl of your bacte-
rial suspension (make sure the suspension is at room tempera-
ture at the time of injection), thus infecting with 1 × 10 7  
bacteria/mouse. Place the injection site similarly in all mice at 
~3 cm from the tail base. To enable longitudinal analysis of 
disease progression in individual animals, it is recommended 
that each mouse be  individually         labeled.      

       1.    At regular intervals (for example, three times per week), place 
animals in a constrainer and measure the length (broadest 
width) of each individual visible lesion with a ruler. Of note, 
the fi rst lesions typically appear at ~7 days postinfection.   

   2.    Calculate the accumulated length of all lesions in individual 
 tails        .      

       1.    Sacrifi ce the mice and sever the tails at the tail base. Place the 
tails in 10 % formalin and put at 4 °C until micro-CT analysis.   

   2.    For each mouse, scan three corresponding vertebrae at or near 
the site of injection. Segment the bone by applying an appropri-
ate threshold (~0.7 gHA/cc) to the 3D image data sets. 
Measure the mean bone volume within the segmented bone for 
each vertebrae, and calculate the mean bone volume for each 
animal. Of note, we have used an ex vivo micro-CT scanner 
(microCT 40 from SCANCO Medical, Switzerland) at 12 μm 
isotropic voxel size, 1000 projections/rotation, 300 ms inte-
gration time, 70 keV photon energy, and 114 μA current [ 8 ].      

       1.    Sacrifi ce the mice and sever the tails at the tail base. Place tails 
in 50 ml conicals and put on ice.   

   2.    Determine the weight of each individual tail, and cut into 
~2–5 mm pieces using scissors or a racer blade.   

   3.    Homogenize each tail in 3 ml DMEM supplemented with 
0.1 % Triton X-100 using a homogenizer akin to the AHS200 
homogenizer system (from VWR), with 10 × 105 mm saw 
tooth adaptors.   

   4.    Perform serial dilutions in PBS and plate on 7H10 agar plates 
as described above ( see  Subheading  3.1.1 ), and place in 30 °C 
incubator.   

   5.    Count CFUs and determine the bacterial load as CFUs/g 
tissue.      

       1.    Sacrifi ce the mice and sever the tails at the tail base. Immediately 
place the tails in bags and put on dry ice. At this point the tails 
can be transferred to −80 °C for storage until proceeding with 
the protocol.   

3.1.2  Tail Vein Injection

3.1.3  Measurement 
of Visible Tail Lesions

3.1.4  Measurement 
of Bone Erosion

3.1.5  Analysis 
of Bacterial Growth

3.1.6  Preparation of Tail 
Tissue for Analyses 
of Cytokines and Protein 
Content
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   2.    Freeze the tails in liquid nitrogen and pulverize in a similarly 
chilled biopulverizer.   

   3.    Transfer the powder to a 1.5 ml tube, and resuspend in ≤1 ml 
PBS supplemented with  protease    inhibitors  . Incubate on ice 
for 1.5 h, with shaking.   

   4.    Pellet debris by two consecutive centrifugations (20, 000 ×  g , 
20 min at 4 °C), where the supernatants are transferred to new 
1.5 ml  tubes        .   

   5.    Analyze samples for the desired cytokine and protein using, for 
example, ELISA or Western blot.   

   6.    Samples can be stored at −80 °C. Avoid repeated 
freeze-thawing.      

       1.    Sacrifi ce the mice and sever the tails at the tail base. Place the 
tails in 10 % formalin. At this point the tails can be kept at 4 °C 
until proceeding with the protocol.   

   2.    Decalcify the tails in, for example, Immunocal (Decal Chemical 
Corp) for 48 h.   

   3.    For each tail, generate fi ve transverse 3 μm sections (at or near 
the initial injection site), which include soft tissue as well as 
coccygeal vertebrae.   

   4.    Stain sections with hematoxylin and eosin, or with relevant 
antibodies for immunohistochemical evaluation, using stan-
dard procedures.          

      3T3-CSF   is a fi broblast cell line that produces murine M-CSF, 
which is subsequently used for the generation and culture of  bone 
marrow-derived macrophages.  

    1.    Grow the 3T3-CSF cells in 3 T3 medium until confl uency 
(3–4 days) in a tissue culture-treated 175 cm 2  fl ask, at 37 °C 
with 5 % CO 2 .            

   2.    Remove medium and wash once with PBS to remove traces of 
serum.   

   3.    Add 5 ml of  Trypsin  -EDTA solution and incubate 2–5 min at 
37 °C. Detach cells by scraping and subsequently add 30 ml 
3T3 medium to inactivate Trypsin.   

   4.    Transfer to a 50 ml conical and collect cells by centrifugation 
(250 g, 5 min).   

   5.    Resuspend in 30 ml 3T3 medium. Divide into six new tissue 
culture-treated 175 cm 2  fl asks and adjust fi nal volume to 35 ml 
with 3T3 medium.   

   6.    Incubate until confl uency and then change the 3 T3 medium 
(35 ml).   

3.1.7  Preparation of Tails 
for  Immunohistochemistry  

3.2  Bone Marrow- 
Derived Mouse 
 Macrophage   Infection 
Model

3.2.1  Production 
of M-CSF 
from 3T3-CSF Cells
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   7.    Incubate for 4–5 days, and harvest medium containing M-CSF 
( 3T3-CSF   cell-conditioned medium). Filter-sterilize and pre-
pare 50 ml aliquots. Of note, new 3T3 medium (35 ml) can be 
added on the same cells and the medium can be collected 
another two rounds.   

   8.    Store M-CSF aliquots at −80 °C.    

         1.    Sacrifi ce the mouse and briefl y soak the animal in 70 % ethanol 
to prevent subsequent contamination of the femurs.   

   2.    Pin down the animal and dissect and clean the femurs from 
tissues using a scalpel and scissors.   

   3.    Place femurs in 50 ml conicals containing 5 ml BMM (supple-
mented with 100 units/ml Penicillin and 100 μg/ml 
Streptomycin), and put on ice for at least 15 min.   

   4.    Under sterile conditions, open the femurs by cutting at the tip 
of the joints on both ends of the bone using a razor blade.   

   5.    Using a syringe, fl ush the bone marrow from each bone with 
5 ml cold BMM into a 15 ml conical.   

   6.    Pellet/remove tissue debris by  centrifugation         (60 ×  g , 1 min at 
4 °C).   

   7.    Transfer the supernatant into a new 15 ml conical and subse-
quently collect cells by centrifugation (250 ×  g , 10 min at 
4 °C).      

   8.    Resuspend cells in 6 ml cold BMM. Divide cells into 6–8 non- 
tissue culture treated petri dishes (150 × 15 mm) in a total vol-
ume of 30 ml BMM per plate.      

   9.    Incubate at 37 °C with 5 % CO 2 .   
   10.    On day 4, add 10 ml of BMM into each plate.   
   11.    On day 7, the bone marrow-derived  macrophages      are har-

vested ( see   Note    4  ).      

     On day 7 after generation of bone marrow-derived macrophages, 
cells can be seeded for infection or frozen for long-term storage.         

    1.    Aspirate supernatant from the plate on which the macrophages 
are growing, and add 7 ml cold PBS to each plate.   

   2.    Keep on ice for 5 min.   
   3.    Detach cells by gently using a cell scraper.   
   4.    Transfer the cells into a 50 ml conical. Collect remaining cells 

by washing the plate with 7 ml cold PBS, which is transferred 
into the same conical.   

   5.    Take out an aliquot and stain with Trypan blue. Determine the 
viable cell count using a hemacytometer.   

   6.    Collect cells by centrifugation (250 ×  g , 10 min at 4 °C). 

3.2.2  Generation of  Bone   
Marrow-Derived 
 Macrophages  

3.2.3  Freezing or 
Seeding of  Bone Marrow-
Derived Macrophages     
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  Point 7–9 below relates to freezing of cells. Jump to point 10 
for how to seed cells for infection.    

   7.    Discard the supernatant and resuspend cells to a fi nal concen-
tration of 10 7  viable cells/ml in cold freezing medium.         

   8.    Dispense aliquots of cells in sterile cryogenic storage vials, and 
place vials in a cool cell chamber, which is subsequently placed 
at −80 °C overnight.   

   9.             For long-term storage, transfer frozen cells to −150 °C or liq-
uid nitrogen.   

   10.    Discard the supernatant and resuspend cells in BMM to a fi nal 
concentration that will give you the appropriate number of live 
cells per well ( see  Table  1  and  Note    5  ).

       11.    Dispense the appropriate volume of cells ( see  Table  1 ) to each 
well, and incubate overnight (37 °C with 5 % CO 2 ).          

         1.    Quickly thaw 1 vial of BMDMs (<1 min) in a 37 °C water 
bath.   

   2.    Promptly transfer cells into a 15 ml conical containing 10 ml 
BMM, so as to dilute the DMSO present in the freezing medium.   

   3.    Collect cells by centrifugation (250 ×  g , 5 min).   
   4.    Discard the supernatant and resuspend cells in 5 ml BMM.   
   5.    Dispense the cells in a non-tissue culture treated petri dish 

(150 × 15 mm) containing 25 ml BMM.   
   6.    Incubate at 37 °C with 5 % CO 2   overnight        .   
   7.    Seed cells for infection ( see  Subheading  3.2.3 ).      

3.2.4  Thawing of Frozen 
Bone Marrow-    Derived 
 Macrophages  

        Table 1  
  Recommended numbers of bone marrow- derived    macrophages   to be seeded for infection in different 
plate formats ( see   Note    5  ), as well as the appropriate volume to be used   

 Plate 
format 

 Numbers of 
macrophages to be 
seeded per well 

 Seeding 
volume per 
well 

 Volume of 
bacterial 
inoculum 

 Volume of 1/3 
BMM with 
Amikacin 

 Final volume 
of BMM 

 96- well  0.05 × 10 6   100 μl  100 μl  150 μl  200 μl 

 48- well  0.125 × 10 6   250 μl  250 μl  250 μl  250 μl 

 24- well  0.25 ×  10 6           500 μl  500 μl  500 μl  500 μl 

 12- well  0.5 × 10 6   1 ml  1 ml  1 ml  1 ml 

 6-well  1 × 10 6   2 ml  2 ml  2 ml  2 ml 
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        1.     M. marinum  is grown and prepared essentially as described 
above ( see  Subheading  3.1.1 ) However, 1/3 BMM (i.e., BMM 
diluted 1–3 with RPMI) is used instead of PBS. Moreover, the 
fi nal concentration is adjusted according to the desired multi-
plicity of infection (MOI;  see   Note    6  ).      

        1.    Remove BMM from cells, seeded the day before as described 
above ( see  Subheading  3.2.3 .).   

   2.    Add the bacterial suspension ( see  Table  1  for volume) prepared 
as described above ( see  Subheading  3.2.5 ).   

   3.    Incubate at 32 °C with 5 % CO 2  for 2 h. Of note, from this 
point on all incubations are performed at 32 °C due to the low 
optimal growth temperature of  M. marinum .   

   4.    During the 2 h incubation, perform serial dilutions of the inoc-
ulum and plate on 7H10 agar plates as described above ( see  
Subheading  3.1.1 ) to determine the actual bacterial concentra-
tion in the inoculum. Based on this information the  de facto  
MOI of the infection can be established.   

   5.    Remove supernatant and add 1/3 BMM supplemented with 
200 μg/ml (fi nal concentration) Amikacin to kill off extracel-
lular bacteria ( see  Table  1  for volume).   

   6.    Incubate at 32 °C with 5 % CO 2  for 2 h.   
   7.    Remove supernatant and wash the cells twice with 1/3 BMM 

to remove remaining extracellular bacteria and traces of 
Amikacin.   

   8.    Add the fi nal volume of BMM ( see  Table  1  for volume), and 
incubate infected cells at 32 °C with 5 % CO 2  until further 
 analysis     .      

   For analysis of intracellular growth we generally perform the infec-
tion in a 96-well format.

    1.    At the desired time points postinfection, add Triton X-100 at 
a fi nal concentration of 0.1 %. Incubate for 10 min at room 
temperature to lyse the cells and release intracellular bacteria.   

   2.    Perform a serial dilution (fi ve times tenfold dilution steps) in 
PBS and plate on dry 7H10 agar plates for calculation of 
CFUs/ml. Use square petri dishes (100 × 15 mm) with a grid 
(forming 6 by 6 squares). Drop 10 μl from each dilution into 
squares, let dry and  place         in 30 °C incubator.      

       1.    Collect supernatants from the infections, and uninfected con-
trols, at the desired time point postinfection, and transfer to a 
1.5 ml tube kept on ice.   

   2.    Pellet cellular debris and bacteria by centrifugation (4000 ×  g , 
10 min at 4 °C).   

3.2.5  Preparation of  
M. marinum  for Infection 
of  Bone Marrow- Derived 
Macrophages     

3.2.6  Infection of Bone 
Marrow-Derived 
 Macrophages      with
  M. marinum 

3.2.7  Analysis 
of Intracellular Growth 
in Bone Marrow- Derived      
Macrophages

3.2.8  Collection 
of Infection Supernatants 
for Analysis of Cytokine/
Protein Output
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   3.    Transfer supernatant to a new tube on ice.   
   4.    Analyze cytokine/protein content by, for example, ELISA or 

Western blot.   
   5.    Supernatants can be stored at −80 °C. Avoid repeated 

freeze-thawing.      

   For analysis with Western blot we generally perform the infection 
in 6- or 12-well formats to obtain a suffi cient amount of material.

    1.    At the desired time points, place the plate on ice and remove 
supernatants. Add cold lysis buffer (300 or 150 μl per well for 
experiments performed in 6- or 12-well plates, respectively) to 
the wells. Of note, supernatant can be centrifuged (250 ×  g , 
5 min at 4 °C) to pellet and recover detached cells; similarly 
lyse the pellet and transfer to the corresponding well.   

   2.    Incubate the plate on ice 2–3 min.            
   3.    Scrape each well with the tip of a pipette and transfer the lysates 

to a 1.5 ml tube kept on ice.   
   4.    Agitate the tubes by rotation at 4 °C for 30 min.   
   5.    Pellet cellular debris by centrifugation (13, 400 ×  g , 20 min at 4 °C).   
   6.    Collect the supernatant and store at −80 °C until analysis. 

Avoid repeated freeze-thawing.      

    For microscopy analysis we generally perform the infections in 6- 
or 12-well formats, where the cells are seeded onto fi bronectin- 
coated cover slips, which allow for fi rm adhesion. Figure  2  illustrates 
the ability of  M. marinum  to generate actin-tails in the cytosol of 
infected  macrophages  , thus generating motile force that promotes 
spread [ 18 ,  19 ].

     1.    Place sterile glass coverslips in the bottom of a non-tissue cul-
ture treated 6- or 12-well plate; use 22 or 15 mm diameter 
coverslips, respectively.   

   2.    Coat glass coverslips with PBS containing 10 μg/ml fi bronec-
tin. Add enough solution to cover the entire surface of the 
coverslips.   

   3.    Incubate for 30–45 min at room temperature.   
   4.    Aspirate the solution and rinse the cover slips twice with PBS 

or BMM.   
   5.    Cells can be immediately seeded onto the fi bronectin-coated 

cover slips. We generally seed 4 × 10 5  and 2 × 10 5  cells onto 22 
and 15 mm diameter coverslips, respectively.   

   6.    Proceed with the infection as described above ( see  
Subheading  3.2.6 ).   

3.2.9  Preparation of Cell 
Lysates for Western Blot 
Analysis

3.2.10  Preparation 
of Cells 
for  Immunofl uorescence   
 Microscopy Analysis  
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   7.    After the desired time point postinfection, wash cells on cover-
slips once with pre-warmed PBS.   

   8.    Incubate with 4 % paraformaldehyde (room temperature, 
20 min) to fi x cells.   

   9.    Wash once with pre-warmed or room temperatured PBS.   
   10.    Incubate with PBS supplemented with 0.1 % Triton X-100 

(room temperature, 4 min) to permeabilize cells. Of note, to 
avoid cell lysis it is important to not incubate longer than 4 min.   

   11.    Wash once with PBS.   
   12.    Incubate with PBS supplemented with 1 % Bovine serum albu-

min (BSA; room temperature, 1 h) to block cells. Alternatively, 
this incubation can be performed overnight at 4 °C.   

   13.    Perform the  staining   using reagents/antibodies diluted in PBS 
with 1 % BSA. For most reagents/antibodies, incubation for 
40–60 min at room temperature is suffi cient. Importantly, the 
appropriate dilution for each reagent/antibody, as well as the 
appropriate concentration of BSA (or other means of blocking), 
needs to be experimentally optimized using appropriate controls.   

   14.    Wash three times with  PBS        .   
   15.    Perform the secondary staining using appropriate antibodies 

(diluted in PBS with 1 % BSA).   

  Fig. 2    Image of a bone marrow- derived    macrophage   24 h postinfection with 
 GFP  - expressing  M. marinum . Cells were stained with Phalloidin-594, which 
binds to actin fi laments and visualizes  M. marinum -induced actin-tail formation 
(originally described by Stamm et al. 2003 [ 18 ])       
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   16.    Wash twice with PBS, followed by one rinse with distilled H 2 0.   
   17.    Mount in mowiol using 10 or 15 μl per 15 and 22 mm diam-

eter coverslips, respectively. Place the mowiol on a glass slide, 
and carefully put the coverslip on the drop upside down (such 
that the cells are embedded in mowiol).   

   18.    Let dry in the dark at room temperature.   
   19.    Store at 4 °C until analysis.    

4               Notes 

     1.    Mowiol is prepared as follows: mix glycerol and mowiol and 
then add distilled H 2 O. Leave stirring 2 h at room temperature. 
Add Tris and incubate 10 min at 50–60 °C to dissolve the sol-
ids. Repeat as necessary. Centrifuge (5000×  g , 15 min) to 
remove undissolved material. Collect the supernatant and make 
1 ml aliquots. These can be stored at −20 °C for up to 1 year.   

   2.    4 % Paraformaldehyde is prepared as follows: Add 4 g parafor-
maldehyde to 100 ml PBS. To help dissolve the paraformalde-
hyde add eight drops of 1N NaOH, put in a 65 °C water bath 
and agitate at regular intervals until completely dissolved. 
Filter- sterilize the solution and store aliquots at −20 °C. Once 
thawed, it can be kept for 1 week at 4 °C.   

   3.    We have titrated the inoculum in different mouse strains, and 
found that 1 × 10 6  –1 × 10 7  bacteria/animal is appropriate for 
female  C57BL/6   mice (12 weeks of age). At these concentra-
tions the mice develop local disease in the tail without apparent 
systemic effects. Titration may be needed, especially if using 
other mouse strains. For example, we have found that BALB/C 
mice a much more sensitive to infection, and develop a more 
aggressive tail disease associated with weight loss when infected 
with similar numbers of bacteria. For BALB/C mice, infection 
in the range of 1 × 10 5  bacteria/animal is more appropriate 
(unpublished observations).   

   4.    When generating bone  marrow  -derived  macrophages   it is our 
experience that the fetal calf serum used is of critical impor-
tance. For example, a fraction of intracellular  M. marinum  
normally induces actin tail formation at one polar end of the 
bacteria [ 18 ]. However, this feature is dependent on the sera 
used to generate the macrophages, for unknown reasons 
(unpublished observation). While most sera support out-
growth of macrophages that do allow actin tail formation, we 
always test batches to confi rm that they do before  buying        .   

   5.    Table  1  indicates the standard number of bone marrow-derived 
 macrophages      that are seeded for infection using different plate 
formats. It should be noted, however, that these numbers 
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might need to be adapted depending on the readout used. For 
example, in our experience we need to seed less cells when 
performing infections for microscopy analyses ( see  
Subheading  3.2.10 ), to prevents the cells from becoming too 
confl uent for appropriate visualization.   

   6.    Appropriate MOI for different analyses may need to be opti-
mized for each laboratory (since  macrophages   generated with 
different sera etc. may be more or less sensitive to infection). 
We typically use a low MOI (0.1–1) for analyses of intracellular 
growth over 96 h. For cytokine analysis or microscopy analysis 
at 24 h postinfection we typically use MOI = 5, which gener-
ates robust cytokine output but a very low degree of cell death 
at earlier time points postinfection. In our hands an MOI of 10 
or higher cause signifi cant host cell death already at 24 h 
postinfection.         
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    Chapter 21   

 Generating and Purifying Fab Fragments from Human 
and Mouse IgG Using the Bacterial Enzymes IdeS, SpeB 
and Kgp                     

     Jonathan     Sjögren      ,     Linda     Andersson      ,     Malin     Mejàre      , and     Fredrik     Olsson       

  Abstract 

   Fab fragments are valuable research tools in various areas of science including applications in imaging, 
binding studies, removal of Fc-mediated effector functions, mass spectrometry, infection biology, and 
many others. The enzymatic tools for the generation of Fab fragments have been discovered through basic 
research within the fi eld of molecular bacterial pathogenesis. Today, these enzymes are widely applied as 
research tools and in this chapter, we describe methodologies based on bacterial enzymes to generate Fab 
fragments from both human and mouse IgG. For all human IgG subclasses, the IdeS enzyme from 
 Streptococcus pyogenes  has been applied to generate F(ab′)2 fragments that subsequently can be reduced 
under mild conditions to generate a homogenous pool of Fab′ fragments. The enzyme Kgp from 
 Porphyromonas gingivalis  has been applied to generate intact Fab fragments from human IgG1 and the Fab 
fragments can be purifi ed using a CH1-specifi c affi nity resin. The SpeB protease, also from  S. pyogenes , is 
able to digest mouse IgGs and has been applied to digest antibodies and Fab fragments can be purifi ed on 
light chain affi nity resins. In this chapter, we describe methodologies that can be used to obtain Fab frag-
ments from human and mouse IgG using bacterial proteases.  

  Key words     Fab fragments  ,   F(ab′)2  ,   Bacterial protease  ,   IdeS  ,   Gingipain K  ,   Kgp  ,   SpeB  ,   Analytical 
methods  ,   Affi nity purifi cation   

1     Introduction 

 Antibodies are essential tools in many areas of research and the 
generation of specifi c antigen binding (Fab) fragments without 
the  Fc   fragment is sometimes required. An intact antibody has an 
overall mass of around 150,000 Da and consists of two heavy 
(50 kDa) and two light (25 kDa) chains. Di-sulfi de bridges in the 
hinge region of the antibody hold the heavy chains together. For 
human IgG the number of inter-chain  disulfi de bridges   range from 
2 in IgG1 and IgG4, 4 in IgG2, and 11 in  IgG3               [ 1 ]. The fragment 
of antigen binding (Fab) consists of the variable domain of the 
light and heavy chains and the CH1 domain of the heavy chain 
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and the constant region of the light chain. The Fab fragment of 
the antibody interacts with the antigen, whereas the Fc domain 
(fragment crystallizable) directs the immune effector functions. 

 The discovery and characterization of bacterial enzymes with 
immunomodulatory activities has been an integral part of basic 
research within bacterial pathogenesis and  infection   medicine. 
Molecular studies within the fi eld of infection biology have led to 
the discovery of a number of enzymes with unique activities [ 2 – 4 ]. 
The overall goal has been a deeper understanding of the  virulence   
mechanisms of bacteria as means for therapeutic intervention [ 5 ]. 
However, the specifi c activities of bacterial enzymes have allowed 
several enzymes to be applied as biotechnology tools within the 
biopharmaceutical industry. For instance, bacterial enzymes with 
proteolytic activity on IgG have spurred applications in therapeutic 
antibody characterization, as specifi c tools for imaging, and as tools 
for generating specifi c antibody fragments. In this paper, we will 
focus on three  proteases   with distinct activity on IgG, namely IdeS, 
Kgp, and SpeB and the methodologies for the generation of  Fab 
fragments               [ 6 – 8 ]. 

 The  immunoglobulin   degrading enzymes from   Streptococcus    
  pyogenes   , IdeS, is a cysteine  protease   with specifi c digestion of IgG 
at a single site in the hinge region generating F(ab′)2 and  Fc  /2 
fragments [ 6 ]. The specifi c digestion site of IdeS on human IgG 
(…CPAPELLG / GPSVF…) is identical for all human subclasses, 
including IgG2 (…CPAPPVA / GPSVF…). The enzyme is active 
at pH ranging from 5.1 to 7.6, has a temperature optimum at 
37 °C, and can be inactivated using iodoacetate or iodacetamine 
[ 9 ]. The specifi city and robustness of IdeS have led to multiple 
applications within analytical characterization of therapeutic anti-
body products, studying quality attributes such as  glycosylation  , 
oxidation, deamidation using mass  spectrometry   workfl ows [ 10 –
 13 ]. The specifi city of IdeS is also the key in the therapeutic explo-
ration of this enzyme as a biotherapeutic drug for antibody 
mediated transplantation rejection or antibody driven autoimmune 
disease [ 14 ,  15 ]. In this paper, we describe the use of IdeS to gen-
erate a homogenous pool of Fab fragments, using  affi nity purifi ca-
tion   and mild reduction of the F(ab′)2  fragment              . 

 Kgp is a cysteine  protease   produced by the anaerobe human 
pathogen   Porphyromonas gingivalis    that causes  periodontitis  , an 
infl ammatory disease, which destroys the gums [ 16 ]. Kgp is impli-
cated in the  virulence   of this organism, responsible for  colonization   
and evasion of the  immune response  . The enzyme specifi cally digests 
proteins C-terminal to lysine residues. Proteins are hydrolyzed 
strictly after lysine residues but only if the lysine bond is exposed 
and there are no secondary structure restrictions. Of the human 
IgG subclasses only human IgG1 will be digested into intact Fab 
and  Fc   fragments, as the heavy chain of human IgG1 is cleaved in 
the upper hinge at a single site, …EPKSCDK/THTCPPCP… [ 17 ]. 
Kgp also digests human IgG3 but the CH2 domain is further 
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degraded whereas human IgG2 and IgG4 are not hydrolyzed. The 
hinge region of human IgG2 contains four cysteines, which proba-
bly makes it more rigid and not susceptible to digestion by Kgp. 
Furthermore, the hinge regions of IgG2 and IgG4 are shorter by 
three amino acid residues as compared to IgG1. The Kgp enzyme 
depends on the presence of reducing agents to be active. Mild 
reducing conditions, i.e., 2 mM cysteine, will yield intact Fab frag-
ments of human IgG1. Catalysis may require a catalytic triad, 
Cys477-His444-Asp388 rather than the cysteine-histidine dyad 
normally found in cysteine  proteases   [ 18 ]. The pH optimum of 
Kgp is at pH 8.0–8.5, but it is active at neutral pH and slightly 
below that. Kgp is irreversible inhibited by thiol blocking agents 
such iodacetamide. The best irreversible inhibitor is Z-Phe-Lys-
2,4,6-trimehylbenzoyloxymethylketone and KYT-36 is the most 
potent reversible inhibitor [ 19 ]. Pure and intact Fab fragments can 
be obtained by digestion of human IgG1 with Kgp and subsequent 
purifi cation of the Fab fragments with CaptureSelect™ IgG-CH1 
affi nity matrix. This resin recognizes the CH1 domain of human 
IgG antibodies independent of the light-chain isotype and source 
material. Due to its unique selectivity for the CH1 domain, no co-
purifi cation of free light-chain contaminants will  occur              . 

 SpeB is probably the oldest known proteolytic enzyme from  S.  
  pyogenes   . Although the methodology was rudimental, the character-
ization of a papain like enzyme, dependent on reductive environ-
ment and inhibition by iodoacetic acid, performed by Elliot et al in 
1945 still remains accurate [ 20 ]. The proteolytic activity has since 
been studied on a number of substrates, IgG being one of them [ 8 , 
 21 ]. SpeB has activity in the hinge region of human IgG but it has 
been debated whether this activity has a role in the  virulence   of  S. 
pyogenes.  The SpeB digestion site on human IgG1 has been denoted 
to be similar to that of IdeS (…CPAPELLG/GPSVF…) but 
N-terminal  sequencing   of the  Fc   fragment and our own data show 
digestion above the hinge (…KTHT/CPPCPAP…) [ 8 ,  22 ]. The 
activity of SpeB on human IgG requires reducing conditions, a state 
considered nonphysiological, and thus, it is believed that the diges-
tion of IgG does not occur in vivo [ 23 ]. Still, by adding reducing 
agents such as dithiothreitol (DTT), mercaptoethanol, or  L -cyste-
ine, the enzyme has proven a valuable research tool for specifi c 
digestion of antibodies. SpeB is capable of digesting IgG,  IgA  , IgD, 
IgM, and IgE from humans, and also  immunoglobulins   from other 
species including murine antibodies [ 8 ,  22 ,  24 – 26 ]. In early mono-
clonal  antibody   discovery the murine and rat models remain fre-
quently used and tools are needed to characterize these antibodies, 
for this reason SpeB has been applied to specifi cally digest antibod-
ies for characterization. The primary digestion site on mouse IgG1 
occurs below the  hinge               (…CKPCIC/TVPEVS…) although unpub-
lished data has indicated that further digestion may occur in the 
upper hinge region …CKPC/IC/TVPEVS… and …DCG/
CKPC/IC/TV…, generating Fab fragments. The reason for this 
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effect may be unspecifi c digestion by the enzyme and/or thiol 
disulfi de interchange, as the concentration of cysteine impacts the 
digestion [ 27 ]. The enzyme could be applied in a workfl ow to gen-
erate Fab fragments from a mouse IgG1 antibody utilizing the 
upper hinge digestion. In this paper, we demonstrate for the fi rst 
time the use of SpeB and a kappa-specifi c affi nity resin for generat-
ing and purifying Fab fragments from murine IgG1.  

2    Materials 

       1.    IdeS enzyme and purifi cation kit: FragIT™ Kit (cat# 
A0-FR6- 050, Genovis AB).   

   2.    IgG of choice, in a physiological buffer with pH ranging from 
6.0 to 8.0 and in a concentration of 1–10 mg/mL.   

   3.     Fc   specifi c CaptureSelect™  affi nity purifi cation   column (sup-
plied in the FragIT™ Kit) available as a resin from Thermo 
Fisher (cat# 191285505).   

   4.    Mercaptoethylamine-HCl (2-MEA).   
   5.    Materials to run a SDS- PAGE                  gel.      

       1.    Kgp enzyme and purifi cation resin: GingisKHAN™ Fab Kit 
(cat# B0-GFK-020, Genovis AB).   

   2.    CH1 specifi c CaptureSelect™ affi nity resin (supplied in the 
GingisKHAN™ Fab Kit) available in a resin format from 
Thermo Fisher (cat# 194320005).   

   3.    Human IgG1 of choice in 100 mM Tris pH 8.   
   4.    Materials to run a  SDS-PAGE   gel.      

       1.    SpeB enzyme and  purifi cation   resin: FabULOUS Fab Kit (cat# 
A2-PU2-020, Genovis AB).   

   2.    CaptureSelect™ LC-kappa resin (supplied in FabULOUS Fab 
Kit) available in a resin format from Thermo Fisher 
(cat#1913150).   

   3.    Murine IgG1 of choice in PBS/TBS at neutral pH.   
   4.    Materials to run a  SDS-PAGE   gel.       

3    Methods 

       1.    Prepare the human antibody (subclass 1–4) at 5 mg/mL in 
digestion buffer ( see   Note    1  ).   

   2.    Equilibrate the column with 2 × 300 μl digestion buffer. 
Centrifuge at 200 ×  g  for 1 min.   

2.1  IdeS Digestion, 
 Purifi cation  , and Mild 
Reduction

2.2  Kgp Digestion 
and  Purifi cation   of Fab 
Fragments

2.3  SpeB Digestion 
of Murine IgGs

3.1  Generation 
of Fab Fragments 
Using IdeS
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   3.    Add the antibody to the FragIT™ column. Cap the column 
and incubate at room temperature with end-over-end mixing 
for 15  min              .   

   4.    Collect the F(ab′)2 and  Fc   antibody fragments by centrifuga-
tion at 200 ×  g  for 1 min. For maximum recovery, add 100 μl 
digestion buffer and centrifuge at 200 ×  g  for 1 min, repeat 
once and centrifuge at 1000 ×  g  for 1 min in the fi nal centrifu-
gation step.   

   5.    Equilibrate the CaptureSelect™ column with 2 × 300 μl bind-
ing buffer. Centrifuge at 200 ×  g  for 1 min. Add the eluted 
antibody fragments from  step 3 .   

   6.    Cap the column and incubate with end-over-end mixing for 
30 min at room temperature.   

   7.    Collect the F(ab′)2 fragments by centrifugation at 200 ×  g  for 
1 min. For maximum recovery add 100 μl digestion buffer and 
centrifuge at 200 ×  g  for 1 min. Repeat once and centrifuge at 
1000 ×  g  for 1 min in the fi nal centrifugation step. The  Fc   frag-
ments can be eluted if desired.   

   8.    The eluted F(ab′)2 fragments can now be separated into Fab 
fragments using mild reduction of the hinge thiols.   

   9.    Prepare 500 mM 2-MEA in 50 mM phosphate, 150 mM 
NaCl, 5 mM EDTA, pH 7.2.   

   10.    Add 2-MEA to the F(ab′)2 fragments with a fi nal concentra-
tion of 50 mM and incubate at 37 °C for 90 min.   

   11.    The solution now contains Fab fragments and 2-MEA. To 
remove the 2-MEA a desalting column can be used for rapid 
and convenient processing ( see   Note    2  ).   

   12.    Digestion and separation effi ciency can be visualized by separa-
tion on a  SDS-PAGE   (Fig.  1 ).

              1.    Prepare the human IgG1 antibody in 100 mM Tris, pH 8 ( see  
 Note    3  ).   

   2.    Reconstitute GingisKHAN™ in 200 μL double distilled H 2 O 
to a concentration of 10 units/μl. Reconstitute GingisKHAN™ 
Reducing Agent in 50 μl double distilled H 2 O and keep on ice. 
Use the same day as prepared, it cannot be  stored               ( see   Note    4  ).   

   3.    Add 1 unit GingisKHAN™/ 1 μg human IgG1. Add 
GingisKHAN™ Reducing Agent to the reaction mixture. Add 
1/10 v/v to yield 2 mM cysteine in reaction.   

   4.    Incubate for 1–2 h in digestion buffer at 37 °C ( see   Note    5  ).   
   5.    Equilibrate the CaptureSelect™ column with 2 × 300 μl bind-

ing buffer. Centrifuge at 200 ×  g  for 1 min. Add the 
GingisKHAN™ digested sample from  step 3 .   

   6.    Cap the column and incubate by end-over-end mixing for 
30 min at room temperature.   

3.2  Generation 
and Purifi cation of Fab 
Fragments 
from Human IgG1 
Using Kgp
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   7.    Elute the  Fc   fragments by centrifugation at 200 ×  g  for 1 min. 
For maximum recovery add 100 μl binding buffer and centri-
fuge at 200 ×  g  for 1 min. Repeat once and centrifuge at 
1000 ×  g  for 1 min in the fi nal centrifugation step.   

   8.    Wash the CaptureSelect™ column with 2 × 300 μl binding buf-
fer, centrifuge at 200 × g for 1 min.   

   9.    Add 25 μl neutralizing buffer (0.1 volume) to each collection 
tube. Add 250 μl 0.1 M Glycine, pH 3.0 to each spin column, 
seal the columns, and invert manually a couple of times.   

   10.    Immediately, transfer the CaptureSelect™ CH1 column to 
the collection tube (containing 25 μl neutralizing buffer) and 
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  Fig. 1     SDS-PAGE   analysis of trastuzumab (Herceptin®, human IgG1) digested with IdeS and the resulting 
F(ab′2) fragments purifi ed using CaptureSelect™  Fc   affi nity resin (FragIT™ Kit). Further, the F(ab′)2 frag-
ments were reduced using mild reduction to obtain Fab fragments.  Lane 1  and  7 : MW marker,  lane 2 : Intact 
IgG,  lane 3 : F(ab′)2 and Fc after FragIT digestion column,  lane 4 : Flow-through of F(ab′)2 fragments,  lane 5 : 
Eluted Fc fragments,  lane 6 : Fab fragments after mild  reduction               of F(ab′)2       
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collect the Fab fragments by centrifugation at 200 ×  g  for 
1 min. For maximum recovery repeat  steps 8  and  9  and cen-
trifuge at 1000 ×  g  for 1 min.   

   11.    Separate the produced Fab fragments on a  SDS-PAGE   gel as a 
 control               (Fig.  2 ).

              1.    Prepare the mouse IgG1 in PBS or TBS.   
   2.    Reconstitute FabULOUS® in 50 μl double distilled water to a 

concentration of 40 units/μl.   
   3.    Add 1 unit FabULOUS®/1 μg IgG. Add cysteine to the reac-

tion mixture to a fi nal concentration of 30-50mM cysteine in 
the reaction ( see   Note 6 ).   

   4.    Incubate the enzymatic reaction for 1 h at 37 °C.   

3.3  SpeB Digestion 
for Generation of Fab 
Fragments 
from Mouse IgG1
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  Fig. 2     SDS-PAGE   analysis of purifi ed Fab fragments from trastuzumab (Herceptin®) using Kgp digestion and 
purifi cation of Fab fragments on CaptureSelect™ CH1 affi nity resin (GingisKHAN™ Fab Kit).  Lane 1  and  6 : MW 
marker,  lane 2 : Intact human IgG1,  lane 3 : Fab and  Fc   fragments after Kgp digestion,  lane 4 : Flow-through Fc 
fragments and Kgp enzyme,  lane 5 : Eluted  Fab fragments                     
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   5.    Purifi cation of the Fab fragments. Equilibrate the 
CaptureSelect™ LC kappa column ( see   Note    7  ) with 2 × 300 μl 
PBS or TBS ( see   step 1 ). Centrifuge at 200 ×  g  for 1 min. Add 
the FabULOUS digested sample from  step 3 .   

   6.    Cap the column and incubate by end-over-end mixing for 
30 min at room temperature.   

   7.    Elute the  Fc   fragments by centrifugation at 200 ×  g  for 1 min. 
For maximum recovery add 100 μl binding buffer and 
centrifuge at 200 ×  g  for 1 min. Repeat once and centrifuge at 
1000 ×  g  for 1 min in the fi nal centrifugation step.   

   8.    Wash the CaptureSelect™ LC-kappa column with 2 × 300 μl 
binding buffer, centrifuge at 200 ×  g  for 1 min.   

   9.    Add 25 μl neutralizing buffer (0.1 volume) to each collection 
tube. Add 250 μl 0.1 M Glycine, pH 3.0 to each spin column, 
seal the columns and invert manually a couple of times.   

   10.    Immediately, transfer the CaptureSelect™ LC-kappa column 
to the collection tube (containing 25 μl neutralizing buffer) 
and collect the Fab fragments by centrifugation at 200 ×  g  for 
1 min. For maximum recovery repeat  steps 8  and  9  and cen-
trifuge at 1000 ×  g  for 1 min.   

   11.    Analyze the produced Fab fragments on a  SDS-PAGE   gel as a 
 control               (Fig.  3 ,  see   Note    5  ).

4                   Notes 

     1.    IdeS is active in a range of physiological buffers including 
phosphate buffered saline (PBS) pH 6.0–8.0, Tris buffer 
pH 7.0–8.0, MES buffer pH 5.5–6.5, HEPES buffer 7.0–8.0, 
ammonium bicarbonate buffer pH 6.0–7.0, sodium acetate 
buffer pH 6.0, and common antibody formulation buffers. 
Digestion buffer in the protocol refers to any of the above- 
mentioned buffers.   

   2.    For F(ab′)2 fragments that have been reduced using 2-MEA it 
is sometimes necessary to remove the 2-MEA using desalting. 
From our experience, using desalting columns from GE 
Healthcare (NAP 5, NAP 10, NAP 25) and similar G25 
Sephadex™ columns have proven effective in removing the 
2-MEA.   

   3.    The digestion effi ciency of GingisKHAN™ may be negatively 
affected by the presence of salts. A recommendation is to keep 
the salt concentration in the reaction below 75 mM NaCl.   

   4.    The GingisKHAN™ reducing agent contains 20 mM cysteine. 
The cysteine concentration in the reaction is 2 mM cysteine. 
This will allow the enzyme to be catalytically active, while it 
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retains the  disulfi de bridges   between the heavy and light chains. 
Also note that upon reconstitution the GingisKHAN™ reduc-
ing agent may appear cloudy. This does not affect the perfor-
mance of the enzyme but make sure to mix the reducing agent 
properly prior addition to the enzymatic reaction.   

   5.    To achieve optimal digestion effi ciency, the incubation time 
may need to be optimized for individual antibodies.   

   6.    Prepare cysteine and make sure it is at neutral pH. Cysteine 
neutral solution needs to be freshly prepared and used the 
same day as prepared. Care must be taken so that the cysteine 
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  Fig. 3     SDS-PAGE   analysis of Fab fragments from a mouse IgG1 antibody digested with SpeB and purifi ed using 
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    Chapter 22   

 Measuring Antibody Orientation at the Bacterial Surface                     

     Oonagh     Shannon     and     Pontus     Nordenfelt      

  Abstract 

   Many bacteria have the ability to interact with antibodies as a means to circumvent the immune response. 
This includes binding to the Fc portion of antibodies, effectively reversing the antibody orientation and 
thus decreasing the Fc-mediated immune signaling. Since antibody orientation at the bacterial surface has 
been shown to be important in human disease, it is valuable to be able to assess how antibodies are inter-
acting with bacterial pathogens. Here, we describe a method to measure the proportion of human IgG 
that are bound via their Fc or Fabs to a bacterial surface. This is achieved by treating antibody-coated 
bacteria with the bacterial enzyme IdeS – which will cleave IgG into Fc and Fab fragments – and subse-
quently detect remaining fragments with fl uorescent Fabs. The method is easy and fast, and the principle 
is most likely also applicable to other systems where distinguishing between antibody Fc and Fab binding 
is important.  

  Key words     IgG  ,   Bacteria  ,   Flow cytometry  ,   IgG-binding proteins  ,   IdeS   

1     Introduction 

 The correct binding of antibodies – or  opsonization   – is essential for 
an effi cient  immune response  , whether it be initiating the comple-
ment system or triggering  phagocytosis  . The biological importance 
is demonstrated not only by the large number of bacterial patho-
gens that have  IgG-binding proteins     , or the many different types of 
IgG-interacting bacterial proteins, but also by the fact that this is an 
example of convergent evolution [ 1 ]. Protein G [ 2 ] from Group G 
 streptococcus  , protein A [ 3 ] from   Staphylococcus aureus   , and  pro-
tein H   [ 4 ] from  Streptococcus    pyogenes    have very little in common 
structurally, but have very similar biological function [ 1 ]. The 
resulting bacterial  Fc  -binding is dependent on both the competing 
affi nities of antibody Fabs and bacterial  surface proteins   as well as 
the local antibody concentrations [ 5 ]. A more detailed characteriza-
tion of when and where antibodies are correctly oriented, i.e., bind-
ing in an opsonizing manner, will likely give us a better understanding 
of the pathogenesis of different bacteria in  humans   [ 6 ]. 
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 The  IgG   orientation method presented here (Fig.  1 ) is based 
on the assay used in a previous study on antibody orientation on 
Gram-positive bacteria [ 5 ]. Bacteria are fi rst coated with antibod-
ies, either in complex environments such as blood  plasma   or saliva, 
or in pure antibody solutions ( see   Note    1  ). After washing, they are 
then treated with the bacterial IgG-degrading enzyme  IdeS   [ 7 ]. 
This enzymatic cleavage is highly effi cient and specifi c for the hinge 
region of IgG, resulting in either F(ab) 2 ′ or  Fc   fragments remain-
ing on the bacterial surface. By splitting each sample before addi-
tion of IdeS, the  Fab   and Fc signal can be quantifi ed using fl ow 
cytometry (Fig.  2 ), and thereby the proportion of  Fab   or  Fc   bind-
ing can be measured.

2        Materials 

 In this chapter, we are specifi cally describing the protocol for the  S.  
  pyogenes    AP1 strain, so all media and other bacteria-specifi c reagents 
will need to be exchanged to match the particular bacteria being 
studied. 

       1.    Na-medium: 5.6 mM glucose, 127 mM NaCl, 10.8 mM KCl, 
2.4 mM KH 2 PO 4 , 1.6 mM MgSO 4 , 10 mM Hepes, and 
1.8 mM CaCl 2 ; pH adjusted to 7.4 with NaOH ( see   Note    2  ).   

   2.     IgG   solution, monoclonal IgG for  Fc  -binding control and 
polyclonal IgG for  opsonization   ( see   Note    3  ).   

   3.    10 μg/μl  IdeS   ( see   Note    4  ).   

2.1  Bacteria 
and Antibody 
Reagents
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  Fig. 1     IgG   orientation assay. Bacteria are preincubated with IgG, washed and treated with  IdeS  , a proteinase of 
 S.    pyogenes    which specifi cally cleaves IgG in the lower hinge region generating two half  Fc   fragments and one 
F(ab)′ 2  fragment. Each sample is measured before and after IdeS treatment to determine which fragments of 
the bound IgG antibodies that remains at the bacterial surface following proteolytic cleavage. IgG fragments 
are identifi ed and measured by fl ow cytometry with fl uorescently labeled  Fab   fragments raised against human 
IgGFc or IgGFab fragments. Note: This is merely an illustration and both IgGFc and IgGFab are detected in the 
far red channel, using parallel samples and not simultaneously in the same sample       
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Add
bacteria

Disperse bacteria
through sonication

Incubate with IgG at 37 °C
Wash steps
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Incubate both at 37 °C
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Divide into FACS tubes

  Fig. 2    Sample handling. Outline of the sample handling for the  IgG   orientation assay. The number of tubes will 
be multiplied by X  conditions         
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   4.    Bacteria, heat-killed or live  S. pyogenes   AP1  .   
   5.    Microcentrifuge tube centrifuge with swing-out rotor ( see  

 Note    5  ).   
   6.    Microcentrifuge sonicator (VialTweeter, Hielscher).   
   7.    CountBright counting beads (Invitrogen).   
   8.    Low-binding microcentrifuge tubes (Costar).      

       1.    Goat  Fab   anti-human Fab DyLight 649 (Jackson,  see   Note    6  ). 
1:50 stock concentration.   

   2.    Goat Fab anti-human  Fc   DyLight 649 (Jackson). 1:50 stock 
concentration.   

   3.    Syto9 (Invitrogen). 1:800 stock concentration.       

3    Methods 

 The assay is divided into the following parts: Initial preparation of 
the bacteria; separating bacterial aggregates and binding of bacte-
ria; enzymatic cleavage of bound antibodies into  Fab   and  Fc   frag-
ments; labeling of bacteria and remaining antibody fragments; and 
fi nally analysis using a fl ow cytometer ( see  also Fig.  1 ). A general 
overview of the sample handling is illustrated in Fig.  2 . 

       1.    Grow bacteria to early exponential phase ( see   Note    7  ).   
   2.    Wash three times with cold PBS (2000 ×  g , 10 min, angle rotor).   
   3.    Resuspend in Na-medium and place on ice.      

        1.    Adjust the concentration of bacteria to 10 million per 100 μl 
by diluting with Na-medium. The samples should be in low- 
binding microcentrifuge tubes.   

   2.    Place samples in the middle position on microcentrifuge soni-
cator and sonicate using 100 % amplitude and a 0.5 cycle for 
1 min ( see   Note    8  ).   

   3.    Take 100 μl nonaggregated bacteria and combine with  IgG   solu-
tion and Na-medium for a total volume of 200 μl ( see   Note    9  ).   

   4.    Incubate for 30 min at 37 °C under shaking (500 rpm) 
conditions.   

   5.    Wash twice with 500 μl Na-medium (3000 ×  g , 5 min, swing- 
out rotor, soft deceleration).   

   6.    Resuspend in 450 μl Na-medium.      

       1.    Divide the bacteria into two new tubes with 200 μl in each.  See  
SPLIT 1 in Fig.  2 .   

   2.    Add 1 μl  IdeS   to one of the tubes (end concentration 50 ng/
ml) ( see   Note    10  ).   

2.2  Antibodies 
and Fluorescent Dyes 
for Flow Cytometry

3.1  Preparation 
of  Bacteria  

3.2   Sonication   
and  Opsonization  

3.3  Enzymatic 
Cleavage of Bound 
Antibodies
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   3.    Incubate for 2 h at 37 °C.   
   4.    Centrifuge and resuspend in 200 μl Na- medium  .      

        1.    Divide the bacteria into two fl ow cytometry tubes with 100 μl 
in each.  See  SPLIT 2 in Fig.  2 .   

   2.    Add 100 μl staining solution (end concentration 1:1600 Syto9, 
and 1:100 anti-human  Fab  ) ( see   Note    11  ).   

   3.    Incubate at room temperature for 30 min in the dark.   
   4.    Add 500 μl Na-medium ( see   Note    12  ).   
   5.    Continue with analysis in fl ow cytometer.      

       1.    Set the fl ow cytometer to logarithmic scale.   
   2.    Adjust the side scatter threshold to exclude small debris but 

include single bacteria.   
   3.    Prepare a sample for volumetric calibration and background 

fl uorescence by taking 100 μl non-opsonized bacteria (from 
Subheading  3.2  , step 2 ), 100 μl staining solution, 50 μl 
Countbright beads and 500 μl Na-medium ( see   Note    13  ).   

   4.    Set forward and side scatter gate on bacteria.   
   5.    Analyze the fl uorescence in the FL-1 (green, bacterial DNA) 

and FL-4 (far red, IgGFc or IgGFab) channels.   
   6.    The  Fab   and  Fc   signal combined is set to 100 % and the volu-

metric calibration (using CountBright) is used to compensate 
for potential absolute bacterial concentration differences 
between the different samples ( see   Note    14  ).   

   7.    Figure  3  shows example of results with monoclonal  IgG   and 
IVIG (pooled human IgG from thousands of individuals)   .

4                          Notes 

     1.    Monoclonal  IgG   not targeting bacterial epitopes works well as 
a control for bacterial  Fc  -binding.   

   2.    Other buffered media, such as PBS, also works well.   
   3.    The compatibility of the bacterial  IgG-binding proteins   with 

the species for the source of antibody needs to be considered.   
   4.     IdeS   can be purchased under the name FABricator from 

Genovis.   
   5.    Angle rotor can work but will typically result in larger losses 

during each step.   
   6.    These secondary antibody fragments need to be Fabs to avoid 

binding by IgGFc-binding bacterial proteins. If studying 
IgGFab- binding proteins such as  protein L   (binds light chain 

3.4  Label Bacteria 
and Antibody 
Fragments

3.5  Analysis 
with Flow Cytometer

Antibody Orientation on Bacteria
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of IgG [ 8 ]), this needs to be taken into consideration when 
interpreting the results.   

   7.    The expression of many  virulence      factors is dependent on the 
growth phase.   

   8.    The  S. pyogenes  AP1 strain aggregates strongly and this is a 
necessary step for later quantitative analysis and to reduce clog-
ging of fl ow cytometer tubing. For other species, sonication 
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  Fig. 3    IgG orientation with monoclonal and polyclonal  IgG  . Example of data from 
analysis of wild-type  S.    pyogenes    and  protein H   mutant. The bacteria were pre-
incubated with monoclonal IgG or polyclonal IgG at different concentrations and 
treated with  IdeS  . The remaining IgG fragments at the bacterial surface were 
measured using fl ow cytometry as outlined in this chapter. Values are mean ±  SEM   
of three independent experiments. For monoclonal IgG, no bound antibodies 
were detected at the surface of  protein H   mutant  bacteria         
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might not be needed at all, or can be done using water bath 
 sonication   instead, although the latter is diffi cult to achieve in 
a reproducible manner.   

   9.    Small (0.65 ml) low-binding microcentrifuge tubes are recom-
mended to minimize potential losses.   

   10.    Lower concentrations will most likely also work well due to the 
effi ciency of the enzyme.   

   11.    The specifi c concentrations can be titrated to fi nd an optimal 
signal to noise.   

   12.    This dilution is to avoid an additional wash step and has been 
tested empirically to work well enough in most cases. If signal 
to noise is low, a wash step can be introduced or alter the  Fab   
concentrations and incubation times.   

   13.    The bacteria should ideally be included in the staining step ( see  
Subheading  3.4 ,  step 2 ) and then the beads can be added 
 afterward  .   

   14.    This is particularly important if different bacteria with different 
adhesion characteristics are to be compared, as this will typi-
cally result in variation in the amount of bacteria lost in each 
centrifugation step.         
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    Chapter 23   

 Toward Clinical use of the IgG Specifi c Enzymes IdeS 
and EndoS against Antibody-Mediated Diseases                     

     Mattias     Collin      and     Lars     Björck     

  Abstract 

   The endoglycosidase EndoS and the protease IdeS from the human pathogen  Streptococcus pyogenes  are 
immunomodulating enzymes hydrolyzing human IgG. IdeS cleaves IgG in the lower hinge region, while 
EndoS hydrolyzes the conserved N-linked glycan in the Fc region. Both enzymes are remarkably specifi c 
for human IgG that after hydrolysis loses most of its effector functions, such as binding to leukocytes and 
complement activation, all contributing to bacterial evasion of adaptive immunity. However, taken out of 
their infectious context, we and others have shown that IdeS and EndoS can alleviate autoimmune disease 
in a number of animal models of antibody- mediated disorders. In this chapter, we will briefl y describe the 
discovery and characterization of these unique enzymes, present the fi ndings from a number of animal 
models of autoimmunity where the enzymes have been tested, and outline the ongoing clinical testing of 
IdeS. Furthermore, we will discuss the rationale for further development of IdeS and EndoS into novel 
pharmaceuticals against diseases where IgG antibodies contribute to the pathology, including, but not 
restricted to, chronic and acute autoimmunity, transplant rejection, and antidrug antibody reactions.  

  Key words     Immunoglobulins  ,   Proteases  ,   Glycosylation  ,   Glycan hydrolysis  ,   Immune evasion  , 
  Autoimmunity  ,   Transplant rejection   

1     Introduction 

 During evolution microbes inhabiting the human body have devel-
oped a plethora of means to survive, and unsuccessful genotypes 
and phenotypes have been outcompeted. As a result of this evolu-
tionary process, microbes still around have become the true experts 
of our physiology and especially our immune defenses. 
Characterization of the microbial components involved in  immune 
evasion   is essential to understand the interplay between the microbe 
and the human host in a healthy and diseased state. Another intrigu-
ing aspect of microbial immunomodulation is that such mecha-
nisms could be exploited for other purposes such as suppression of 
 autoimmunity  , or to alleviate other adverse immune reactions such 
as  transplant rejection   or antidrug antibody reactions. Such 



340

pathogen-derived immunomodulating molecules from viruses, bac-
teria, fungi, and parasites have been evaluated as experimental ther-
apeutics against both innate and acquired immunity- mediated 
conditions [ 1 – 6 ]. In this chapter, we will introduce two immuno-
modulating enzymes from the human pathogen  Streptococcus    pyo-
genes      , IdeS and EndoS, which both are specifi c for human IgG, but 
have distinct modes of action. We will present evidence from a 
number of animal models of autoimmunity supporting that these 
two enzymes could represent novel types of therapies against anti-
body-mediated diseases (summarized in Table  1 ). Furthermore, we 
will also discuss the ongoing clinical testing of IdeS against  trans-
plant rejection   and the future development of both enzymes as 
drugs against acute and chronic antibody- mediated  diseases        .

2       Antibody-Hydrolyzing Enzymes from Bacteria 

   The strictly human pathogen  S .   pyogene    s  is a well-characterized 
example of a bacterial pathogen that expresses a whole array of 
immunomodulating proteins, both surface associated and secreted 
(for a review  see  ref. [ 7 ]).  Immunoglobulins   are key molecules in 
the adaptive  immune response  , and it is therefore not a surprise 
that bacteria that successfully colonize or infect human have devel-
oped multiple mechanisms to evade recognition and killing medi-
ated by antibodies. A very important group of  immune evasion   
proteins in Gram-positive bacteria are the cell- wall   anchored 
 immunoglobulin   binding proteins [ 8 ]. A completely different 
mechanism is enzymatic hydrolysis of antibodies by bacterial 
secreted enzymes. One very well studied group of enzymes are the 
 IgA    proteases  , which can be found in a number of  mucosal   colo-
nizing/infecting bacteria such as   Streptococcus      pneumoniae   , 
  Neisseria meningitidis   ,   Neisseria gonorrhoeae   ,   Streptococcus mitis   , 
  Streptococcus mutans   ,   Haemophilus infl uenzae   , and   Prevotella   . 
These proteases are highly specifi c for the hinge region of  IgA   and 
hydrolysis leads to elimination of  Fc  -mediated effector functions 
(for a review  see  ref. [ 9 ]). Proteases with similar specifi city for IgG 
were until quite recently not known; however, a number of bacte-
rial broad spectrum  proteases   including the major secreted protein 
from  S .   pyogenes   ,  SpeB  , have been reported to also hydrolyze/
degrade IgG, but the physiological relevance can, in many cases, be 
 questioned         [ 9 – 11 ]. In contrast, in the same bacterium,  S. pyogenes , 
an additional secreted cysteine proteinase, with extreme specifi city 
for human IgG has been identifi ed. This enzyme, IdeS, hydrolyzes 
all subclasses of human IgG below the disulfi de  bridge   in the hinge 
region and thereby generates F(ab′) 2  and monomeric Fc fragments 
(1/2 Fc) [ 12 ]. The unique specifi city of IdeS for IgG is its most 
noteworthy property, and is explained by the fact that IdeS has to 
bind to the Fc region of IgG before cleavage can occur; the speci-
fi city relies on this initial protein-protein interaction [ 13 ]. From a 
bacterial point of view this of course serves an important purpose; 

2.1  The  IgG 
Protease      IdeS
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bacteria are protected from IgG-mediated opsonophagocytosis 
[ 14 ,  15 ]. Interestingly, IdeS not only hydrolyzes soluble IgG, but 
also IgG being part of the  B-cell   receptor ( BCR  ), thereby blocking 
antigen binding to the BCR which may further enhance the immu-
nosuppressive effect [ 16 ]. True homologs to IdeS have also been 
identifi ed in animal isolates of the   Streptococcu    s    equ    i  subspecies  equi  

   Table 1  
  EndoS/IdeS in animal models of autoimmunity   

 Disease model  Enzyme  Effects seen  Refs 

 Healthy rabbits  EndoS/IdeS  Complete hydrolysis of IgG pool, antibody 
response against EndoS/IdeS, no apparent 
negative health effects 

 [ 34 , 
 35 ] 

 Immune thrombocytopenic 
purpura (ITP) in mice 

 EndoS/IdeS  Pretreatment of IgG and direct injection of 
IdeS/EndoS rescued mice from lethal 
disease. EndoS pretreatment of IgG inhibited 
platelet depletion in a subclass-dependent 
manner 

 [ 34 , 
 35 , 
 37 ] 

 Collagen—and collagen 
antibody induced arthritis in 
mice (CIA, CAIA) 

 EndoS/IdeS  Pretreatment of IgG with EndoS inhibited 
induction of arthritis and gave milder 
arthritis than untreated IgG. IdeS hydrolyzed 
IgG in vivo, reduced severity, and delayed 
onset of arthritis 

 [ 36 , 
 38 ] 

 Lupus-prone mice  EndoS  No activity on development of autoantibodies. 
 Two injections of EndoS signifi cantly 

prolonged life and reduced disease severity. 

 [ 37 ] 

 Serum transfer arthritis in mice  EndoS  Pretreatment of K/BxN serum with EndoS 
decreased joint swelling, inhibited cellular 
infi ltration, and improved the clinical score 

 [ 37 ] 

 Goodpasture’s disease in mice  EndoS/IdeS  Both enzymes inhibited proteinuria, IdeS 
hydrolyzed anti-GBM antibodies and inhibited 
complement deposition in the kidney 

 [ 43 ] 

 ANCA-mediated vasculitis in 
mice 

 EndoS  Pretreatment of anti-MPO antibodies reduced 
kidney dysfunction and glomerular crescent 
formation. Early direct treatment with EndoS 
reduced kidney damage and dysfunction 

 [ 44 ] 

 Experimental autoimmune 
encephalomyelitis (EAE) in 
mice 

 EndoS  Systemically administered EndoS signifi cantly 
improves the clinical score and inhibits 
demyelinization 

 [ 50 ] 

 Neuromyelitis optica  EndoS/IdeS  EndoS pretreatment of anti-AQP4 inhibits 
disease and treated antibodies blocks 
demyelinization. IdeS cleaves anti-AQP4 IgG 
in vivo and alleviates NMO 

 [ 53 , 
 54 ] 

 Epidermolysis bullosa acquisita 
(EBA) in mice (auto 
immune blistering disease) 

 EndoS  Pretreatment of anti-Col7 antibodies inhibited 
development of disease, direct EndoS 
treatment alleviates disease in both passively 
and actively immunized mice 

 [ 59 ] 
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and  zooepidemicus  [ 17 ]. Besides the therapeutic potential of IdeS, 
further outlined below, the enzyme has been successfully devel-
oped into an excellent tool to analyze IgG for research purposes, 
and for the development of IgG-based  pharmaceuticals         (see 
Chapter   21     in this volume).        

   Most human proteins are posttranslationally modifi ed with carbo-
hydrate structures (glycans) and the immune system is no excep-
tion [ 18 ]. Among the antibodies, IgG is the “simplest”  glycoprotein   
with one complex   N -linked   glycan on Asn297 on each heavy chain 
in the  Fc   fragment. Minor changes in this glycan have major effects 
on the effector functions of IgG, including altered binding to 
Fc- receptors   on leukocytes and activation of the complement sys-
tem. It is therefore not surprising that bacteria have evolved 
enzymes that can modify these glycans on IgG. Glycan hydrolases 
from bacteria have been extensively used as glycoprotein mapping 
and modifi cation tools. These are, for instance, a family of enzymes 
(EndoF 1–3  and PNGaseF) from the opportunistic pathogen 
  Elizabethkingia meningoseptica    with activity on  N -linked glycans 
on glycoproteins [ 19 – 21 ]. However, it is not until quite recently 
the focus has turned toward enzymes with activity on the  glyco-
protein   IgG. The endoglycosidase EndoS from  S .   pyogenes    was the 
fi rst IgG-specifi c glycan hydrolase to be described [ 22 ]. In contrast 
to many other characterized endoglycosidases that are not protein 
specifi c, EndoS only hydrolyzes native and fully folded IgG or Fc, 
suggesting protein-protein interactions in addition to glycan rec-
ognition [ 23 ,  24 ]. True EndoS homologs have also been found in 
 S .   equ    i  subsp.  equi , and closely related enzymes have been identi-
fi ed in animal isolates of   Streptococcus      dysgalactiae    subsp.  dysgalat-
ictiae  [ 25 ,  26 ]. EndoS hydrolysis of IgG in vitro leads to increased 
bacterial survival due to reduced  phagocytosis   and  complement   
activation [ 27 ], but in a nonimmune state EndoS does not con-
tribute to  virulence   in mice [ 28 ]. However, analysis of the IgG 
 glycosylation            state in patients with mild and severe  S .   pyogene    s  
 infections   indicates that IgG  glycan hydrolysis   does occur, espe-
cially in the most severe cases of infections such as severe sepsis or 
septic shock (Naegeli et al., in preparation). In addition to the 
evaluation of EndoS as a novel pharmaceutical, the enzyme and the 
variant EndoS2 are already well-established glycan mapping and 
antibody modifi cation tools [ 29 ,  30 ].   

3    Experimental Treatment with IgG—Hydrolyzing Enzymes 

   Autoimmune diseases constitute an enormous health burden by 
affecting approximately 5 % of the human population (NIH 
Autoimmune Coordinating Committee 2002), and by being a 
leading cause of death among young and middle-aged women 
in the industrialized world [ 31 ]. Autoimmune diseases are 
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characterized by an immune system that has turned against our 
own bodies in one or several ways. Many of the diseases are very 
complex in nature and involve both cellular and antibody-medi-
ated destruction of cells and tissues. However,  autoantibodies  , 
primarily of the IgG isotype, are involved in the pathological 
process of many of the diseases [ 32 ]. This is also the case for 
rejection of transplanted organs, where antibodies directed 
against the transplant play an important role [ 33 ]. Therefore, 
enzymes like IdeS and EndoS that hydrolyze IgG with a high 
degree of specifi city present themselves as a potential novel type 
of pharmaceuticals against IgG-driven pathological conditions. 
However, there have been many obstacles that needed to be 
overcome before venturing into specifi c disease models. One 
important aspect is in vivo activity and specifi city to avoid off 
target and adverse effects. This was addressed early on for both 
IdeS and EndoS, where both enzymes proved to be very effi -
cient and well tolerated in healthy rabbits and could be admin-
istered repeatedly without any obvious adverse  effects         [ 34 ,  35 ].  

   Based on the very effi cient and specifi c IgG proteolysis and IgG 
 glycan hydrolysis   by IdeS and EndoS, respectively, we were stimu-
lated to elucidate if these enzymes could be used to treat antibody- 
mediated immunological diseases including  autoimmunity  . This 
was made possible through a series of in-house studies, but most 
importantly very fruitful collaborations with experts within the 
fi eld of autoimmunity. The fi rst model in which both EndoS and 
IdeS were tested was a  mouse models   of collagen antibody induced 
(CAIA) and  collagen   induced  arthritis   (CIA) that was performed 
as a collaboration with Rikard Holmdahl’s group (presently at 
Karolinska Institute). Here, it was clearly shown that EndoS pre-
treatment of arthritogenic antibodies against collagen type II gen-
erated less  immune complexes   and inhibited the development of 
arthritis in CAIA mice [ 36 ]. This was later confi rmed in a serum 
transfer model of  arthritis   [ 37 ]. For IdeS it was shown that IgG 
was hydrolyzed in vivo in mice, and that early treatment could 
reduce the severity of arthritis. Furthermore, IdeS treatment 
delayed the onset and reduced the severity of CIA [ 38 ]. These 
proof-of-concept studies indicated that both enzymes indeed could 
inhibit antibody-mediated pathology and stimulated further 
 development        .  

   Autoimmunity of the blood in many ways presents itself as an ideal 
situation for testing enzymatic antibody hydrolysis, since the 
pathology largely takes place in a very accessible compartment, the 
blood stream. We therefore fi rst turned to a fairly simple mouse 
model of autoimmune depletion of  platelets  , immune thrombocy-
topenic purpura ( ITP  ), based on rabbit antibodies against mouse 
platelets. ITP is a quite common isolated condition, or as a part of 
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other autoimmune diseases [ 39 ,  40 ]. In the process, we also tested 
IdeS and EndoS activity in healthy rabbits which demonstrated 
that the enzymes were effi cient and could be administered several 
times in the same animal [ 34 ,  35 ]. For EndoS, we could show that 
pretreatment of rabbit anti-platelet  antibodies   abolished pathoge-
nicity, and for both EndoS and IdeS we could show that direct 
treatment could rescue mice even at a very late stage of the disease 
with severe lack of platelets and signs of subcutaneous bleeding 
[ 34 ]. For EndoS we could, in collaboration with Falk Nimmerjahn’s 
group (University of Erlangen), subsequently confi rm these fi nd-
ings in another model of  ITP  , based on mouse monoclonal  anti-
bodies   against platelets, even though there were some IgG subclass 
 differences         [ 37 ]. 

 Autoimmune destruction of  erythrocytes   ( autoimmune hemo-
lysis   or anemia) can also be an isolated disease, or be a component 
of systemic autoimmune diseases such as Systemic Lupus 
Erythematosus ( SLE  ) [ 41 ]. In collaboration with the groups of 
Martin L Olsson and Shozo Izui (Lund University and University 
of Geneva), we could show that EndoS treatment of human anti- 
RhD antibodies, or rabbit antihuman erythrocyte antibodies effi -
ciently inhibited in vitro hemolysis. In a mouse model using mouse 
monoclonals against erythrocytes, EndoS could also reduce hemo-
lysis, classical  complement activation  , and erythrocyte  phagocyto-
sis   in the liver [ 42 ]. These studies clearly indicated that both EndoS 
and IdeS are very effi cient in suppressing antibody-mediated 
experimental disease of the blood, suggesting that the enzymes 
might be very useful in human autoimmune anemia and bleeding 
 disorders        .  

   Antibody-mediated disease affecting the kidney is fairly common, 
in isolated form or as a component of systemic autoimmune dis-
eases such as  SLE  ,  Goodpasture’s disease  , and vasculitis. In col-
laboration with the groups of Peter Heeringa (University of 
Groningen), Thomas Hellmark (Lund University), Mårten 
Segelmark (presently Linköping University), and Mohamed R 
Daha (University of Leiden), we have addressed the effect of both 
EndoS and IdeS in mouse models of  Goodpasture’  s disease and 
ANCA(anti-neutrophil cytoplasmic  autoantibodies  )-mediated vas-
culitis. In the model of  Goodpasture’s   disease it was shown that 
both enzymes could inhibit the severe proteinuria, and  IdeS   cleaved 
the anti-GBM (glomerular basement membrane) IgG antibodies 
and thereby inhibited complement deposition in the kidney [ 43 ]. 
In the ANCA-mediated vasculitis model, EndoS pretreatment of 
anti-MPO (myeloperoxidase) IgG reduced the signs of kidney dys-
function (hematuria, leukocyturia, albuminuria), and both  neutro-
phil   migration and crescent formation in the glomeruli were 
inhibited. Furthermore, early, but not late, direct treatment with 
EndoS reduced kidney damage and dysfunction [ 44 ]. Taken 
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together, these studies show that both enzymes could potentially 
be used in autoimmune kidney diseases, but IdeS clearly stands out 
as the more effi cient option under these conditions.  

   Most of the hitherto described autoimmune disease models rely on 
passive transfer of pathogenic antibodies, and might not fully refl ect 
the complexity of a naturally developing autoimmune disease. We 
therefore turned to a  mouse model   of  SLE  , where BXSB mice 
spontaneously develop a disease with an  autoantibody   profi le, dis-
ease progression, and pathology that closely resembles the human 
disease [ 45 ]. In this model EndoS treatment at weeks 18 and 26 
could signifi cantly prolong the life of the BXSB mice, in fact to the 
same extent as when the common γ-chain is knocked out in this 
background [ 37 ,  46 ]. This suggests that EndoS inhibits most of the 
IgG/ Fc  γR-mediated pathology seen in this disease model, and that 
it had a long-term effect that was somewhat surprising. Furthermore, 
in this model we could also establish a very low therapeutic dose 
(10 μg/mouse) that only gave a week IgM, and no detectable IgG, 
response against the enzyme. In collaboration with Anders 
Bengtsson’s group (Lund University) we recently substantiated the 
therapeutic potential of EndoS in  SLE   by showing that EndoS 
ex vivo can block many of the pathogenic properties of  immune 
complexes  , such as inhibition of type 1 interferon in plasmacytoid 
dendritic cells, reduced  complement activation  , and inhibition of 
 phagocytosis   [ 47 ]. Taken together, these results show that EndoS 
has very good short and long-term effects in a chronic autoimmune 
SLE-like condition. This is very promising for the development of 
EndoS against more chronic type of  autoimmunity           , but more stud-
ies in vitro and in animal models are needed to understand the 
mechanisms behind the long-term effects.     

   Multiple sclerosis ( MS  ) is an autoimmune disease mainly affecting 
the central nervous system (CNS) by demyelinating neurons. The 
pathophysiological mechanisms have not been fully elucidated, but 
B  cells   and  autoantibodies   against different myelin proteins have 
been implicated [ 48 ]. Experimental autoimmune encephalomyeli-
tis (EAE) triggered by immunization with myelin, mimics MS 
fairly well and responds to intravenous  immunoglobulin   (IVIG) 
therapy [ 49 ]. In collaboration with Patrice Lalive (University of 
Geneva), we tested EndoS treatment of mice that develop EAE 
after immunization with myelin oligodendrocyte glycoprotein 
(MOG). This revealed that systemic administration of EndoS sig-
nifi cantly improves the clinical score and inhibits demyelinization 
in the CNS [ 50 ]. Besides strengthening the idea to use EndoS as 
therapy this also highlighted that B  cells   and antibodies are 
 important in this particular model of MS, and that EndoS can cross 
the blood–brain barrier under these  conditions        . 
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 A condition that is closely related to MS is Neuromyelitis 
optica ( NMO  ). This disease is driven by  autoantibodies   against 
Aquaporin 4 ( AQP4  ) leading to demyelinization in the spinal 
cord and the optical nerve causing blindness that is a hallmark of 
this disease [ 51 ,  52 ]. Verkman and colleagues have tested differ-
ent aspects of both EndoS and IdeS in their model mouse of 
NMO. Their studies have shown that EndoS pretreated  AQP4   
pathological antibodies can longer drive disease, and that the 
treated antibodies can also be used to block demyelinization 
[ 53 ]. When IdeS was tested, the effects were even more clear; 
IdeS could cleave AQP4 antibodies in vivo and alleviate the  NMO   
in mice [ 54 ]. 

 Another severe autoimmune disease of the CNS is  Guillain- 
Barré   syndrome where antibodies against gangliosides (glycolip-
ids) develop due to microbial molecular mimicry [ 55 ]. The 
potential of IdeS against this disease has been demonstrated by 
in vitro hydrolysis of anti-ganglioside antibodies and inhibition of 
 complement activation   [ 56 ]. 

 A general problem with therapies targeting CNS is how to get 
the drug through the blood–brain barrier. It is therefore promising 
that both IdeS and EndoS seem to readily reach the CNS during 
an ongoing infl ammation and inhibit IgG-driven pathology.  

   Autoimmune blistering (bullous) skin disorders constitute a het-
erogeneous group of diseases, but for some of them, the  pemphi-
goid   diseases, there is a very clear link between  autoantibodies   
against extracellular matrix components in the skin and disease 
[ 57 ]. For several of them there are good  mouse models  , and par-
ticularly for  Epidermolysis bullosa acquisita (EBA)   where both 
passive and active experimental  autoimmunity   against  collagen   
VII (Col7) has provided much information about the develop-
ment of disease [ 58 ]. In collaboration with the groups of Enno 
Schmidt and Ralf Ludwig (University of Lübeck), we have been 
able to show that EndoS pretreatment of anti-Col7 inhibited 
development of disease and that direct treatment with EndoS can 
alleviate disease in both passively and actively Col7 immunized 
mice [ 59 ]. Furthermore, in collaboration with Frank Petersen’s 
group (Research Center Borstel), we could show that EndoS 
hydrolysis of anti-Col7  immune complexes   leads to diminished 
 Fc  -mediated activation of  neutrophils   [ 60 ]. These data suggest 
that EndoS, when administered systemically, can reach such 
peripheral tissue as dermis/epidermis and inhibit the pathogenic-
ity of already bound  autoantibodies   to alleviate antibody-medi-
ated autoimmune skin disease.   
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4    Toward the Clinic with IgG—Hydrolyzing Enzymes 

 Given the IgG specifi city of both IdeS and EndoS and the positive 
results from a number of animal models of autoimmune diseases, it 
is quite logical to initiate a development toward clinical  trials        . Any 
experimental researcher attempting to take this path knows how 
much patience, tenacity, and funding is needed just to take the fi rst 
few steps toward clinical development. However, we have been for-
tunate enough to have had a long-standing collaboration with a 
local pharmaceutical company, Hansa Medical AB (  www.hansam-
edical.com    ). This company has supported our research without 
clear economical gains in sight, but with a philosophy that support-
ing good science within academia with unrestricted grants will ulti-
mately be a good investment. This has now in the case of IdeS 
turned out to be a fruitful strategy, since clinical trials with this 
enzyme have been initiated. A Swedish phase I study with IdeS has 
recently been concluded showing that IgG is rapidly hydrolyzed 
in vivo in humans and that IdeS was considered safe with no serious 
adverse effects [ 61 ] (  http://clinicaltrials.gov/show/NCT0
1802697    ). This rapid and transient IdeS removal of IgG is now 
further developed against antibody-mediated  transplant rejections  . 
More specifi cally, a Swedish phase II study has been initiated in 
patients who normally cannot be kidney transplanted due to pan-
specifi c antibodies toward HLA. In this trial ten patients have been 
treated with IdeS prior to kidney transplantation and are currently 
being monitored (  http://clinicaltrials.gov/ct2/show/NCT02224
820    ). This study primarily evaluates safety and tolerability of the 
IdeS in sensitized kidney transplantation patients, but is also aimed 
at identifying an IdeS dose that results in anti-HLA antibody levels 
acceptable for transplantation within 24 h from dosing. Results are 
expected in the end of 2016. An additional US phase II trial has 
also been initiated where IdeS is tested in combination with high 
dose IVIG and anti-CD20 treatment. This study will include 10–20 
patients who will be followed for 6 months after  transplantation 
        (  http://clinicaltrials.gov/ct2/show/NCT02426684    ). 

 Given the accumulated scientifi c evidence that also EndoS can 
cure or alleviate autoimmune disease in animal models and the suc-
cessful initial clinical testing with IdeS, we strongly believe that 
also this enzyme should be developed toward clinical trials. It is 
too early to say exactly when this will take place, and what the indi-
cation will be, but we have great hopes that also EndoS in time 
could be incorporated in the pharmaceutical arsenal against acute 
and/or chronic immunological disorders that cause so much suf-
fering worldwide.     
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