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‘Man is born not to solve the problems of the
universe, but to find out where the problem
applies, and then to restrain himself within the

limits of the comprehensible.’
Goethe

1 Werin Ewrop
To the Citizens of Europe.



Foreword

Water is a precondition for human, animal and plant life as well as an indispens-
able resource for the economy. However, the sustainability of this vital resource
is currently under threat due to problems such as pollution, the over-exploitation
of natural resources, damage to aquatic ecosystems and climate change. Despite
the progress made in tackling these problems at a regional and international level,
Europe’s waters are still in need of increased efforts to get them clean or to keep
them clean. Indeed, it is not an exaggeration to say that water protection is one of
the major challenges facing the European Union in the new millennium.

The Water Framework Directive (WFD) was adopted precisely for this purpose
and establishes a common approach for addressing these problems. To meet the
objectives set by the WFD, Member States are required to undertake the measures
necessary to ensure that all their surface waters reach the defined ‘good ecological
and chemical status’ by 2015. As this policy has evolved, it has become clear that
climate change will have a profound effect on the development of the WFD, an issue
covered in the recent European Commission White Paper on ‘Adaptation to Climate
Change’. For many European regions, water is at the centre of expected impacts
of climate change, effects which will be further complicated by changes in water
availability and demand.

Research has always played a key role in the implementation of European
policy. Water-related research has played and will continue to play an important
role in the RTD Framework Programmes of the European Union (EU). Since
the late 1980s, water research has been a major component of successive Euro-
pean Commission Framework Programmes (FPs) and has addressed topics that
have enhanced our understanding of key processes, their interactions and their
role in regulating aquatic systems. These research programmes have also con-
tributed to the development of new technologies and provided tools for the sus-
tainable management of water, as required by the policies implemented by the
EU (WFD, Drinking Water, Urban Wastewater, Nitrate and IPPC Directives, etc.).
The philosophy of the water-related research funded by the EU Framework Pro-
grammes has also evolved over the years to reflect these policy priorities. The
earlier Framework Programmes were focused on the extension of basic scientific
knowledge. More recent programmes have been designed to support water qual-
ity standards and to assist with the development of technologies for ‘end-of-pipe’

vii



viii Foreword

treatments. Over the same period, the scale of the projects supported by the Frame-
work Programmes has also increased. Early programmes were based on a combi-
nation of small and medium-size projects that were then clustered to facilitate the
integration of the results. These have now been replaced by large-scale Integrated
Projects (IP) and Networks of Excellence (NoE) that have the critical mass and
the multi-disciplinarity needed to address both the complexity of the problems and
the practical needs of stakeholders and end-users. For example, the 5th Framework
Programme (1998-2002) included a number of projects that still had a significant
emphasis on acquiring new knowledge. In contrast, the 6th Framework Programme
(2002-2006) had a strong focus on advancing our understanding of the structure and
dynamics of the ‘water system’ at scales that were relevant to the implementation of
policy. These included, enhancing our capability to predict the response of these sys-
tems to a combination of pressures and promoting their sustainability through new
management concepts, models and guidelines. The new 7th Framework Programme
(2007-2013) is even more ambitious in pursuing its role in promoting strong collab-
orations among research institutes, the academic community and the water industry.
A key aim is to develop the most cost-effective, innovative and competitive ways of
managing water resources whilst mitigating the effects of climate change on water
resources throughout Europe.

The ‘Climate and Lake Impacts in Europe’ project (CLIME) formed part of the
5th Framework Programme but its multi-disciplinary structure and task integration
meant it had much in common with the projects funded by the 6th Framework Pro-
gramme. In CLIME, climatologists, limnologists and ecosystem modellers from
seventeen institutes from nine European countries and the USA combined their
resources to investigate the effects of the climate on the dynamics of lakes. The
project was funded by the Environment and Sustainable Development research sub-
programme of the European Union (EU) and was one of the first EU projects to
develop tools and models that could be used to simulate the responses of lakes to
both the historical and projected changes in the climate. It is a brilliant example of
how the ‘European added value’, provided by research funded at the EU level, can
address highly complex phenomena and analyse patterns of change that can only
be understood on a European scale. This book, together with more than a hundred
papers already published in specialized journals, demonstrate how these methods
and models can now help us to understand and predict the impact of the changing
climate on the dynamics of lakes.

The catchment based approach adopted by CLIME very much reflects the oper-
ational requirements of the WFD. The results summarized in this book will conse-
quently be of interest to those charged with the regulation and the management of
water resources in Europe. The model simulations, in particular, provide the sector
with the information they need for policy making and implementation. The models
have been tested at sites exposed to the very different weather patterns experienced
in Northern, Western and Central Europe. The breadth of environmental conditions
covered by CLIME, coupled with the probabilistic approach used in the Decision
Support System (CLIME-DSS), mean that the projections are robust enough to be
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utilized by water regulators and managers in parts of Europe not covered by the
project.

A key element in all projects funded by the EU is the method used to ensure the
effective dissemination and exploitation of the results. These methods must demon-
strate the benefits gained by European society in ways that are readily apparent to
the tax-payers, the ultimate sponsors of the work. In this respect, I would like to
thank and congratulate all the CLIME partners for the exemplary way in which
they have disseminated the results of their researches through the publication of this
book. I very much hope that it will get the reception it deserves from water compa-
nies, policy makers, regulatory authorities and the scientific community. The former
will, hopefully, use the CLIME results to help them assess the potential impact of
climate change on the strategies employed to safeguard our water resources. It is the
feedback from the application of the results presented here that will be most wel-
comed by the CLIME consortium. It is this feedback, above all else, that will have
made the effort involved in producing this book a most rewarding and worthwhile
exercise.

Christos Fragakis

Project Officer

European Commission
Directorate General for Research
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Chapter 1
The Impact of Climate Change
on European Lakes

Glen George

1.1 Introduction

Llym awel, llwm bryn Keen wind on the bare hill
Anodd caffael clyd It is difficult to find shelter
Llygra rhyd, thewid llyn  The ford is polluted and the lake frozen

The above quotation, taken from a thirteenth century Welsh manuscript (Jones and
Jarman, 1982), elegantly expresses the essence of this book. In a few words, the poet
encapsulates the practical consequences of an extreme climatic event and describes
its impact on the quality of water in a river and the physical characteristics of a lake.
This poem was probably composed at the beginning of the thirteenth century when
Britain experienced some very severe winters (Ogilvie and Farmer, 1997). Today,
severe winters are rare but we are becoming increasingly concerned about the impact
of mild winters and warm summers on the quality of the water in our lakes and
rivers. The ecological status of many lakes in Europe has changed dramatically over
the last 20 years. Many of these changes are the result of anthropogenic influences in
the catchment but some are also driven by changes in the regional climate (George,
2002; Blenckner and Chen, 2003; Straile et al., 2003). In Northern European lakes,
the most important climatic effects are those associated with the extension in the
duration of the ice-free period (Weyhenmeyer et al., 1999; Weyhenmeyer et al.,
2005). In Western European lakes, the most important impacts are those connected
with the increased winter rainfall (George et al., 2004) and the changing frequency
of calm summer days (George et al., 2007).

The ‘Climate and Lake Impacts in Europe’ project (CLIME) was co-funded by
the European Commission’s Directorate General Research and formed part of the
‘Catchmod’ cluster of projects on the integrated management of water basins (Blind
et al., 2005). The primary objective of CLIME was to develop models that could
be used to simulate the responses of lakes to future, as well as past, changes in the
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climate. These models were validated using long-term data acquired from a num-
ber of sites and perturbed with the outputs from the latest generation of Regional
Climate Models (Réisdnen et al., 2004). The secondary objective of CLIME was
to analyze the inter-annual variations observed in a range of different lakes and
relate these variations to local changes in the catchment and regional changes in the
weather. CLIME was a 3-year project that ended in December 2006. Since then, a
number of presentations have been delivered at international conferences and more
than a hundred papers published in specialized journals. In this volume, we present
an overview of these results and explain how analyses of this kind can be used to
support climate impact studies on other aquatic systems.

1.2 Climate Change and the Water Framework Directive

The CLIME project was designed to provide strategic support for the Water Frame-
work Directive (WFD). The WFD represents a fundamental change in the way water
resources are managed in Europe. It establishes a single system of assessment that
deals with all aquatic systems in a holistic way. The guiding principle of the direc-
tive is the achievement of ‘good ecological status’ for all ground and surface waters
by 2015. Surface waters are defined as having a good ecological status if their phys-
ical, chemical and biological characteristics match those of similar systems exposed
to minimal anthropogenic influences. When this scheme was developed, climate
change was not the pressing issue it is today. In future, the procedures used to sup-
port the directive will have to be modified to accommodate both the direct and indi-
rect effects of the changing climate. In the current scheme, catchment managers are
required to define the ‘natural variability’ associated with lakes located in differ-
ent parts of Europe. This variability is projected to increase as the world becomes
warmer (Temnerud and Weyhenmeyer, 2008) so the criteria used to define their eco-
logical status will have to be changed to accommodate this uncertainty. A number
of reports on the potential impact of climate change on the WFD have already been
produced (Arnell, 2001; Wilby et al., 2006; Eisenreich et al., 2005). CLIME was
one of the first projects to explore the effects of the projected changes in climate on
water quality as well as quantity. In 2005, it was succeeded by another EU project
(Eurolimpacs) that was designed to evaluate the effects of global warming on rivers
and wetlands as well as lakes (www.eurolimpacs.ucl.ac.uk).

For the regulatory authorities, the key issue is to distinguish those lakes where
the deterioration in water quality can be related to changes in the management of the
catchment from those where the main driver is the regional change in the climate.
In practical terms, this means identifying those sites where the remedial measures
would be most effective before setting new targets for the less resilient sites. The
schematic in Fig. 1.1 shows how the water quality targets set for a particular lake
might have to change to accommodate the new boundary conditions imposed by
the changing climate. When these boundary conditions are fixed (Fig. 1.1a), the
measures adopted to achieve ‘good ecological status’ may remain effective for
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Fig. 1.1 Schematic showing the effects of introducing remedial measures to improve water qual-
ity: (a) Where there has been no systematic change in the local climate. (b) Where there has been
a progressive change in the local climate

some considerable time. When the boundary conditions change (Fig. 1.1b), the
remedial measures are ‘chasing a moving target’ and the catchment managers may
have to revise the objectives set for the lake.

A good example of such a ‘climate-driven’ response is that provided by Lake
Erken in Sweden (59° 25’ N; 18° 15° E). Lake Erken is a mesotrophic lake that
used to be covered with ice for at least four months in the year. Water samples
for nutrient analysis have been collected from this lake at regular intervals since the
1960s and show no evidence of a significant increase in the nutrient load (Chapter 8,
this volume). The recent extension in the ice-free period has, however, intensified the
recycling of phosphorus (Chapter 15, this volume) and led to a sustained increase in
the summer biomass of phytoplankton. Figure 1.2 shows the inter-annual variation
in the chlorophyll concentrations recorded in the lake for two different periods. In
the late 1970s (Fig. 1.2a), when the lake was free of ice for about 230 days each year,
the average summer concentration of chlorophyll was 2.6 g L™!. In the late 1990s
(Fig. 1.2b), when the ice-free period had increased to around 260 days, the average
summer concentration of chlorophyll was 4.4 g L~!. The factors responsible for
this increase were the extension of the growing season, the increased consumption of
oxygen in deep water and the enhanced recycling of phosphorus from the sediment.
These changes also had a major effect on the qualitative composition and seasonal
dynamics of the phytoplankton. In the 1980s, the spring diatom bloom appeared
earlier in the year than in the 1970s and there was a five fold increase in the summer
abundance of the blue-green alga Gloeotrichia (Weyhenmeyer et al., 1999). Results
of this kind demonstrate that small changes in the physical characteristics of a lake
can have a disproportionate effect on its chemistry and biology. Here, an increase of
a few weeks in the duration of the ice-free period resulted in changes that mimicked
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Fig. 1.2 The effect of an extension in the ice-free period on the summer biomass of phytoplankton
in Lake Erken: (a) The condition of the lake in the 1970s. (b) The condition of the lake in the
1990s. The bars show the ice-free period and the lines the biomass of phytoplankton (modified
from George, 2002)

those often associated with cultural eutrophication. Freshwater ecologists frequently
underestimate the importance of time as a controlling factor. Most bloom-forming
species of algae grow very slowly, so an extra cell division in early summer can lead
to a substantial increase in the biomass present much later in the year.

1.3 The Impact of Regional Variations in the Weather
on Water Quality

Some water quality problems can be directly related to systematic variations in the
local weather. A good example is the enhanced growth of cyanobacteria in warm,
calm summers. Such ‘blooms’ were once considered to be an inevitable conse-
quence of eutrophication but changes in the weather also play a major part in their
seasonal development (Paerl and Huisman, 2008). Cyanobacteria grow slowly so
factors such as a sustained reduction in the flushing rate and changes in the inten-
sity of thermal stratification can have a profound effect on their relative abundance.
Some species also produce gas vacuoles that allow the cells to float to the surface
and accumulate downwind when wind speeds are low and there is little turbulent
mixing (George, 1992).

Figure 1.3 shows the extent to which the reported frequency of algal blooms in
England and Wales in 1989 matched the spatial variation in the average summer
wind speed. The map in Fig. 1.3a is based on the results of a questionnaire circu-
lated to water managers by the National Rivers Authority (NRA, 1990). The wind
speed map in Fig. 1.3b is a simplified version of that given in Hulme and Barrow
(1997). In 1989, a very mild winter was followed by an unusually warm, calm sum-
mer. Under these conditions, blooms of cyanobacteria were recorded in a number
of lakes and reservoirs but the highest frequencies were noted in inland areas where
the wind-speeds were lower. In a warmer world, the incidence of such blooms is
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Figure 1.3 (a) The incidence of cyanobacteria blooms in England and Wales in 1989. (b) The
spatial variation in the average summer wind speed recorded in England and Wales between 1961
and 1990 (modified from Hulme and Barrow, 1997)

likely to increase since the cyanobacteria will appear earlier in the year and their
growth will be enhanced by more prolonged periods of stable stratification. Seri-
ous cyanobacterial blooms were reported in a number of European lakes during
the warm summer of 2003 and there is evidence to suggest that some species have
already extended their geographical range (Wiedner et al., 2007).

1.4 The Organization of the Project

In CLIME, seventeen partners from ten countries combined their resources to
explore the direct and indirect effects of the projected changes in the climate on
the dynamics of lakes. The map in Fig. 1.4 shows the geographic distribution of the
project partners. Fifteen partners were based in countries that are members of the
European Union; one partner was from Switzerland and one from the USA.

The organization of the project was designed to break down the barriers that often
exist between climatologists, limnologists and ecosystem modellers. The schematic
in Fig. 1.5 shows the key components of the project: ‘Projection’, ‘Attribution’,
‘Simulation’, ‘Prediction’ and ‘Implication’.

In the ‘Projection’ component, climatologists from Sweden and the UK used
the results from two Regional Climate Models and two greenhouse gas emission
scenarios to produce the projections required by the analysts and modellers. In the
‘Attribution’ component, the data acquired from the selected lakes was processed
and the observed inter-annual variations related to local changes in the catchment



6 G. George

Fig. 1.4 The location of the seventeen partners in the CLIME project. Austria: OEAW — Aus-
trian Academy of Sciences, Institute for Limnology; UIBK — University of Innsbruck, Institute
of Zoology and Limnology. Estonia: EAU — Estonian Agricultural University, Institute of Zool-
ogy and Botany. Finland: UH — University of Helsinki; TKK — Helsinki University of Technol-
ogy, Water Resources Laboratory. Germany: FBV — Institute of Freshwater Ecology and Inland
Fisheries, Berlin;, UKON — University of Konstanz, Limnological Institute. Hungary: TUBID —
Budapest University of Technology and Economics; UVES — University of Veszprém. Ireland:
MI — Marine Institute, Galway; TCD — Trinity College Dublin. Sweden: SMHI — Swedish Mete-
orological and Hydrological Institute; UU — University of Uppsala, Erken Laboratory. Switzer-
land: EAWAG — Swiss Federal Institute of Environmental Science and Technology. UK: CEH —
Natural Environment Research Council, Centre of Ecology and Hydrology; UEA — University
of East Anglia. USA: New York City Department of Environmental Protection, Bureau of Water

Supply
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and regional changes in the weather. In the ‘Simulation” component the modellers
used a coupled series of climate, catchment and lake models to explore the poten-
tial effects of changes in the climate on the dynamics of lakes. The same models
were used to quantify the changes expected in the three European regions and a
stochastic approach used to establish the uncertainties associated with the individ-
ual water quality simulations. The ‘Prediction’ component used a Decision Support
System (CLIME-DSS) to assimilate the data acquired by the analysts and mod-
ellers and to display the results in a form that was accessible to a non-expert end-
user. The CLIME-DSS and its source code are now in the public domain and can
be downloaded from: http://geoinformatics.tkk.fi/twiki/bin/view/Main/CLIMEDSS.
The final ‘Implication’ component addressed some of the practical consequences of
the projected changes in the climate. These included: a socio-economic analysis of
the perceived risks, a strategic analysis of the consequences for the water industry
and an assessment of the impact of climate change on the implementation of the
Water Framework Directive.

1.5 The Scope of the Book

The scope of the book reflects the objectives outlined in a ‘Description of Work’
submitted to the European Commission in 2002. Most of the results are based on
work completed between 2003 and 2006 but a few examples have been included
from an earlier EU funded project (REFLECT). The lakes and catchments included
in CLIME represent some of the most intensively studied sites in Europe. All have
been monitored at weekly or fortnightly intervals for at least 20 years and some
have records that extend into the 1930s and 1940s. Table 1.1 lists the main CLIME
sites arranged in descending order of latitude and notes some key characteristics.
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Table 1.1 The characteristics of the lakes included in CLIME. ‘P’ denotes a Primary Site that was
subject to particularly intensive study and ‘S’ a supporting Secondary Site

Surface Max. Trophic
Name Latitude Location Status  area (km?) depth (m) status
Valkea-Kotinen 61.14°N  Finland S 0.04 6.5 Dystrophic
Padjarvi 61.04°N  Finland P 14 85 Mesotrophic
Erken 59.84°N  Sweden P 28 21 Mesotrophic
Milaren (Galten) 59.45°N  Sweden S 64 19 Eutrophic
Peipsi 58.36°N  Estonia S 3,555 15.3 Eutrophic
Vortsjorv 58.08°N  Estonia P 270 6 Eutrophic
Miiggelsee 52.26°N  Germany S 7 8 Hypereutrophic
Windermere (N)  54.24°N UK S 8 60 Mesotrophic
Esthwaite Water  54.21°N UK P 1 15 Eutrophic
Lough Feeagh 53.50°N  Ireland P 4 45 Oligotrophic
Lough Leane 52.00°N  Ireland S 20 60 Mesotrophic
Mondsee 47.83°N  Austria P 14 68 Mesotrophic
Lake Constance ~ 47.67°N  Germany P 94 254 Mesotrophic
Greifensee 47.35°N  Switzerland P 9 32 Eutrophic
Lake Zurich 47.27°N  Switzerland S 67 136 Mesotrophic
Piburgersee 47.17°N  Austria S 13 25 Oligotrophic
Lake Balaton 46.92°N  Hungary P 593 12 Eutrophic

The period used for our historical analyses was the 1961-1990 reference period
recommended by the Intergovernmental Panel on Climate Change (IPCC, 2001).
Particular attention was paid to the climatic sensitivity of different types of lakes
and to the atmospheric features that influenced their seasonal dynamics.

The most northerly lake was Valkea-Kotinen, a dystrophic lake situated in a
natural forest in southern Finland. The most southerly lake was Balaton, a large
eutrophic lake on the Hungarian plain. The sites designated as Primary Sites (P)
were used to calibrate the models and analyze long-term trends. Those designated
as Secondary Sites (S) were used for the regional assessments and the supra-regional
analyses of the factors influencing long-term change. Most of the lakes were deep
and remained thermally stratified throughout the summer but Peipsi, Vortsjarv and
Balaton were shallow and relatively well mixed. All the lakes were subject to a
variety of anthropogenic influences ranging from upland grazing (Lough Feeagh) to
intensive agriculture and tourism (Lake Balaton). In the long-term analyses, we used
simple statistical techniques to separate the effects associated with local changes in
the catchment from those driven by the regional variations in the climate.

Water quality problems are usually addressed on a site-by-site, issue-by-issue
basis. A central aim of CLIME was to move away from the ‘my lake’, ‘our catch-
ment’ approach to compare the patterns and processes observed on a pan-European
scale. An important element in this strategy was the time devoted to analyzing
the long-term records. These records provide an effective means of assessing the
climatic sensitivity of the different lakes and quantifying the impact of the more
extreme variations in the weather. Many of these long-term monitoring programmes
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are currently struggling to survive. Several freshwater research groups in Europe
have recently been downsized and resources allocated to more ‘fashionable’ topics.
If this trend continues, we will be left with records that are too incomplete for sys-
tematic analysis, acquired at frequencies that do not match the accelerating pace of
change. In CLIME, we also established a network of automatic monitoring stations
to record the responses of the lakes to very short-term changes in the weather (Rouen
et al., 2005). Some of these stations have now been included in the GLEON network
(www.GLEON.org) but securing long-term funding for such installations is very dif-
ficult. The other important element in our research strategy was the integration of
the individual modelling activities. In most large projects, modelling studies of this
kind are conducted by specialists who then circulate the results to other members of
the consortium. In CLIME, we adopted a different approach, where representatives
from each site were trained to run their own simulations. In this way, many func-
tional aspects of the models were improved and modelling skills acquired by new
groups within the European research community.

1.6 The Organization of the Book

The chapters in the book are arranged in a way that emphasizes the link between
the description and the simulation of environmental change. Chapter 1 explains the
aims of CLIME and describes its organization and management. Chapters 2 and
3 introduce the models that formed the core of the CLIME project. In Chapter 2,
Samuelsson describes the Regional Climate Models used and explains the meth-
ods adopted to extrapolate these results to a catchment scale. In Chapter 3, Schnei-
derman et al. explain the rationale for using the Generalised Watershed Loading
Function (GWLF) model to quantify the effect of changes in the climate on the
flux of nutrients. Chapters 4 and 5 consider the effects of the changing climate on
the phenology and dynamics of lake ice. The historical analyses presented by Liv-
ingstone et al. in Chapter 4 use data collated from a range of lakes to summarise
the phenology of ice in different parts of Europe. In Chapter 5, Leppéranta uses a
numerical model to simulate the growth and decay of ice on a lake in southern Fin-
land. This model is new and includes procedures that simulate the development of
the different layers within the ice sheet. Chapters 6 and 7 consider the effects of the
changing climate on the temperature and mixing characteristics of lakes. Chapter 6,
by Arvola et al., documents the long-term changes in temperature observed in more
than twenty European lakes. Chapter 7, by Jones et al., uses a 1-D model to compare
the thermal responses of lakes situated in the UK, Sweden and Austria. Chapters 8
and 9 investigate the effects of the changing climate on the supply and recycling of
phosphate. In Chapter 8, Pettersson et al. use a case study approach to describe the
historical variations in the phosphorus content of lakes situated in Sweden, Estonia
and the UK. In Chapter 9, Pearson et al. explain how the GWLF model was used to
quantify the impact of the projected changes in the climate on flux of phosphorus in
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lakes located in Finland, Sweden, Estonia and the UK. Chapters 10 and 11 consider
the effects of the changing climate on the seasonal variations in the concentration of
nitrate. In Chapter 10, George et al. use a statistical approach to identify the climatic
variables regulating the flux of nitrate in eight European lakes. The modelling stud-
ies described by Moore et al. (Chapter 11) then use the GWLF model to quantify
the effects of changes in the climate on the export of dissolved inorganic nitrogen
from catchments in Finland, Sweden, Estonia, the UK and Ireland. The observa-
tional and modelling studies described in Chapters 12 and 13 examine the factors
influencing the supply of dissolved organic carbon (DOC) to lakes in Finland, Swe-
den, Estonia, the UK and Ireland. In Chapter 12, Jennings et al. describe some of the
factors that have contributed to the recent increase in the flux of DOC. The effects
of future changes in the climate on the export of DOC are then explored by the mod-
elling studies described by Naden et al. in Chapter 13. In Chapter 14, Noges et al.,
use long-term records to compare the climatic responses of phytoplankton in lakes
distributed throughout the three regions. In Chapter 15, Blenckner et al. show how
the results from different simulation models can be combined to study the effects
of the projected changes in the climate on the flux of nutrients and the growth of
phytoplankton. Chapters 16 and 17 describe the ways in which changes in the circu-
lation of the atmosphere influence the inter-annual variations observed in a number
of CLIME lakes. In Chapter 16, George et al. use the ‘weather typing’ approach
to highlight the impact of different pressure patterns on the surface temperature of
lakes. The statistical analyses presented by Livingstone et al. (Chapter 17) show
that limnological time-series collated from a range of different lakes frequently dis-
play a high degree of spatial coherence. Chapters 18, 19 and 20 review some of the
more important climate-related changes observed in the CLIME lakes over the past
forty years. In Northern Europe, Blenckner et al. (Chapter 18) report that the most
important effects were those associated with the extension of the ice-free season. In
Western Europe, George et al. (Chapter 19) explain that the most important effects
were connected with the flushing action of the rain and the mixing effect of the wind.
The effects of the changing climate on the lakes of Central Europe are reviewed by
Dokulil et al. in Chapter 20. They use data collated from lakes located in seven coun-
tries to describe the observed variations and relate these to global-scale changes in
the climate. The most innovative development in CLIME was the Decision Support
System described by Jolma et al. in Chapter 21. The CLIME-DSS is a web-based
application that allows the user to visualize the projected changes in the European
climate and explore their effect on the dynamics of lakes. The Bayesian Networks
(BNs) used to drive the CLIME-DSS were based on the analysis of long-term data
from a number of different lakes and the results from a large number of model
simulations. In Chapter 22, Bateman and Georgiou summarize the results of the
socio-economic studies commissioned by CLIME. In these studies, they assessed
the public’s awareness of climate-related problems in the water industry and quan-
tified their willingness to pay for remedial measures. Chapter 23, by Frisk and
George, discusses some of the ways in which the approaches developed in CLIME
can be used to support the future development of the Water Framework Directive. In
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Chapter 24, Janus uses a case-study approach to demonstrate some of the potential
effects of climate change on the supply of potable water. The examples are taken
from a network of reservoirs maintained by New York City where climate, lake and
catchment models are being used to assess the risks associated with global warming.

1.7 Concluding Remarks

CLIME was conceived as an integrated project where specialists from seventeen
partners complete a sequence of inter-related tasks. Administrative tasks were kept
to a minimum and several weeks in each year devoted to ‘hands-on’ workshops on
model building and data processing. From the outset, we were fortunate in being
able to access the results from the latest generation of Regional Climate Models
and downscale these to catchment scales. This would not have been possible with-
out the active participation of climatologists from the Swedish Meteorological and
Hydrological Institute and the Climate Research Unit in the UK. In CLIME, as
in many other investigations, the catchment approach advocated by Likens (2001,
2004) provided the framework needed to integrate the results. By the end of the
project, we had analysed long-term records from more than thirty lakes and per-
formed more than 15,000 individual model simulations. The decision support sys-
tem (DSS) developed by our colleagues from Finland, provided the key to assim-
ilating all this information and displaying the results in a form that was readily
accessible to end-users in the water industry.

Managing large European projects, like CLIME, is a challenging task. The key
to success is the personal chemistry that develops within the group as the project
evolves. In an article on the limitations to intellectual progress in ecosystem science,
Likens (1998) described the personal qualities that characterize an effective team.
They include: a readiness to share both ideas and data and a commitment to work
in an open and flexible way. These qualities are difficult to sustain in a competitive
world, but the projects funded by the Commission help to sustain this ethos within
the European research community.

Since CLIME had to be completed in three years, particular attention had to
be paid to inter-dependencies in the project. Much of the detailed planning was
devolved to Special Interest Groups that met twice a year to review progress and
plan future work. The other group that played a key role in managing the project was
the Scientific Advisory Board. The ‘core’ members of the Board were Karin Pachel
(Estonian Ministry of the Environment), Per Erikssson (Norrvatn — Northern Water
Board, Sweden), Alastair Ferguson (Environment Agency, England and Wales),
Alfred Jagsch (Institute for Water Ecology, Fishery Biology and Lake Research,
Austria), Gabor Molnar (Lake Balaton Development Co-ordination Agency, Hun-
gary), Pius Nierderhauser (Department of Water Protection, Zurich Canton Bureau
of Waste, Water, Energy and Air, Zurich, Switzerland) and Lorraine Janus
(New York City Department of Environmental Protection). These meetings were
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ably chaired by Tom Frisk (Pirkammaa Regional Environment Centre, Finland) who
also attended a number of ad hoc meetings organized to evaluate the performance
of the Decision Support System.

This synthesis volume was planned in the opening stages of CLIME but all the
chapters were written after the project had officially ended. I extend my thanks to all
the contributors whilst acknowledging the pivotal role played by the first authors of
the individual chapters. The quality of the final drafts owes much to the constructive
comments of forty six international reviewers. Finding independent reviewers for
these large European projects can be difficult, so I am very grateful to all those who
responded so positively to my pleas for help.

I would like to thank my colleagues from the Freshwater Biological Associa-
tion (Windermere) and the Centre for Ecology and Hydrology (Lancaster) for their
support over the years. The long-term data for the English lakes are held jointly
by the Freshwater Biological Association and the Centre for Ecology and Hydrol-
ogy (CEH). I am also grateful to Diane Hewitt and Fiona Carse for help with data
processing and Margaret Hurley for statistical advice. The automatic monitoring sta-
tions used in CLIME were designed by Martin Rouen from CEH (now at Lakeland
Instrumentation) with support from Jack Kelly, Paul Jones, Paul Hodgson and David
Benham from CEH. Special thanks are due to my colleague Stephen Maberly for
his support at a difficult time for the group at Lancaster. A number of administrative
staff from CEH Windermere and CEH Lancaster also helped with the management
of the project. These included Undine Day, Yvonne Dickens, Helen Grosse, Tracy
Pow, Katherine Fawcett and Gaynor Greenwood. The cost of producing the index
and the colour illustrations in Chapters 1 and 19 was covered by a special grant
from CEH.
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Chapter 2
Using Regional Climate Models to Quantify
the Impact of Climate Change on Lakes

Patrick Samuelsson

2.1 Introduction

The world’s climate is changing at an unprecedented rate. Globally—averaged tem-
peratures reveal that thirteen of the last 14 years (1995-2008) were amongst the
warmest on record. The rate of warming over the last 50 years is nearly twice that
recorded for the last hundred years (MICE, 2005). In Europe, significant increases
in precipitation have been recorded in most northern areas and there has been a cor-
responding decrease in the area of seasonally frozen ground. The most recent report
produced by the Intergovernmental Panel on Climate Change (IPCC, 2007) confirms
that mankind is responsible for much of this change and notes that the evidence for
this anthropogenic effect is now overwhelming. Stern (2006) published a report on
the economic consequences of climate change which concluded that ‘the costs of
stabilising the climate are significant but manageable; delay would be dangerous
and much more costly’.

The climatic changes observed in recent decades have already had a major effect
on rivers and lakes throughout Europe. Chapters 18, 19 and 20 in this volume sum-
marise some important impacts on the dynamics of lakes whilst Chapters 23 dis-
cusses the effect of these changes on the implementation of the Water Framework
Directive. This chapter starts with a discussion of the usefulness and limitations of
climate modelling. It then discusses the strengths and weaknesses of dynamical and
statistical downscaling and explains how these procedures were used to support the
different modelling tasks in CLIME. Outputs from the selected Regional Climate
Models (RCMs) was circulated to all partners in the first year of the project and
then used to inform the historical analyses and drive the model simulations. In the
final year of CLIME, RCM outputs for the European area were used to provide the
climatic inputs required by the Decision Support System (CLIME-DSS) described
in Chapter 21. The CLIME-DSS is a web-based application that allows the user to
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visualize the climatic changes projected for the European area and explore some
possible effects on the dynamics of lakes. The DSS is already in the public domain
(http://geoinformatics.tkk.fi/bin/view/Main/CLIMEDSS).

The chapter concludes by summarizing the climate projections produced for the
three European regions and describes some of the new RCM products that are now
becoming available.

2.2 The Role of Climate Modelling in Impact Assessments

Decision makers in the European Union urgently need detailed projections of the
future climate and information on the uncertainties associated with these projec-
tions. Climate models represent an important tool in the understanding of the earth’s
climate system. For the current and historical periods, they complement the obser-
vational methods used to analyse the climate. For future periods, they are the only
tools available to assess the rates of change that can be expected under different
emission scenarios. Before they can be used to assess the possible future status
of the climate, the climate models must be able to reproduce the essential fea-
tures of the historical climate. However, good agreement with the observed climate
does not necessarily mean that the models will perform well outside the control
period. This reflects the uncertainties that still exist regarding key physical pro-
cesses and the way in which these are parameterized in the models. Our knowledge
on how the ocean-atmosphere system works continues to improve but many uncer-
tainties still remain and have a major effect on the results produced by the different
models.

One question frequently posed by potential end-users is: ‘Are climate models
reliable?” The usual response is to say ‘yes’, or at least reliable enough to be used
as tools to test the climatic sensitivity of the earth and its ecosystems. A good illus-
tration of such a sensitivity analysis is that shown in Fig. 2.1. These simulations
were first presented by Stott et al. (2000) and are now widely used to demonstrate
the impact of anthropogenic factors on the global climate (Hegerl et al., 2007).
Figure 2.1a shows the results of some simulations where an ensemble of General
Circulation Models (GCMs) were run for a historical period using only natural forc-
ing. The simulated temperature did not show any increasing in the second half of
the 20th century, a situation that is in stark contrast to the historical observations.
Figure 2.1b shows the result from another ensemble where the natural forcing was
held constant but the forcing due to the increased concentration of greenhouse gases
was adjusted according to the most recent estimates. These simulations showed a
marked increase in the temperatures estimated for the end of the 20th century, but
the warming observed in the early part of the century was not captured. Figure 2.1c
shows the result when both sets of factors — natural and human — were included in
the ensemble simulations. When the two factors are combined there is a good match
between the projections and the observations which gives us some confidence in the
performance of the model and our understanding of the key drivers.
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Fig. 2.1 The observed changes in globally-averaged temperatures (1850-2000) compared to those
simulated by an ensemble of simulations from HadCM3 perturbed by: (a) Natural forcing. (b)
Anthropogenic forcing. (¢) Both natural and anthropogenic forcing. Reprinted from IPCC (2001)

2.3 Dynamical and Statistical Downscaling

General Circulation Models (GCMs) operate on quite a coarse spatial scale when
compared to the scale of most environmental impact assessments. This limitation
is particularly important where the area of interest is topographically complex
or where the parameters of interest have steep horizontal gradients. For exam-
ple, the horizontal distribution of precipitation is very sensitive to small scaled
inhomogeneities in the landscape. Also, the larger the grid squares used in the
simulation the stronger the tendency to distribute precipitation over a large num-
ber of low-intensity events. Thus, if precipitation is an important element in the
assessment it is almost always necessary to downscale the output generated by
a GCM.

There are basically two methods available for downscaling climate projections;
the dynamic method using regional climate models (RCMs) and the statistical
method that relies on a more empirical approach. The main strengths of the RCMs
are that they respond in a physically consistent way to different forcings and include
most of the feedbacks that exist in the climate system. They are, however, very
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dependent on the boundary conditions imposed by the parent GCM, are very sen-
sitive to some key parameters and require very advanced computing resources. The
main strengths of statistical downscaling are that they account for the local scale
of climate variability and are also computationally cheap. This low cost means that
it is easy to create an ensemble of climate scenarios. The weaknesses are that they
require long time-series of high quality observations, their performance depends on
the choice of predictor variables and their statistical limits depend on the number of
observations. Also, scenarios based on statistical downscaling methods only include
future changes in statistical relationships between climate variables that are given as
input to the method, whereas those from the physically based RCMs can simulate
changes in such relationships a priori.

Until recently, most climate impact assessments were based on projections from
GCMs. These projections are particularly inappropriate for lakes which are highly
dynamic and respond in complex ways to short-term changes in weather. Therefore,
downscaling of GCM projections has been an essential task in CLIME. In fact,
CLIME was one of the first projects to take advantage of the new, high-resolution
RCMs that are now available for the European region. Also the catchments modelled
in CLIME typically responded in a non-linear way to changes in weather. Since
lakes are very sensitive to short-term changes in the weather it is essential to model
their response with as many combinations of daily weather sequences as possible.
To meet the demands of these models, the RCM results were further downscaled
by statistical methods using climate observations wherever there were long-term
records of a high quality. The methods used varied from site to site and were largely
dictated by the area covered and the length of the historical records (see Chapters 3,
9, 11 and 13 in this volume for further details).

2.4 The Downscaling Chain in CLIME

Figure 2.2 shows how the GCM outputs were downscaled to provide the high res-
olution time-series required by the lake and catchment modellers. At all sites, the
primary variables used were the RCM outputs. At sites that covered a dispropor-
tionately large part of the region the raw RCM outputs were used to directly perturb
the catchment models. At all other sites, the RCM outputs were statistically down-
scaled using an existing Weather Generator (WG) that was adapted to meet the
needs of the CLIME project. A WG is a stochastic model that can be used to pro-
duce multiple realizations of weather based on the statistical relationships between
the meteorological observations acquired at a specific site over an extended period
of time. In practice, very long site-specific records are required to calibrate these
models. At most CLIME sites, we used at least 20 years of daily measurements but
slightly shorter records had to be used at a few locations. In the following section,
we describe these downscaling procedures in detail and explain how these results
were used to drive both the lake and catchment models.
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Fig. 2.2 A schematic diagram showing the downscaling methods used in CLIME. The parent
GCMs were HadAM3H/P and ECHAM4/OPYC3. The RCMs used for dynamic downscaling were
RCAO and HadRM3P. The statistical downscaling was based on the output from a weather gener-
ator developed by the Climatic Research Unit (CRU) in the UK

2.4.1 GCM Boundary Data

A regional climate model needs continuous forcing on its boundaries from gridded
observations or from another model. In CLIME, data from two GCMs, HadAM3H/P
and ECHAM4/OPYC3, were used to drive the RCMs (see the top left corner of
Fig. 2.2). HadAM3H/P is the atmospheric component of the Hadley Centre coupled
atmosphere-ocean GCM (AOGCM) HadCM3 developed by the UK Meteorological
Office (Gordon et al., 2000). ECHAM4/OPYC3 is an AOGCM produced by the
Max Planck Institute in Germany (Roeckner et al., 1999).

HadAMB3H/P has a horizontal resolution of 1.875° longitude x 1.25° latitude.
The sea surface temperature (SST) and sea ice distributions for the Had AM3H/P
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simulations were derived from observations and earlier, lower resolution, HadCM3
simulations. HadAM3P (Jones et al., 2004a) is an updated version of HadAM3H
(Hudson and Jones, 2002). The update, concerning the representation of clouds and
precipitation, was undertaken to correct biases in the moisture fields that were only
observed in parts of the globe that lie outside Europe. The difference between the
two versions, H and P, is quite small according to Frei et al. (2006) who compared
the precipitation statistics for a complex Alpine region.

The atmospheric component of ECHAM4/OPYC3, ECHAM4, was run at T42
spectral resolution (equivalent to a grid spacing of 2.8° longitude x 2.8° latitude).
To obtain a reasonable control climate in ECHAM4/OPYC3 it was necessary to
apply corrections for the energy fluxes between the atmosphere and the ocean.

Both the AOGCMs, HadCM3 and ECHAM4/OPYC3, were first run from 1860
to 1990 using a combination of observed and estimated changes in the atmospheric
composition. From 1990 on, each of these AOGCM runs was continued as two
separate simulations using IPCC SRES scenarios A2 and B2 for anthropogenic
greenhouse gas and sulphur emissions (Nakicenovic et al., 2000). The A2 scenario
assumes large and continuously increasing emissions of the major anthropogenic
greenhouse gases CO,, CH4 and N»>O. The B2 scenario also assumes an increase in
the CO, and CHy4 emissions, but at a slower rate i.e. in the lower midrange of the
SRES scenarios. However, sulphur emissions are also larger in A2 than in B2, which
partly compensates for the climatic effects of the larger greenhouse gas emissions
in the A2 scenario.

2.4.2 Dynamic Downscaling

The dynamic downscaling in CLIME was based on two different Regional Climate
Models (RCMs), the Rossby Centre Regional Climate Model (RCAO) developed
by the Swedish Meteorological and Hydrological Institute and the Hadley Centre
Regional Climate Model (HadRM3P).

The main components of RCAO (Réisédnen et al., 2003, 2004) are the atmospheric
model RCA2 (Jones et al., 2004b), the Baltic Sea ocean model RCO (Meier et al.,
2003) and the lake model PROBE (Ljungemyr et al., 1996). RCA2 was run in a
rotated longitude-latitude grid with 0.44° (ca. 49 km) resolution in both horizontal
directions and with 24 levels in the vertical. The RCO simulations used covered the
Baltic Sea. Sea-surface temperature outside the Baltic Sea was given by the GCM.

HadRM3P (Jones et al., 2004a) is the regional climate model developed by the
UK Meteorological Office’s Hadley Centre. Similar to RCA2, it is operated on a
rotated longitude-latitude grid with 0.44° resolution in both horizontal directions
and 19 levels in the vertical. Its dynamics and physical parameterizations are similar
to HadAM3P and the sea-surface temperatures are those used in HadAM3P.

Table 2.1 lists all the climate model simulations used in CLIME. As illustrated
at the top of Fig. 2.2 these were based on combinations of the two RCMs and the
two GCMs including the two SRES emission scenarios. This produced a total of
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Table 2.1 The RCM simulations used in CLIME

SRES
RCM Simulation Applied GCM Scenario Abbreviation
RCAO Control (1961-1990) HadAM3H - RCAO-H-C
ECHAM4/0OPYC3 - RCAO-E-C
Scenario (2071-2100) HadAM3H A2 RCAO-H-A2
B2 RCAO-H-B2
ECHAM4/0OPYC3 A2 RCAO-E-A2
B2 RCAO-E-B2
HadRM3P Control (1960-1989) HadAM3P - HadRM3P-C
Scenario (2070-2099) HadAM3P A2 HadRM3P-A2
B2 HadRM3P-B2

three control simulations and six scenarios for the projected change in the climate.
The control simulations cover the period 1960-1990 and the future scenarios the
period 2070-2100. The RCMs use equivalent concentrations of greenhouse gases
and aerosols for the selected periods as the ‘parent” GCMs. As seen from the table,
the RCAO used boundaries from HadAM3H while the HadRM3P used boundaries
from HadAM3P. The output generated by these simulations included six hourly
averages, daily averages and monthly mean values. Details of how these averages
were used to drive the lake and catchment models are given in Chapters 3,9, 11, 13
and 15 of this volume.

2.4.3 Statistical Downscaling

To explore the potential effect of climate change on the seasonal dynamics of the
lakes and catchments, it is important to cover as many combinations of dry and wet
periods as possible within the different temperature ranges. Since the RCM out-
puts only provide a limited number of weather combinations, a stochastic weather
generator was used to downscale the RCM and produce multiple realisations of the
weather on a catchment scale. A weather generator represents one among many
methods of statistical downscaling.

The CRU daily weather generator (CRUWG) was initially developed by Jones
and Salmon (1995) at the Climate Research Unit in the UK and later modified by
Watts et al. (2004). The WG uses time-series of past meteorological measurements
at a given site to estimate the parameters which are used to calibrate a stochas-
tic model that then generates multiple streams of daily weather variables (Watts et
al., 2004). In the CRUWG, precipitation is used as the primary driving variable. A
first-order Markov chain model generates the amount of precipitation on any day
by sampling at random from a gamma distribution. The distribution is formed by
grouping each half month of data together i.e. the first half of the month is days
1-15 and the second half days 16-28, 29, 30 or 31. In the grouping, the data are also
categorised into four states depending on how dry and wet days follow on each other.
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The secondary weather variables produced by the weather generator include min-
imum temperature ("C), maximum temperature ('C), vapour pressure (hPa), wind
speed (ms™) and sunshine duration (hours). Mean temperature, diurnal temperature
range, vapour pressure, wind speed and sunshine duration are derived through first
order auto-regressive processes. Minimum and maximum temperatures are then cal-
culated from the mean temperature and diurnal temperature range and the relative
humidity (%) derived from vapour pressure. The potential evapotranspiration (mm
day™") is also calculated with respect to grass using the Penman-Monteith method.

Very long time series of daily meteorological measurements are required to cal-
ibrate or train the weather generator for the selected sites. The record must be long
enough to capture the full range of variability and enough samples must be available
for each combination of half month and state to form well defined gamma distribu-
tions. For sites characterised by long dry periods, too few samples may be avail-
able which results in poorly defined distributions which then generate time-series
where the extremes are not properly represented. The recommendation by Watts et
al. (2004) is to use at least 20-30 years of continuous data for calibration.

Table 2.2 lists the seven CLIME sites for which the CRUWG was used to produce
multiple streams of daily weather. Since some of the catchment modellers required
estimates of the frequency of extremely dry and wet periods, the weather generator
was used to generate a minimum of 300 sequences, where each sequence was 30
years long. These time series were generated for the observational period itself and
for the future conditions projected by the six RCM scenarios. For the future projec-
tions, the WG used the RCM changes in mean values and variances of temperature
and precipitation, respectively, for the grid boxes nearest to the selected sites. As can
be seen from the table, the record for one site was less than the recommended 20—
30 years and that for another site was on the limit. As already discussed, too short
time series may cause unrealistic generations of output due to ill defined distribu-
tions. Unfortunately we occasionally experienced unrealistic precipitation estimates
in some long time-series, e.g. for Lough Leane. Since we wanted to use the same
downscaling procedures at all the sites we filtered the time-series at the sites where
the precipitation output included some non-realistic values. For WG precipitation

Table 2.2 The CLIME sites where the CRU Weather Generator was used to produce multiple real-
izations of the daily weather. Results for the locations denoted by * have been filtered as described
in the text

Place Position Period No of years
Lough Leane, Ireland* 52.03°N 9.33°W 1968-1997 30
Lough Feeagh, Ireland 53.95°N 9.58°W 1966-1993 28
Poulaphuca Reservoir, 53.08°N 6.30°W 1973-2002 30
Ireland
Keswick, UK* 54.60°N 3.10°W 1984-2002 19
Tartu, Estonia* 58.27°N 26.47°E 1971-2003 33
Moor House, UK* 54.70°N 2.38°W 1983-2002 20

Visteras, Sweden™ 59.59°N 16.60°E 1973-1997 25
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values (WG P) that exceeded the maximum observed precipitation (observed P, )
the output was corrected as:
(WG P)
(WG P) = WG Pmax)(observed Prax) % 1.1

At most sites this filter removed less than 0.1% of the samples but at Keswick the
proportion approached 0.5%. For two sites with incomplete records the CRUWG
could not be applied and the delta-change method was used instead. In the delta-
change method the differences between an RCM scenario output and the corre-
sponding RCM control output for a specific variable is applied to an observational
time series of the same variable. The perturbed time series is then used to drive the
models used to project future conditions. See Chapters 11 and 13 for further details
and some applications of the delta-change method.

2.5 Climate Projections

In this section, the main features of the RCM and Weather Generator results are
summarized using monthly and seasonal mean values for selected parameters. The
first section reviews these results on a continental scale whilst the second summa-
rizes some key features of the regional patterns.

2.5.1 European Continental Scale

Figure 2.3 shows the projected changes in the winter and summer temperature
and precipitation for the European region. The maps show the average difference
between each of the six individual scenarios and the corresponding control sim-
ulation. This representation was designed to show those areas where the models
produced the most consistent results and also highlight those where there is more
uncertainty.

The overall pattern can be explained by the general warming of the atmosphere,
its large-scale dynamics and local feedback mechanisms. A warmer atmosphere can
hold more water vapour. This means that the horizontal transport of water vapour
will increase irrespective of any change in the general circulation pattern (Chris-
tensen et al., 2007). The increased transport will strengthen already established
regions of convergence/divergence, such as the convergence in Northern Europe
and divergence in Southern Europe. These changes results in increased amounts
of precipitation over Northern Europe, especially during the winter, and decreased
amounts of precipitation in Southern Europe, especially in summer. There is also
some indication of a change in the large-scale dynamics, such as a pole-ward expan-
sion of the subtropical highs and a pole-ward displacement of the mid-latitude
westerlies and associated storm tracks (Christensen et al., 2007). These changes
in dynamics can, in turn, either amplify or reduce the described tendencies in
precipitation.
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Winter Summer

Temperature

Precipitation

Fig. 2.3 The mean differences between the scenario (2071-2100) and control (1961-1990) out-
puts for all the simulations. The maps show the spatial differences in the winter (DJF) and summer
(JJA) temperature (°C) and precipitation (mm/month)

The temperature variations show how the continental areas experience more pro-
nounced warming than the maritime areas. This is due to the greater thermal inertia
of the ocean as compared to land surfaces and that more energy is used for evapora-
tion over the oceans than over the land. Apart from the land-sea contrast, the winter
west-east warming gradient in Fig. 2.3a is mainly due to a shift of the snow line
while the summer north—south gradient in Fig. 2.3b is mainly due to a drying out of
Southern Europe (Déqué et al., 2005).

2.5.2 Clime Regional Scale

The lakes studied in CLIME were located in three very different climatic regions:
the UK and Ireland, Northern Europe and Central Europe. In the following section,
the RCM results will be presented, not individually for each lake, but as mean values
for the grid boxes that cover these regions. Figure 2.4 shows the annual cycle, based
on monthly means, of the projected change in a number of climatic parameters.
For each sub figure, the results have been grouped according to the SRES emission
scenario applied. The shaded areas thus cover the total range of values generated by
all the RCMs for each SRES scenario (A2 or B2). Note that the area averaging of
the parameters in each region is based on all the grid boxes that intersect with the
drainage basin of the selected lakes.
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UK and Ireland Northern Europe Central Europe
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Fig. 2.4 The differences between the projected (2071-2100) and control (1961-1990) simulations
for ensembles based on the A2 (dark grey) and B2 (light grey) emission scenarios for the regions
that include CLIME sites. Note that the two distributions intersect in the medium grey areas. The
results for each region are averaged over all grid squares containing a CLIME lake and drainage
basin

In the UK and Ireland, the sites covered were Lough Feeagh, Lough Leane,
Poulaphuca Reservoir, Esthwaite Water, Windermere, Bassenthwaite and Blelham
Tarn. In Northern Europe, some of the lakes were much larger and the sites covered
were Erken, Mélaren/Ekoln, Mélaren/Galten, Peipsi, Vortsjarv, Padjarvi, Ormajarvi
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and Valkea Kotinen. In Central Europe the lakes covered were Hechtsee, Lake Kon-
stanz, Mondsee, Piburger See and Ziirichsee in the Alpine region and Balaton in
Hungary, a large but very shallow lake. Note, that the averages that appear in this
figure for Central Europe are biased by the fact that most of the sites are located in
the Alps, an area where very large reductions are projected for the summer rainfall.
(see Fig. 2.3d).

2.5.2.1 Near-Surface Air Temperature

The most obvious effect of the changing climate is the sustained increase in the air
temperature (Fig. 2.4a—c). The most pronounced increases are those projected for
Central Europe during the summer. As expected, the A2 scenarios suggest more
pronounced warming than the B2 scenarios. As concluded by Rowell and Jones
(2006) the summer warming over Central Europe is larger than the global mean,
a trend attributed to the projected drying out of the soil in the spring. In all three
regions, the temperature extremes are projected to increase at a faster rate than the
corresponding mean temperatures (Kjellstrom et al., 2007).

2.5.2.2 Wind Speed

The amplitude of the seasonal variation in the wind speed is projected to increase
in all three regions (Fig 2.4d—f) the winters becoming windier and the summers
calmer. The most pronounced difference is that projected for UK and Ireland where
there is a marked reduction in wind speed during summer. Christensen et al. (2007)
have, however, shown that these wind speed projections are very model dependent.
Despite these uncertainties, there are indications of increased wind speed in North-
ern Europe and decreased wind speed in Southern Europe. Changes in extreme wind
speeds tend to follow the changes in mean wind speeds in most of the models.

2.5.2.3 Cloudiness

All three regions show a reduction in summer cloudiness (Fig. 2.4g—i). The patterns
projected for Northern Europe are quite variable but those for the Central Euro-
pean region show an obvious summer reduction, with small differences between the
models and a large difference between the two emission scenarios. Such a reduction
in summer cloudiness will of course lead to a corresponding increase in the solar
radiation. The decrease in summer cloudiness over Central Europe is primarily a
function of the spring-summer reduction in soil moisture.

2.5.2.4 Precipitation

Not surprisingly, the reduction in summer cloudiness is associated with a cor-
responding reduction in summer precipitation, a feature that is particularly pro-
nounced over the Central Europe. During the winter, most of Europe will experience
an increase in precipitation, especially in the north—west and in the north. According
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to Frei et al. (2006) the summer reductions in the mean precipitation projected for
Central Europe can be explained by a decreased number of wet days while the
increase of mean precipitation in the north can be explained by an increased number
of wet days and an increase in the intensity of precipitation.

Extreme precipitation events show an increasing frequency all over Europe at all
times of the year although this tendency is less robust than the changes in mean
precipitation.

2.5.2.5 Runoff

In our scenarios, we defined runoff as the difference between precipitation and evap-
otranspiration, also taking into account any storage of water on the land surface and
in the soil. Thus the projected increases in the winter precipitation will lead to par-
ticularly pronounced increase in runoff. In the colder parts of Europe, an increasing
proportion of the winter precipitation will also fall as rain since the air temperatures
will be significantly higher. This change from snow to rain will have a major effect
on the local hydrology and could lead to an increased risk of flooding in some areas.
The magnitude of the snow-melt peaks in Northern Europe and in the Alps will also
be reduced and there will be a marked shift in the timing as winters become warmer
and the spring temperatures increase.

2.5.3 Weather Generator Projections

Results based on the output from the CRU Weather Generator will not be discussed
in this chapter. Further details can be found in Chapters 9, 11 and 13 which describe
the application of the technique in the catchment models. The example in Fig. 2.5
compares the distribution functions generated by the CRUWG for the air temper-
ature at Lough Feeagh with that recorded for the historical period. The CRUWG
output is based on five synthesized sequences, each 30 years long. Changes in mean

Fig. 2.5 Distribution
functions of air temperature
at Lough Feeagh, Ireland.
The solid lines represent the
control period for
observations (thick) and WG
output (thin). The dashed
lines represent perturbed WG
output based on the two
scenarios HadRM3P-B2

(thin) and RCAO-E-A2 5 0 5 10 15 20 25 30
(thick) Temperature (°C)
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values and variances of the air temperature, given from the RCM simulations, have
been used for the perturbed distributions. Note that the form of each distribution and
the magnitude of the shift towards the right changes systematically according to the
chosen emission scenario.

2.6 Discussion and Concluding Remarks

The results presented here are based on a rather limited number of dynamical and
statistical downscalings compared to the number currently available. The number
of RCM downscalings has grown rapidly in the last few years. The outputs pre-
sented here nevertheless encapsulate a reasonable proportion of this variability and
are broadly consistent with the patterns suggested in the fourth assessment report by
IPCC (Christensen et al., 2007).

RCM outputs of this kind are now readily available via a number of web inter-
faces (e.g. that provided by the European PRUDENCE project). Recently, a number
of transient scenarios have also been produced, i.e. scenarios where the simula-
tions are not time slices but extend over a continuous period in time (e.g. 1960—
2100). These outputs arrived too late for most of the model simulations undertaken
in CLIME but an example of a simulation driven by one of these scenarios has been
included in Chapter 15. In that example, a transient scenario was used to predict the
long-term change in the concentration of oxygen in the deep water of a Swedish
lake. The simulations showed a progressive reduction in the oxygen concentrations
and suggested that very little oxygen would be present at the selected depth by
2020. If a ‘time slice’ model had been used for the same simulation it would simply
have indicated zero values for the 2070-2100. Such results highlight the danger of
assuming that natural systems respond in a linear way to the change in the climate.

In future, transient RCM scenarios will be available via the web site of the
ENSEMBLES project (see References) and should prove very valuable for the next
generation of climate impact studies. One study that has already accessed these
results is Euro-limpacs (www.eurolimpacs.ucl.ac.uk), a project designed to explore
the combined effects of climate change and other stressors on wetland systems as
well as rivers and lakes. It is, however, important to emphasise that these outputs still
have to be treated with some caution. Like all models simulating complex processes,
RCMs have their strengths, weaknesses and inherent uncertainties. Our experience
in CLIME demonstrates that it is essential for the limnological analysts and mod-
ellers to work closely with the climatologists in the project to make the best use of
the RCM outputs and avoid any misunderstanding of the documented results. Par-
ticular attention also has to be paid to the uncertainties associated with the methods
used for dynamic and statistical downscaling.

The degree of uncertainty associated with the dynamic downscaling of the GCM
outputs with RCMs has been assessed by Déqué et al. (2007). They divided these
areas of uncertainty into four groups: the choice of the GCM, the structure of the
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RCM, the emission scenario and the initial conditions used in the RCM. Their anal-
yses formed part of the PRUDENCE project and were based on 25 different RCM
scenarios for the European region. They concluded that (i) the greatest source of
uncertainty was the choice of GCM, (ii) the choice of RCM had less of an effect
on the overall variability but had as large an effect on summer precipitation as the
choice of GCM, (iii) the choice of emission scenario produced the largest uncer-
tainty for summer temperature in southern Europe and (iv) the uncertainty due to
the initial conditions was generally small compared with the other uncertainties. The
scenarios used in CLIME were a sub-set of these 25 projections and we maximised
the variance by combining the results from two different GCMs and two contrasting
emission scenarios. The experience from PRUDENCE suggests that, whilst we can
have high confidence in the ability of the models to simulate the seasonal variation
in the mean temperature, the precipitation results are much more variable. Never-
theless the changes projected on a continental scale are more consistent and include
the persistent drying in southern Europe and the general wetting of northern Europe
(Déqué et al., 2005).

The results generated by statistical downscaling are also subject to consider-
able uncertainties. These uncertainties were explored in the EU-funded project
STARDEX (see e.g. Haylock et al., 2006; Schmidli et al., 2007). The STARDEX
project concluded that uncertainties can arise from: (i) the choice of statistical
method, (ii) the choice of the predictor variables used to relate the local climate
to the climate forcing and (iii) the scale the predictor variables represent in terms of
climate model resolution and physical processes. In many cases, the inter-model
differences in the downscaled outputs for a single station were just as large as
those observed between different emissions scenarios. In many studies there is no
single statistical downscaling method that can deal with all the spatial and tem-
poral variation given in the climate regime. The ideal solution is to compare the
results from a range of downscaling methods before selecting the one that best
meets the needs of the end-user. Practical advice on the best methods to use can be
found in two reports archived at the IPCC Data Distribution Centre. The first report
(Mearns et al., 2003) includes useful guidelines on the application of dynamic down-
scaling whilst the second (Wilby et al., 2004) discusses the alternative statistical
methods.

It is now clear that coupled numerical simulations run over several decades are
required to properly represent the variations in current and future climates. The use
of coupled models is essential because there are complex feed-back mechanisms
taking place which affect the response of the system as a whole. Today, the term
Earth System Models is used to reflect the status of the complexity reached. The
definition of Earth System Models is not very precise but the name implies that
these model systems not only account for the human impact on the environment but
can also take account of the way human societies respond to environmental change.
Although, these models include many processes they still operate on a relatively
coarse scale so there is still a need to develop better ways of downscaling these
outputs to meet the needs of environmental scientists and managers.
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Chapter 3
Modeling the Effects of Climate Change on
Catchment Hydrology with the GWLF Model

Elliot Schneiderman, Marko Jéirvinen, Eleanor Jennings, Linda May,
Karen Moore, Pamela S. Naden, and Don Pierson

3.1 Introduction

The influence of catchment hydrology on the volume and timing of water inputs
to waterbodies, and on the material loads of nutrients, sediment, and pollutants is
central to any assessment of the impact of climate change on lakes. Changes in
the timing and amount of precipitation, particularly when coupled with a change
in air temperature, influence all the major components of the hydrological cycle,
including evapotranspiration, snow dynamics, soil moisture, groundwater storage,
baseflow, surface runoff, and streamflow.

Most published studies on the effects of climate change on catchment-scale
hydrology in Europe (Andreasson et al., 2004; Arnell, 1999; Bultot et al., 1992;
Drogue et al., 2004; Eckhardt and Ulbrich, 2003; Gellens and Roulin, 1998; Gra-
ham, 2004; Charlton et al., 2006), Muller-Wohlfeil et al., 2000; Wilby and Harris,
2006) and elsewhere (Chiew et al., 1995; Dibike and Coulibaly, 2004; Lettenmaier
et al., 1996; Loukas et al., 2002; Rosenberg et al,. 2003) utilise a common three-
step approach to the analysis of the projected impacts. In the first step, a catchment
hydrology simulation model is calibrated and tested against historical data. In the
second step, a range of different climate models are run to generate future climate
scenarios. In the third step, the catchment model is then run for both a control period
and a future climate scenario to assess the potential impact of these changes on the
hydrological output. This general approach was the one used in CLIME to quantify
the effects of climate change on catchments located in the Western and Northern
regions of Europe.

The catchment model used at all the sites was GWLF (Generalised Watershed
Loading Functions Model) (Haith and Shoemaker, 1987; Haith et al., 1992; Schnei-
derman et al., 2002). GWLF is a lumped-parameter model that simulates a daily
water balance and utilizes empirical loading functions to estimate the nutrient and

E. Schneiderman ()
Department of Environmental Protection, Kingston, New York, NY 12401, USA
e-mail: eschneiderman@dep.nyc.gov

D.G. George (ed.), The Impact of Climate Change on European Lakes, 33
Aquatic Ecology Series 4, DOI 10.1007/978-90-481-2945-4_3, © US Government 2010.

Created within the capacity of an US governmental employment and therefore public domain.
Published by Springer Science+Business Media, B.V. Dordrecht



34 E. Schneiderman et al.

sediment loads from a catchment. GWLF was chosen as a parsimonious yet robust
model that could be adapted, calibrated, and applied to a variety of catchments
situated in regions with very different climates. In this chapter we describe the
hydrological component of the GWLF model and its implementation. Chapters 9,
11, and 13 describe the applications of GWLF for simulating the flux of dissolved
inorganic phosphorus, dissolved inorganic nitrogen, and dissolved organic carbon
respectively; applications that are all based on the hydrological routines described
here.

In CLIME, the hydrologic effects of the projected changes in the climate were
explored in four different catchments — two located in Western Europe and two
in Northern Europe. The two Western catchments were the River Flesk, a sub-
catchment of Lough Leane in SW Ireland (IE) and the Esthwaite catchment in the
NW of the United Kingdom (UK). The two Northern catchments were the Arbo-
gaan catchment of L. Milaren in Sweden (SE) and the Mustajoki catchment of
L. Pidjérvi in Finland (FI). Table 3.1 summarizes the key hydrological features of
the four sites. The annual streamflow is from stream gauge observations, evapotran-
spiration is estimated by the temperature index method in the GWLF model, snow
water equivalent is estimated from the GWLF simulations, and precipitation is based
on meteorological data which is corrected during the model calibration (see later).
Sites in the Western region are subject to more than twice the precipitation of that
in the northern sites. Air temperatures are warmer at the Western sites, particularly
in the winter. Streamflows per unit catchment area in the Western sites are more
than three times greater than those in the Northern sites. There are also regional dif-
ferences in the seasonality of precipitation, which influences the regional patterns
in streamflow. Both regions have similar summer precipitation, but in the Northern
sites summer precipitation is the greatest of any season whereas in the Western sites
summer is the season with the least precipitation. Winter, spring and autumn pre-

Table 3.1 The hydrological characteristics of the selected catchments studied in Northern and
Western regions of Europe

Annual
Annual SNOW Annual Annual
total pre-  water evapo- stream-
cipitation equivalent transpiration flow
Country  Catchment Position  Area (km) (cm) (cm) (cm) (cm)
Western region
Ireland Flesk 52.03°N 325 210 0 58 152
9.33°W
UK Esthwaite  54.60°N  15.6 221 4 45 176
3.10°W
Northern region
Sweden  Arbogaian  59.59°N 3,808 90 21 48 42
16.6°E
Finland Mustajoki  61.04°N  76.8 72 21 43 29

25.08°E
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cipitation in the Western sites are twice those of the Northern sites. Under present
climate conditions a significant portion of the winter precipitation in the North-
ern region falls as snow. This accumulates in the catchment until the spring when
snowmelt augments streamflow to form a distinct snowmelt peak that often results
in a maximum yearly streamflow.

3.2 The GWLF Catchment Model

GWLF is a conceptual lumped-parameter model (Leavesley, 1999) that simulates
a daily water balance and partitions water among the different pathways of the
hydrological cycle. The catchment is viewed as a system of different land areas
(Hydrologic Response Units or HRUs) that produce direct runoff, and two lumped
(i.e. averaged over the whole catchment) subsurface reservoirs: an unsaturated soil
zone from which water can be lost by evapotranspiration (ET) and a deeper satu-
rated zone that maintains the baseflow (Fig. 3.1). Concentrations of dissolved and
suspended substances (e.g. nutrients and sediment) in streamflow are estimated at
the catchment outlet by loading functions that empirically relate the concentrations
in the two streamflow components (direct runoff and baseflow) to catchment and
HRU-specific characteristics. This chapter describes the hydrological component of
the GWLF model. Other chapters on nitrogen and phosphorus describe the loading
function approach used by GWLF and its application in greater detail.

Different versions of the model, in addition to the original Haith model, have
been developed and have been used for a variety of applications (Dai et al., 2000;
Evans et al., 2002; Lee et al., 2000; Limbrunner et al., 2005a; Schneiderman et al.,
2002; Smedberg et al., 2006). Each of these versions has particular modifications,
but all follow the same GWLF conceptual framework. The CLIME project used
the version developed by New York City Department of Environmental Protection
for the NYC catchments (Schneiderman et al., 2002). This version has been used
to evaluate the effects of land use, watershed management, and climate on water
quality in the NYC water supply system. (NYC DEP, 2006).

The GWLF hydrology model is driven by daily time series of precipitation and
air temperature that have been spatially averaged over the catchment. Precipitation
occurs as rain or snow depending on daily air temperature. Snow water is stored in a
lumped snowpack from which snowmelt is released as a function of air temperature.

Direct runoff for each HRU is estimated as a non-linear function of precipitation
(P) and a catchment retention parameter S using the SCS Runoff Equation (USDA-
SCS, 1972): Direct Runoff = (P — 0.2*S)*/(P + 0.8*S) where P represents total
water inputs, including rain and snowmelt. For a given HRU, § can vary between
a minimum limit that applies when the catchment is considered wet and a maxi-
mum limit that applies when the catchment is dry. The catchment moisture condi-
tion is based on average 5-day antecedent. Catchment retention parameter values
for average, wet, and dry catchment conditions are derived from runoff curve num-
bers, which have already been compiled for HRUs with different land use and soil
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Fig. 3.1 Catchment hydrology as conceptualized in the GWLF Model (adapted from Limbrunner
et al., 2005b)

type (USDA-SCS, 1986). For the CLIME simulations, the model was adapted to use
the European Union’s CORINE land use classification system (EEA, 2000). Curve
numbers were derived from the literature and then scaled by site-specific calibration.
In this scheme, direct runoff generated within the catchment is delayed by introduc-
ing a storage term to account for travel times that exceed the daily time step.

Rain and snowmelt that does not become direct runoff infiltrates into a lumped
unsaturated soil zone storage, from which water is lost by evapotranspiration (ET).
Potential evapotranspiration (PET) is calculated as a function of air temperature
and daylength, using the Hamon temperature index equation (Hamon, 1961). The
relationship between ET and PET depends upon the season, the landuse/landcover
type and the available soil moisture. For each HRU, a seasonally-varying vegetative
cover coefficient adjusts the value of ET for different land covers. A moisture extrac-
tion function (Shuttleworth, 1993) further reduces ET as soil moisture approaches
wilting point and the availability of soil water to plants declines sharply. Water in
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the unsaturated zone that exceeds the average field capacity for soils within the
catchment percolates to the lumped saturated zone storage. The baseflow compo-
nent of streamflow is extracted from the saturated zone as a fraction (the recession
coefficient) of the amount of water stored in that zone. Streamflow is calculated
daily as the sum of baseflow and direct runoff.

Seven adjustable parameters are included in the GWLF hydrologic model. These
parameters are: a coefficient for scaling the retention parameter S in the runoff equa-
tion, a snowmelt coefficient which determines rates of melt as a function of temper-
ature, a runoff recession coefficient which describes the recession of direct runoff,
two rate parameters (a recession and a slow recession coefficient), a baseflow storage
capacity that control the baseflow output from the saturated zone and a precipitation
correction factor to correct for any bias in the precipitation gauge.

For the CLIME simulations a GWLF model was set up, calibrated, and tested
for each of the selected catchments. Continuous daily precipitation, air temperature,
and stream flow data were gathered for an appropriate calibration and a separate
validation period. Direct runoff and baseflow were estimated from daily streamflow
data using the baseflow separation technique of Arnold et al. (1995). An iterative
calibration of the model was then performed to minimise the mean square error
between the simulated values and the measured variables. The precipitation correc-
tion factor was optimised in relation to the cumulated streamflow; the curve number
adjustment in relation to the cumulated direct runoff; the runoff recession coeffi-
cient in relation to the daily direct runoff; the melt coefficient in relation to the
daily streamflow; the recession coefficient in relation to the daily separated base-
flow; and the slow recession coefficient and baseflow storage capacity in relation to
the baseflow on the days when flow was less than a low flow threshold (defined as
the 20th percentile of the daily flow values.) The resulting parameters are shown in
Table 3.2 whilst Table 3.3 lists the curve numbers (scaled by the calibrated curve
number adjustment) associated with the dominant land cover types in the four
catchments.

The Nash-Sutcliffe model efficiency statistic Exs (Nash and Sutcliffe, 1970) was
used to measure goodness of fit, with a value of 1 signifying perfect fit and a value
of zero or a negative value indicating that the mean observed data is a better pre-

Table 3.2 The catchment parameters used in the hydrological model

Precip Melt coeff ~ Runoff Soil water Slow Baseflow

correct  cm/degC/ recess capacity® Recess  recess capacity
Catchment factor day coeff/day cm coeff/day coeff/day cm
Flesk(IE) 1.09 0.25 0.73 15 0.116 0.005 20
Esthwaite
(UK) 1.36 0.55 0.31 10 0.085 0.023 1.45
Arbogaan(SE) 1.14 0.22 0.10 15 0.017 0.002 5.56
Mustajoki(FI) 1.11 0.28 0.19 15 0.028 0.004 4.60

*set parameter; the rest are calibrated
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Table 3.3 The dominant land cover types and scaled runoff curve numbers (CN) for the selected
catchments. Arbogaan (SE) data is for Domsta subcatchment

Esthwaite (UK)  Flesk (IE) Mustajoki (FI) Arbogaan (SE)
Land use % Area  CN % Area  CN % Area  CN % Area  CN
Urban 2% 90.8 1% 773
Pasture 52% 872 31% 72.0 7% 76.0
Cultivated 13% 77.2
Natural Grassland 10% 742 9% 72.0
Forest 32% 812 6% 80.5 67% 822  78% 69.9
Moors/Heathland 17% 94.0
Peat bog 29% 940 20% 932 6% 96.2
Water bodies 6% 98.0 1% 98.0 9% 98.0

dictor than the simulated results. The results of these tests (Table 3.4) indicate a
reasonable model calibration and validation for all the selected catchments. The
Nash-Sutcliffe efficiency values for streamflow ranged from 0.63 to 0.90 for the
calibration period and 0.60 to 0.75 for the validation period. These are similar to
those reported from other studies which have applied a variety of different models
in comparable European catchments (e.g. Perrin et al., 2001; Parajka et al., 2005.)
With regard to the partitioning of the flows, the degree of fit to the direct runoff is
rather better in the western catchments than in the northern catchments which may
relate to how well the models capture the timing and magnitude of snowmelt events.
The Nash-Sutcliffe efficiencies for baseflow varied between 0.51 and 0.76 for the
calibration period and 0.47 and 0.67 for the validation period. These values are again
very similar to the results produced by other models (e.g. Rouhani et al., 2007).

Table 3.4 The calibration and validation results for the GWLF hydrology model

Catchment Period Streamflow Eng  Direct Runoff Eng ~ Baseflow Eng
Flesk(IE) Calib. 19962000 0.73 0.62 0.68

Valid. 2002-2005 0.75 0.64 0.59
Esthwaite(UK) Calib. 1992-1998 0.90 0.83 0.76

Valid. n/a n/a n/a
Arbogaan(SE)  Calib. 1981-1990 0.63 0.33 0.62

Valid. 1991-2000 0.70 0.43 0.67
Mustajoki(FI)  Calib. 1982-2000 0.63 0.46 0.51

Valid. 1993-2004 0.60 0.41 0.47

3.3 The Climate Change Scenarios

The six climate scenarios used in CLIME were based on two Global Climate Models
(GCMs), two Regional Climate Models (RCMs) and two IPCC Emission Scenarios
(Table 3.5). The GCMs used to provide the boundary conditions for the RCM’s
were the HadAM3H/P, from the Hadley Centre, UK, and ECHAM4/OPYC3, from
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Table 3.5 The climate scenarios used in the CLIME project

IPCC emission

Climate scenario GCM RCM scenario
E A2 ECHAM4/0OPYC3 RCAO A2
E B2 ECHAM4/0OPYC3 RCAO B2
H A2 HadAM3h RCAO A2
HB2 HadAM3h RCAO B2
Had A2 HadAM3p Had RM3p A2
Had B2 HadAM3p Had RM3p B2

the Max Planck Institute, Germany. The RCMs used were the Rossby Centre RCM
(RCAO) and the Hadley Centre RCM (HadRM3p). The IPCC Emission Scenarios
were the A2 and B2 scenarios, defined as follows by the International Panel on Cli-
mate Change (IPCC) ‘Special Report on Emission Scenarios’ (http://www.ipcc.ch):

e A2 describes a heterogeneous world, with underlying theme of self-reliance and
preservation of local identities. Global population rises continuously throughout
the 21st century. The introduction of new technology is less rapid than in other
scenarios.

e B2 describes a world with population also increasing throughout the 21st century
but at a slower rate than A2.

Taken together, these six scenarios provide projections that encapsulate much
of the variability and uncertainty associated with the current generation of cli-
mate simulations. A detailed account of these scenarios has already been given in
Chapter 2 which also discusses the different sources of uncertainly associated with
these projections. For each scenario, daily time series of the observed or projected
variations in the local precipitation and air temperature were used to drive the catch-
ment model. Each climate scenario was run for a time period that spanned a histor-
ical control period (1961-1990) and a future projection period (2071-2100).

Since the size of the grid boxes in the RCMs were generally much larger than the
size of the catchments, two different methods were used to downscale the raw RCM
outputs. At the two Western sites, we used a weather generator (WG) developed by
the Climate Research Unit in the UK. At the two Northern sites, where insufficient
historical data was available to train the WG, an alternative delta change method
(Andréasson et al., 2004; Hay et al., 2000) was used to produce the required results.
The weather generator was based on the version produced by Jones and Salmon
(1995) and modified by Watts et al. (2004). The WG uses time-series of past meteo-
rological measurements to estimate a series of statistical parameters which are then
used to calibrate a stochastic model that generates multiple streams of daily weather
variables (Watts et al., 2004). These outputs are the ones used to drive the ‘con-
trol” simulations. The statistical distributions are subsequently modified to produce
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multiple realisations of the daily weather projected for the future climate (see Arnell,
2003). In the delta-change method the differences between the ‘control’ and “future’
outputs in the variables simulated by the RCMs is used to re-scale the observed time
series to an observational time series for the same variables. Further details of the
two methods are given in Chapter 2, this volume. Both methods effectively gener-
ate multiple (100) 30-year time series that have the same statistical characteristics
(Prudhomme, 2006) but with a random component that represents the assumed nat-
ural variability.

In CLIME, the catchment models were run repeatedly using the multiple
30-year time-series that represented the variability associated with the different cli-
matic scenarios. All land use related coefficients were maintained at the current
values for all scenarios. The start and end days of the growing season for each com-
bination were estimated using the method developed by Mitchell and Hulme (2002).
Output statistics were compared on an annual and monthly basis to quantify the site-
specific effects of the changing climate (Fig. 3.2).

3.4 The Effects of Climate Change on the Hydrological Regimes

The effects of climate change on the hydrological regimes in the four catchments
were analyzed by examining annual and monthly water budgets for the control vs.
the six climate change scenarios. Annual and monthly mean values were calculated
for each of the 100 randomized 30 year model runs for each scenario and for each
water budget component (n = 3000). Projected changes in median annual precip-
itation and streamflow varied widely depending on which GCM and RCM were
used (Fig. 3.3). Scenarios based on the ECHAM4/OPYC3 GCM (E-A2/B2) consis-
tently generated higher future estimates than those based on the HadAM3h/p GCMs
(H-A2/B2, Had-A2/B2). These differences reflect the systematic differences in the
atmospheric circulation generated by the two GCMs for the winter period (Rdisdnen
et al., 2004)

The RCAO RCM scenarios (H-A2/B2) tended to produce higher estimates than
those generated by the HadRM3p RCM (Had-A2/B2), particularly for the A2 emis-
sions scenario. These differences highlight the necessity to use multiple RCM com-
binations to provide robust estimates when assessing the impacts of climate change
on water budgets (Fowler et al., 2007).

A comparison of annual projections for A2 vs. B2 emission scenarios did not
reveal a consistent pattern across all catchments. Therefore, to estimate potential
future changes in annual and monthly water budgets, we compared the median value
of the control with the range of the median values projected by all six climate sce-
narios. Figure 3.4 shows the range of projected changes in median annual water
budget components for the six different climate change scenarios.

On an annual basis, all catchments showed projected increases in mean daily
air temperature, with greater increases in Northern Europe. As PET is calculated
in GWLF as a function of air temperature, the projected increases in PET and the



3 Effects of Climate Change on Catchment Hydrology 41

Fig. 3.2 The methods used Run GCM-RCM CLIMATE MODELS for Control
to produced the climate (1961-1990) and Future (2071-2100) Time Periods
change scenarios

. :

Derive DELTA CHANGE
Factors and Apply to
Observed Data (Initial

Control Tlmf: 'SBI‘IBS) to Train Weather
Produce an Initial Future G ;
Scenario Time Series for enerator
Each Climate Model
Apply RESHUFFLE Apply Weather

Progra.m to Initial. Time Generator, Producing
Sgrles, Producing Multiple (100) Random

Multiple (100) Random Time Series for Control

Time Series for Control and Each Future

and Each Future Scenario Scenario

1 3 1 3

Run CATCHMENT MODEL Repeatedly for All Cases

. i

Analyze and Compare MODEL OUTPUT STATISTICS

associated decreases in soil water are a direct and consistent consequence of the
increased air temperature. It should be noted however that these calculations do not
take into account the impact of changes in net radiation, relative humidity or wind
speed. ET projections differed from PET, as any reduction in the soil water content
tends to reduce ET and thus offset the projected PET increases; this was particularly
evident in the Flesk catchment (IE). It should also be noted that the model does not
take into account any changes in land use or plant physiology that could occur in
response to any change in the atmospheric concentration of CO, (Betts et al., 2007).

Projected change in annual precipitation was positive for Mustajoki (FI) but
included negative as well as positive estimates for the other catchments. Streamflow
projections followed those for annual precipitation. Projections for direct runoff
and baseflow were more complex. Annual direct runoff increased in the Western
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Fig. 3.3 The simulated
variation in annual
precipitation and streamflow
(mm year-1) for control and
six future climate scenarios
for four study sites. Each box
plot shows the variability of
annual values for the one
hundred 30-year (n = 3000)
simulations with the 5-95
percentile range of variability
(whiskers), the variability
between the 25 and 75
percentile (box), and the
median value. (Note
difference in y-axis scale
between northern and western
catchments.)
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Fig. 3.4 Projected percent
change in annual water
budget components for four
study sites. For each
component, vertical bar
shows the range of the
percent change in the median
values of these components
for the six different scenarios
of the future climate
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catchments in response to increased dormant season precipitation, but in Mustajoki
(FD) annual direct runoff decreased due to the sharp decline in the projected snow-
pack and the spring runoff event. Projected annual baseflow increased in Mustajoki
(FI) due to increased winter infiltration (also related to change in snowpack), while
annual baseflow projections for the other catchments were ambiguous.

The changes projected for the hydrologic regime reflected the projected seasonal
variations in the air temperature and precipitation (Fig. 3.5a—b). While an increase in
air temperature was projected throughout the year for all study catchments, greater
increases were indicated in late summer for the two Western sites and in winter for
the Northern sites with the most pronounced increases being suggested for Mus-
tajoki (FI). Increased winter and decreased summer precipitation (Fig. 3.5b) was
projected for all study catchments, with the seasonal differences being much more
pronounced for the Western catchments. The increases in winter precipitation were
greatest for Esthwaite (UK) (Fig. 3.5b). This site is located on the west coast of
Britain, an area for which particularly high increases in winter rainfall are projected
by all the scenarios described in Chapter 2.

Significant changes in both ET and soil moisture are projected for most of the
study catchments. There was a pronounced increase in springtime ET for all catch-
ments, followed by a decrease in summertime ET for all catchments except Musta-
joki (FI) (Fig. 3.5d). The decline in summertime ET, in spite of increases in sum-
mertime PET (Fig. 3.5¢), was largely controlled by the progressive depletion of the
soil moisture during the growing season (Fig. 3.5¢) and the associated decline in the
transpiration rates as the soils dried out. The same pattern of depletion was indicated
for all study catchments, but the decline was most pronounced at the Western sites,
where the combined effects of increased summer air temperatures and decreased
precipitation resulted in substantial declines in the soil moisture levels in summer
and autumn.

In the Northern catchments, where snowmelt is a dominant hydrologic factor,
the streamflow is strongly influenced by the dynamics of snow accumulation and
melt. For these catchments, all six future climate scenarios projected large reduc-
tions in the size of the snowpack (Fig. 3.6d), with a reduction of more than 90% in
maximum average snowpack in the months of January, February, and March. These
snowpack reductions dominated the projected streamflow changes in all these catch-
ments (Fig. 3.6d), with streamflow increasing during the winter and decreasing in
spring. The baseflow (Fig. 3.6b) and runoff (Fig. 3.6c) components of streamflow
both followed the same pattern. These effects were most pronounced in the Mus-
tajoki (FI) catchment where the current streamflow is low in winter and increases
rapidly during the spring snowmelt event.

In the Western catchments, where the hydrologic regimes are controlled by the
rainfall, streamflow (Fig. 3.6a) is influenced by the seasonal interaction of pre-
cipitation and ET. Streamflow increased in winter and decreased in late summer
and autumn, in accordance with changes in precipitation. However, the baseflow
(Fig. 3.6b) and runoff (Fig. 3.6¢c) components of streamflow responded differently,
with baseflow decreasing and runoff increasing in the fall and early winter, a combi-
nation that could result in increased streamflow flashiness (higher storm flows along
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with lower interstorm flows). During this period the runoff reflected the increase in
precipitation, while baseflow declined due to the increased PET and the soil water
depletion in summer and autumn.

3.5 Conclusions

Assessing the effects of climate change on catchment-scale hydrological regimes
is complicated by the uncertainty of the future climate projections and the inherent
complexity of hydrological systems. This complexity is highlighted by the differ-
ences in the projected streamflow generated in this study by the different combi-
nations of RCMs and scenarios. The summary outputs presented here are based on
multiple time series using four different climate models and two emission scenar-
ios. Confidence in the seasonal and annual patterns revealed by these projections
is greatly increased when the patterns reproduced by the different RCM-emission
scenario combinations agree in direction. Conversely, our confidence in these pro-
jections tends to decrease when the climate models generate both increases and
decreases for the same attribute. In general, however, the hydrological changes pro-
jected by these simulations are remarkably consistent and include clear directional
shifts as well as some contradictory changes (Figs. 3.4, 3.5 and 3.6).

The effects of climate change on the hydrological characteristics of a catchment
are mediated by the interaction of the meteorological forcing and the fluxes and stor-
ages in the catchment (Fig. 3.1). The projected responses vary of storages and fluxes
to climate change from catchment to catchment and region to region. In Northern
Europe, where snow is a dominant feature, rising winter air temperatures were pro-
jected to reduce the snowpack, increase the winter streamflow (baseflow and runoff)
and lead to a reduction in the spring streamflow peak due to the marked change in
seasonality. In Western Europe, the soil water storage plays a key role in mediating
climate change effects.

In both the Northern and Western catchments, the quantity of water stored in
the soil depends on the combined effects of precipitation and air temperature. The
projected combination of higher summer air temperatures and reduced summer pre-
cipitation will, in future, result in substantial reductions in summer soil water stor-
age. The severity of this summer soil water deficit and the time required to return
to field capacity in autumn affects can also be expected to vary in different systems.
For Western Europe the simulations presented here demonstrate that the recovery
of the soil water may be delayed to such an extent that the baseflow in late autumn
and early winter is reduced despite the increased precipitation. These increases in
the flashiness of these systems could have important implications for future varia-
tions in water quality (Chapters 9 and 11), water colour (Chapter 13) and the sea-
sonal development of phytoplankton (Chapter 1). In contrast, less change in future
soil water deficit was projected for the Mustajoki (FI) catchment, and late autumn
streamflow rose with increased precipitation but without increased flashiness. These
examples highlight the need to consider the complexity of the interactions that exist
between the local hydrology of and the regional climate forcing. It is also important
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to apply the selected models to as many different systems as possible to quantify
their sensitivity to both long-term and short-term changes in the climate.
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Chapter 4
Lake Ice Phenology

David M. Livingstone, Rita Adrian, Thorsten Blenckner, Glen George,
and Gesa A. Weyhenmeyer

4.1 Introduction

In Chapter 5 of this book, it is shown that the formation of ice on the surface of a
lake (‘ice-on’) and its thawing and ultimate disappearance (‘ice-off’) are complex
phenomena governed by mechanisms that involve many interacting meteorological
(and some non-meteorological) forcing factors. Linking ice phenology — the timing
of ice-on and ice-off — to climatic forcing might therefore be expected to be a diffi-
cult task. This task, however, is simplified considerably by the fact that air temper-
ature is the dominant variable driving ice phenology (Williams, 1971; Ruosteenoja,
1986; Vavrus et al., 1996; Williams and Stefan, 2006), and is also correlated to
some extent with other relevant meteorological driving variables such as solar radi-
ation, relative humidity and snowfall. Statistically, air temperature is often able to
explain 60-70% of the variance in the timing of ice-off on lakes (Palecki and Barry,
1986; Livingstone, 1997). In a simplified sense, ice phenology can therefore often
be viewed empirically as a temporally integrated response to the seasonal cycle in
air temperature, modified by interannual differences in this cycle. Thus, despite the
influence of geographical factors such as lake morphometry (Stewart and Haugen,
1990; Jensen et al., 2007) and meteorological factors such as snow cover (Vavrus
et al., 1996; Jensen et al., 2007), it is often possible not only to model the timing
of ice-on and ice-off empirically based on air temperature alone, but also to do the
reverse; i.e., to use historical observations of ice phenology to draw conclusions
about ambient air temperatures in the past (Magnuson et al., 2000b). This is partic-
ularly useful because air temperature exhibits a high degree of spatial coherence, so
that historical variations in lake ice phenology reflect variations in air temperature
on very large spatial scales (e.g., Livingstone, 1997, 1999, 2000; Magnuson et al.,
2004, 2005; Jensen et al., 2007). Long time-series of ice phenology data have been
employed successfully as indicators of past regional climate in Finland (Simojoki,
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1940; Palecki and Barry, 1986; Ruosteenoja, 1986; Kuusisto, 1987, 1993); Japan
(Arakawa, 1954; Gray, 1974; Tanaka and Yoshino, 1982; Gordon et al., 1985);
Switzerland (Pfister, 1984; Livingstone, 1997); various parts of Canada (Williams,
1971; Tramoni et al., 1985; Skinner, 1986, 1993); and the Great Lakes region of the
USA (Robertson et al., 1992; Assel and Robertson, 1995).

4.2 Large-Scale Climatic Influences on Lake Ice Phenology

In the long term, the secular increase in global mean air temperature that has been
occurring since the 19th century (Trenberth et al., 2007) appears to have affected
the timing of both ice-on and ice-off. An analysis of long (150-year) time-series of
observations of ice phenology from lakes and rivers throughout the Northern Hemi-
sphere by Magnuson et al. (2000a) indicated that ice-on has been occurring later in
the year at a mean rate of 5.7 days per 100 years, while ice-off has been occurring
earlier in the year at a mean rate of 6.3 days per 100 years, implying an overall
decrease in the duration of ice cover at a mean rate of 12 days per 100 years. If lake
ice phenology responds to large-scale climate, then factors known to affect large-
scale climate should also be detectable in ice phenology time-series. One such factor
is global volcanism. Studies have shown that fluctuations in global volcanic activity
are indeed reflected in fluctuations in the timing of ice-off on a high-altitude lake
in Switzerland (Livingstone, 1997), and can also be detected, albeit less strongly, in
other Northern Hemisphere lakes located at lower altitudes (Livingstone, 2000).

Several studies have demonstrated convincingly that the El Nifio/Southern Oscil-
lation (ENSO) phenomenon, which is known to have a strong influence on climate in
the Americas and eastern Asia, leaves a pronounced signature in the ice phenology
of many North American lakes (e.g., Anderson et al., 1996; Robertson et al., 2000;
Bonsal et al., 2006), as does another large-scale climate phenomenon, the Pacific
North America (PNA) pattern (Benson et al., 2000; Bonsal et al., 2006). In Europe
and northern Asia, the North Atlantic Oscillation (NAO) (or the Arctic Oscillation,
AO, with which it is strongly associated) is known to influence large-scale climate,
especially air temperature, in winter and spring (e.g., Hurrell, 1995). It is thus likely
that the winter NAO (or AO) will leave its signature in the timing of ice-off in high-
latitude and high-altitude lakes in these areas. Various studies have confirmed this.
An extremely strong winter NAO/AO signal has been detected in the ice phenology
of lakes and rivers in Estonia, Finland and Sweden (Livingstone, 2000; Yoo and
D’Odorico, 2002; Blenckner et al., 2004), and a strong NAO/AO signal is present in
the ice phenology of Lake Baikal in Siberia (Livingstone, 1999; Todd and Mackay,
2003). Figure 4.1 illustrates two examples of the dependence of the duration of ice
cover on the winter NAO index exhibited by a lake in Sweden (Lake Erken) and
a lake in Germany (Miiggelsee); in both cases, the dependence is approximately
linear.

Recent work has shown that the influence of the winter NAO on ice phenology
can be detected even in western European lakes that are situated in a mild, maritime
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Number of days of total ice cover

NAO,,

Fig. 4.1 Dependence of the number of days of total ice cover on Lake Erken (Sweden) and
Miiggelsee (northern Germany) on Hurrell’s (1995) index of the North Atlantic Oscillation in
winter (NAOy ), based on data from the winter of 1976/1977 to the winter of 2005/2006. The
interannual variability of NAO,, explains 35% of the interannual variability of the duration of ice
cover in the case of Lake Erken and 47% in the case of Miiggelsee (the linear regression lines are
illustrated; p < 0.01)
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climate and hence experience only short periods of ice cover, and then only in shel-
tered bays. George (2007) showed that the number of days per winter on which ice
was recorded in two bays of Windermere, a lake in the English Lake District, was
significantly related to regional air temperature and to the winter NAO (Fig. 4.2),
and was also significantly correlated with the maximum annual extent of ice in the
Baltic Sea, which is known to be influenced strongly by the winter NAO. The pro-
nounced relationship to the NAO explained 50% of the interannual variance in the
number of such ‘ice-days’ observed for Windermere.

A comparison of the timing of ice-out on Northern Hemisphere lakes since the
middle of the 19th century with indices of the NAO in winter (Livingstone, 2000)
has shown that the strength of this relationship has varied with time in some geo-
graphical regions. Although the relationship appears always to have been strong
in northern European lakes, for lakes in Switzerland and Siberia the relationship
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is substantially stronger now than it was previously. By contrast, in the case of
Lake Mendota, Wisconsin, the strength of the relationship of the timing of ice-
out to winter NAO indices appears to have weakened considerably since the 19th
century, while the relationship with the Southern Oscillation has simultaneously
strengthened (Livingstone, 2000). It cannot therefore be assumed that the effect
of the NAO on lake ice phenology in future will necessarily be the same as it is
today, thus complicating any prediction of the impact of climate change on lake ice
phenology.

4.3 Dependence of Sensitivity of the Timing of Ice-on and Ice-off
on Air Temperature

Because air temperature varies sinusoidally during the year, the calendar dates on
which the smoothed air temperature falls below 0°C (in winter) and rises above
0°C (in spring) are arc cosine functions of the smoothed air temperature, and the
fraction of the year during which the ambient air temperature is below 0°C can be
estimated by (1/m) arccos(T/T,), where Ty, and T, are the mean and amplitude
of the annual air temperature cycle. Assuming that the calendar dates of ice-on and
ice-off vary linearly with the calendar dates on which the smoothed air temperature
passes through 0°C (an assumption supported by the results of Duguay et al. (2006),
who showed that the spatial patterns of trends in ice-on and ice-off dates in Canada
closely follow those of the 0°C isotherm in autumn and spring, respectively), it
follows that the timing of ice-on and ice-off can also be described well by arc cosine
functions of Ty, and T,. Based on over 40 years of historical ice phenology data
from 196 lakes spanning 13° of latitude in Sweden, Weyhenmeyer et al. (2004)
confirmed that the relationship between the timing of ice-off and air temperature is
indeed described well by an arc cosine function (Fig. 4.3). Because of the form of the
arc cosine function, the timing of ice-off (and the