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Series Editors' Foreword

The topics of control engineering and signal processing continue to flourish and de­
velop. In common with general scientific investigation, new ideas, concepts and inter­
pretations emerge quite spontaneously and these are then discussed, used, discarded or
subsumed into the prevailing subject paradigm. Sometimes these innovative concepts
coalesce into a new sub-discipline within the broad subject tapestry of control and
signal processing. This preliminary battle between old and new usually takes place at
conferences, through the Internet and in the journals of the discipline. After a little
more maturity has been acquired by the new concepts then archival publication as a
scientific or engineering monograph may occur.

A new concept in control and signal processing is known to have arrived when
sufficient material has developed for the topic to be taught as a specialised tutorial
workshop or as a course to undergraduates, graduates or industrial engineers. The
Advanced Textbooks in Control and Signal Processing Series is designed as a vehicle
for the systematic presentation ofcourse material for both popular and innovative topics
in the discipline. It is hoped that prospective authors will welcome the opportunity to
publish a structured presentation of either existing subject areas or some of the newer
emerging control and signal processing technologies.

The authors Lorenzo Sciavicco and Bruno Siciliano declare that robotics is more
than fifteen years old and is a young subject! Yet, this textbook shows that a well­
established paradigm of classical robotics exists and the book provides an invaluable
presentation of the subject. The Series is fortunate in being able to welcome this text
as a second edition. Thus it is an updated text which has benefited from the authors'
teaching practice and an awareness of very recent developments in the field. Notable
in this sense is the inclusion of material on vision sensors and trajectory planning.

As a course textbook, the authors have explained how various chapters may be
drawn together to form a course. Further, the book is supported by a Solutions Manual.
Last, but not least we ought to mention three very substantial Appendices giving
useful supplementary material on the necessary mathematics, rigid body dynamics
and feedback control. A fine new addition to the Series!

MJ. Grimble and M.A. Johnson
Industrial Control Centre
Glasgow, Scotland, U.K.

December 1999
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Preface to the Second Edition

The subject matter of this textbook is to be considered well assessed in the classical
robotics literature, in spite of the fact that robotics is generally regarded as a young
science.

A key feature of the First Edition was recognized to be the blend of technological
and innovative aspects with the foundations of modelling and control of robot manip­
ulators. The purpose of this Second Edition with the new Publisher is to add some
material that was not covered before as well as to streamline and improve some of the
previous material.

The major additions regard Chapter 2 on kinematics; namely, the use of the unit
quaternion to describe manipulator's end-effector orientation as an effective alternative
to Euler angles or angle and axis representations (Section 2.6), and the adoption of a
closed chain in the design of manipulator structures (Sections 2.8.3 and 2.9.2). Not
only are these topics analyzed in the framework of kinematics, but also their impact
on differential kinematics, statics, dynamics and control is illustrated. In particular,
different types of orientation error are discussed for inverse kinematics algorithms
(Section 3.7.3), and the concept of kineto-statics duality is extended to manipulators
having a closed chain (Section 3.8.3). Yet, the dynamic model of a parallelogram
arm (Section 4.3.3) clearly shows the potential of such design over the kinematically
equivalent two-link planar arm. Further, the problem of planning a trajectory in the
operational space is expanded to encompass the different descriptions of end-effector
orientation (Section 5.3.3), and the implications for operational space control are briefly
discussed (Section 6.6.3).

Another addition regards the presentation of the main features of vision sensors
(Section 8.3.4) which have lately been receiving quite a deal of attention not only in
research but also in the industrial community.

Finally, the bibliography has been updated with more reference texts in the in­
troduction (Chapter 1) as well as with those references that have been used in the
preparation of the new material (Chapters 2 to 8). New problems have been proposed
and the Solutions Manual accompanying the book has been integrated accordingly.

Naples, December 1999 Lorenzo Sciavicco and Bruno Sicilianoo

°The authors have contributed equally to the work, and thus they are merely listed in alphabetical
order.
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The Solutions Manual for Modelling and Control of Robot Manipulators, Second
Edition (ISBN 1-85233-221-2S) by Bruno Siciliano and Luigi Villani can be requested
by textbook adopters from

Springer-Verlag London Ltd
Sweetapple House, Catteshall Road
Godalming, Surrey GU7 3DJ
UK
Tel: +44 (1483) 414113
Fax: +44(1483)415144
E-mail: postmaster@svl.co.uk
URL: www.springer.co.uk



Preface to the First Edition

In the last fifteen years, the field of robotics has stimulated an increasing interest in
a wide number of scholars, and thus literature has been conspicuous both in terms of
textbooks and monographs and in terms of specialized journals dedicated to robotics.
This strong interest is also to be attributed to the interdisciplinary character of robotics,
which is a science having roots in different areas. Cybernetics, mechanics, bioengi­
neering, electronics, information science, and automatic control science-to mention
the most important ones-are all cultural domains which undoubtedly have boosted
the development of robotics. This science, however, is to be considered quite young
yet.

Nowadays, writing a robotics book brings up a number of issues concerning the
choice of topics and style of presentation. Current literature features many texts which
can be grouped in scientific monographs on research themes, application-oriented
handbooks, and textbooks. As for the last, there are wide-ranging textbooks covering
a variety of topics with unavoidably limited depth and textbooks instead covering in
detail a reduced number of topics believed to be basic for robotics study. Among
these, mechanics and control are recognized to playa fundamental role, since these
disciplines regard the preliminary know-how required to realize robot manipulators
for industrial applications, i.e., the only domain so far where robotics has expressed
its level of a mature technology.

The goal of this work is to present the foundations of modelling and control of
robot manipulators where the fundamental, technological and innovative aspects are
merged on a uniform track in respect of a rigorous formalism.

Fundamental aspects are covered which regard kinematics, statics and dynamics
of manipulators, trajectory planning and motion control in free space. Technological
aspects include actuators, proprioceptive sensors, hardware/software control archi­
tectures and industrial robot control algorithms. Established research results with a
potential for application are presented, such as kinematic redundancy and singular­
ities, dynamic parameter identification, robust and adaptive control and interaction
control. These last aspects are not systematically developed in other textbooks, even
though they are recognized to be useful for applications. In the choice of the topics
treated and the relative weight between them, the authors hope not to have been biased
by their own research interests.

The book contents are organized into 9 chapters and 3 appendices.
In Chapter 1, the problems concerning the use of industrial robots are focused

in the general framework of robotics. The most common manipulation mechanical
structures are presented. Modelling and control topics are also introduced which are
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developed in the subsequent chapters.
In Chapter 2 kinematics is presented with a systematic and general approach which

refers to Denavit-Hartenberg convention. The direct kinematics equation is formulated
which relates joint space variables to operational space variables. This equation is
utilized to find manipulator workspace as well as to derive a kinematic calibration
technique. The inverse kinematics problem is also analyzed and closed-form solutions
are found for typical manipulation structures.

Differential kinematics is presented in Chapter 3. The relationship between joint
velocities and end-effector linear and angular velocities is described by the geomet­
ric Jacobian. The difference between geometric Jacobian and analytical Jacobian is
pointed out. The Jacobian constitutes a fundamental tool to characterize a manipulator,
since it allows finding singular configurations, analyzing redundancy and expressing
the relationship between forces and moments applied to the end effector and the result­
ing joint torques at equilibrium configurations (statics). Moreover, the Jacobian allows
formulating inverse kinematics algorithms that solve the inverse kinematics problem
even for manipulators not having a closed-form solution.

Chapter 4 deals with derivation of manipulator dynamics, which plays a fundamen­
tal role for motion simulation, manipulation structure analysis and control algorithm
synthesis. The dynamic model is obtained by explicitly taking into account the pres­
ence of actuators. Two approaches are considered; namely, one based on Lagrange
formulation, and the other based on Newton-Euler formulation. The former is con­
ceptually simpler and systematic, whereas the latter allows computation of dynamic
model in a recursive form. Notable properties of the dynamic model are presented,
including linearity in the parameters which is utilized to develop a model identification
technique. Finally, the transformations needed to express the dynamic model in the
operational space are illustrated.

As a premise to the motion control problem, in Chapter 5, trajectory planning
techniques are illustrated which regard the computation of interpolating polynomials
through a sequence of desired points. Both the case of point-to-point motion and that
of path motion are treated. Techniques are developed for generating trajectories both
in the joint and in the operational space, with a special concern to orientation for the
latter. Finally, a trajectory dynamic scaling technique is presented to keep the joint
torques within the maximum available limits at the actuators.

In Chapter 6 the problem of motion control in free space is treated. The distinction
between joint space decentralized and centralized control strategies is pointed out. With
reference to the former, the independent joint control technique is presented which is
typically used for industrial robot control. As a premise to centralized control, the
computed torque feedforward control technique is introduced. Advanced schemes are
then introduced including PD control with gravity compensation, inverse dynamics
control, robust control, and adaptive control. Centralized techniques are extended to
operational space control.

Interaction control of a manipulator in contact with the working environment is
tackled in Chapter 7. The concepts of mechanical compliance and impedance are
defined as a natural extension of operational space control schemes to the constrained
motion case. Force control schemes are then presented which are obtained by the
addition of an outer force feedback loop to a motion control scheme. The hybrid
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force/position control strategy is finally presented with reference to the formulation of
natural and artificial constraints describing an interaction task.

Chapter 8 is devoted to the presentation of actuators and sensors. After an illus­
tration of the general features of an actuating system, methods to control electric and
hydraulic servomotors are presented. A few proprioceptive sensors are then described,
including encoders, resolvers, tachometers, and force sensors.

In Chapter 9, the functional architecture of a robot control system is illustrated.
The characteristics of programming environments are presented with an emphasis
on teaching-by-showing and robot-oriented programming. A general model for the
hardware architecture of an industrial robot control system is finally discussed.

Appendix A is devoted to linear algebra and presents the fundamental notions on
matrices, vectors and related operations.

Appendix B recalls those basic concepts of rigid body mechanics which are pre­
liminary to the study of manipulator kinematics, statics and dynamics.

Finally, Appendix C illustrates the principles ofjeedback control of linear systems
and presents a general method based on Lyapunov theory for control of nonlinear
systems.

The book is the evolution of the lecture notes prepared for the course "Industrial
Robotics" taught by the first author in 1990 and 1991 and by the second author since
1992 at the University of Naples. The course is offered to Computer, Electronic and
Mechanical Engineering graduate students and is developed with a teaching commit­
ment of about 90 hours.

By a proper selection of topics, the book may be utilized to teach a course on
robotics fundamentals at a senior undergraduate level. The advised selection foresees
coverage of the following parts*: Chapter 1, Chapter 2, Chapter 4 (Sections 4.1 and
4.3), Chapter 5, Chapter 6 (Sections 6.1, 6.2, 6.3, and 6.4), Chapter 8, and Chapter 9.
The teaching commitment is of about 50 hours. In this case, the availability of an
industrial robot in the laboratory is strongly recommended to accompany class work
with training work.

From a pedagogical viewpoint, the various topics are presented in an instrumental
manner and are developed with a gradually increasing level of difficulty. Problems are
raised and proper tools are established to find engineering-oriented solutions. Each
chapter is introduced by a brief preamble providing the rationale and the objectives of
the subject matter. The topics needed for a proficient study of the text are presented
into three considerable appendices, whose purpose is to provide students of different
extraction with a homogeneous background. Mechanical Engineering students will
benefit from reading of the appendices on linear algebra and feedback control, whereas
Computer and Electronic Engineering students are advised to study the appendix on
rigid body mechanics.

The book contains more than 170 illustrations and more than 50 worked-out
examples and case studies throughout the text with frequent resort to simulation.

* Those parts that shall be covered only at a graduate level are marked with an asterisk in the
table of contents.
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The results of computer implementations of inverse kinematics algorithms, inverse
dynamics computation, trajectory planning techniques, motion and interaction control
algorithms are presented in much detail in order to facilitate the comprehension of the
theoretical development as well as to increase sensitivity to application in practical
problems. More than 80 problems are proposed and the book is accompanied by a
Solutions Manual that comes with a toolbox created in MATLAB® with Simulink®
to solve those problems requiring computer simulation. Special care has been devoted
to the selection of bibliographical references (more than 200) which are collected at
the end of each chapter.

Naples, July 1995

® MATLAB and Simulink are registered trademarks of The MathWorks Inc

LS&BS
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1. Introduction

Robotics is concerned with the study of those machines that can replace human beings
in the execution of a task, as regards both physical activity and decision making. The
goal of the introductory chapter is to point out the problems related to the use of
robots in industrial applications, with reference to the general framework of robotics.
A classification of the most common manipulator mechanical structures is presented.
Topics ofmodelling and control are introduced which will be examined in the following
chapters. The chapter ends with a list of references dealing with subjects both of specific
interest and of related interest to those covered by this textbook.

1.1 Robotics

Robotics has profound cultural roots. In the course of centuries, human beings have
constantly attempted to seek substitutes that would be able to mimic their behaviour
in the various instances of interaction with the surrounding environment. Several
motivations have inspired this continuous search referring to philosophical, economic,
social and scientific principles.

One of human beings' greatest ambitions has been to give life to their artefacts. The
legend of the titan Prometheus, who molded humankind from clay, as well as that of
the giant Talus, the bronze slave forged by Hephaestus, testify how Greek mythology
was influenced by that ambition, which has been revisited in the tale of Frankenstein
in modern times.

So as the giant Talus was entrusted with the task of protecting the island of Crete
from invaders, in the Industrial Age a mechanical creature (automaton) has been
entrusted with the task of substituting a human being in subordinate labor duties.
This concept was introduced by the Czech playwright Karel Capek who wrote the
play Rossum's Universal Robots (R.U.R.) in 1921. On that occasion he coined the
term robot-derived from the Slav robota that means executive labor-to denote the
automaton built by Rossum who ends up by rising against humankind in the science
fiction tale.

In the subsequent years, in view of the development of science fiction, the behaviour
conceived for the robot has often been conditioned by feelings. This has contributed
to render the robot more and more similar to its creator.

It was in the forties when the Russian Isaac Asimov, the well-known science
fiction writer, conceived the robot as an automaton of human appearance but devoid of
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feelings. Its behaviour was dictated by a "positronic" brain programmed by a human
being in such a way as to satisfy certain rules of ethical conduct. The term robotics
was then introduced by Asimov as the symbol of the science devoted to the study of
robots which was based on the three fundamental laws:

1. A robot may not injure a human being or, through inaction, allow a human
being to come to harm.

2. A robot must obey the orders given by human beings, except when such orders
would conflict with the first law.

3. A robot must protect its own existence, as long as such protection does not
conflict with the first or second law.

These laws established rules of behaviour to consider as specifications for the design of
a robot, which since then has attained the connotation of an industrial product designed
by engineers or specialized technicians.

Science fiction has influenced common people that continue to imagine the robot
as a humanoid who can speak, walk, see, and hear, with an exterior very much like
that presented by the robots of the movie Star Wars.

According to a scientific interpretation of the science-fiction scenario, the robot is
seen as a machine that, independently of its exterior, is able to modify the environment
in which it operates. This is accomplished by carrying out actions that are conditioned
by certain rules of behaviour intrinsic in the machine as well as by some data the
robot acquires on its status and on the environment. In fact, robotics has recently been
defined as the science studying the intelligent connection ofperception to action.

The robot's capacity for action is provided by a mechanical system which is in
general constituted by a locomotion apparatus to move in the environment and by
a manipulation apparatus to operate on the objects present in the environment. The
realization of such a system refers to a scientific framework concerning the design of
articulated mechanical systems, choice of materials, and type of actuators that ensure
mobility to the structure.

The robot's capacity for perception is provided by a sensory system which can
acquire data on the internal status of the mechanical system (proprioceptive sensors)
as well as on the external status of the environment (exteroceptive sensors). The
realization of such a system refers to a scientific framework concerning materials
science, signal conditioning, data processing, and information retrieval.

The robot's capacity for connecting action to perception in an intelligent fashion
is provided by a control system which can decide the execution of the action in respect
of the constraints imposed by the mechanical system and the environment. The real­
ization of such a system refers to the scientific framework of cybernetics, concerning
artificial intelligence and expert systems, programming environments, computational
architectures, and motion control.

Therefore, it can be recognized that robotics is an interdisciplinary subject concern­
ing the cultural areas of mechanics, electronics, information theory, and automation
theory.

The above considerations point out both the conceptual and technological com­
plexity that influences development of robots endowed with good characteristics of
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autonomy. This is needed for the execution of missions in unstructured or scarcely
structured environments, i. e., when geometrical or physical description of the environ­
ment is not completely known a priori.

The expression advanced robotics usually refers to the science studying robots
with marked characteristics of autonomy, whose applications are conceived to solve
problems of operation in hostile environments (space, underwater, nuclear, military,
etc.) or to execute service missions (domestic applications, medical aids, assistance to
the disabled, agriculture, etc.).

Nowadays, advanced robotics is still in its infancy. It has indeed featured the
realization of prototypes only, because the associated technology is not yet mature.
The motivations urging an advance of knowledge in this field are multiple; they range
from the need for automata whenever human operators are not available or are not safe
(e.g., applications in hostile environments) to the opportunity of developing products
for potentially wide markets which are aimed at improving quality of life (e.g., service
robotics).

If a robot is assumed to operate in a strongly structured environment, the degree
of autonomy required for the automaton is radically decreased. The industrial environ­
ment, at least for a conspicuous number of significant applications, presents the above
characteristic. Industrial robotics is the discipline concerning robot design, control and
applications in industry, and its products are by now reaching the level of a mature
technology.

Industrial robots have gained a wide popularity as essential components for the
realization of automated manufacturing systems. Reduction of manufacturing costs,
increase of productivity, improvement of product quality standards and, last but not
least, the possibility of eliminating harmful or alienating tasks for the human operator
in a manufacturing system, represent the main factors that have determined spreading
of robotics technology in a wider and wider range of applications in manufacturing
industry.

In view of the above, it should be clear how an important chapter of robotics
science is constituted by industrial robotics, whose fundamentals are treated in this
textbook.

1.2 Industrial Robot

By its usual meaning, the term automation denotes a technology aimed at replacing
human beings with machines in a manufacturing process, as regards not only the
execution of physical operations but also the intelligent processing of information on
the status of the process. Automation is then the synthesis of industrial technologies
typical of the manufacturing process and computer technology allowing information
management. The three levels of automation one may refer to are: rigid automation,
programmable automation, and flexible automation.

Rigid automation deals with a factory context oriented to the mass manufacturing
of products of the same type. The need to manufacture large numbers of parts with high
productivity and quality standards demands the use of fixed operational sequences to
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be executed on the workpiece by special purpose machines.
Programmable automation deals with a factory context oriented to the manu­

facturing of low-to-medium batches of products of different types. A programmable
automated system allows easily changing the sequence of operations to be executed
on the workpieces in order to vary the range of products. The machines employed
are more versatile and are capable to manufacture different objects belonging to the
same group technology. The majority of the products available on the market today
are manufactured by programmable automated systems.

Flexible automation represents the evolution ofprogrammable automation. Its goal
is to allow manufacturing of variable batches of different products by minimizing the
time lost for reprogramming the sequence of operations and the machines employed
to pass from one batch to the next. The realization of a flexible manufacturing system
demands a strong integration of computer technology with industrial technology.

The industrial robot is a machine with significant characteristics of versatility
and flexibility. According to the widely accepted definition of the Robot Institute of
America, a robot is a reprogrammable multifunctional manipulator designed to move
materials, parts, tools or specialized devices through variable programmed motions
for the peiformance ofa variety oftasks. Such a definition, dating to 1980, reflects the
current status of robotics technology.

By virtue of its programmability, the industrial robot is a typical component of
programmable automated systems. Nonetheless, robots can be entrusted with tasks
both in rigid automated systems and in flexible automated systems. An industrial robot
is constituted by:

• A mechanical structure or manipulator that consists of a sequence of rigid
bodies (links) connected by means of articulations (joints); a manipulator is
characterized by an arm that ensures mobility, a wrist that confers dexterity,
and an end effector that performs the task required of the robot.

• Actuators that set the manipulator in motion through actuation of the joints;
the motors employed are typically electric and hydraulic, and occasionally
pneumatic.

• Sensors that measure the status of the manipulator (proprioceptive sensors)
and, if necessary, the status of the environment (exteroceptive sensors).

• A control system (computer) that enables control and supervision of manipu­
lator motion.

The essential feature that differentiates an industrial robot from a numerically
controlled machine tool is its enhanced versatility; this is endowed by the manipulator's
end effector, which can be many a tool of different type, as well as by the large
workspace compared to manipulator encumbrance.

Industrial robots present three fundamental capacities that make them useful for a
manufacturing process: material handling, manipulation, and measurement.

In a manufacturing process, each object has to be transferred from one location
of the factory to another in order to be stored, manufactured, assembled, and packed.
During transfer, the physical characteristics of the object do not undergo any alteration.
The robot's capacity to pick up an object, move it in space on predefined paths and
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release it makes the robot itself an ideal candidate for material handling operations.
Typical applications include:

• palletizing (placing objects on a pallet in an ordered way),

• warehouse loading and unloading,

• mill and machine tool tending,

• part sorting,

• packaging.

Manufacturing consists of transforming objects from raw material into finished
products; during this process, the part either changes its own physical characteristics
as a result ofmachining or loses its identity as a result of an assembly ofmore parts. The
robot's capacity to manipulate both objects and tools make it suitable to be employed
for manufacturing. Typical applications include:

• arc and spot welding,

• painting and coating,

• gluing and sealing,

• laser and water jet cutting,

• milling and drilling,

• casting and die spraying,

• deburring and grinding,

• screwing, wiring and fastening,

• assembly of mechanical and electrical groups,

• assembly of electronic boards.

Besides material handling and manipulation, in a manufacturing process It IS
necessary to perform measurements to test product quality. The robot's capacity to
explore the three-dimensional space together with the availability of measurements on
the manipulator's status allow using a robot as a measuring device. Typical applications
include:

• object inspection,

• contour finding,

• detection of manufacturing imperfections.

The listed applications describe the current employment of robots as components
of industrial automation systems. They all refer to strongly structured working environ­
ments and thus they do not exhaust all the possible utilizations of robots for industrial
applications. The fall-outs of advanced robotics products may be of concern for indus­
trial robotics whenever one attempts to solve problems regarding the adaptation of the
robot to a changeable working environment.
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Figure 1.1 Cartesian manipulator and its workspace.

1.3 Manipulator Structures

The fundamental structure of a manipulator is the open kinematic chain. From a topo­
logical viewpoint, a kinematic chain is termed open when there is only one sequence
of links connecting the two ends of the chain. Alternatively, a manipulator contains a
closed kinematic chain when a sequence of links forms a loop.

Manipulator's mobility is ensured by the presence of joints. The articulation be­
tween two consecutive links can be realized by means of either a prismatic or a revolute
joint. In an open kinematic chain, each prismatic or revolute joint provides the struc­
ture with a single degree of mobility. A prismatic joint realizes a relative translational
motion between the two links, whereas a revolute joint realizes a relative rotational
motion between the two links. Revolute joints are usually preferred to prismatic joints
in view of their compactness and reliability. On the other hand, in a closed kinematic
chain, the number of degrees of mobility is less than the number of joints in view of
the constraints imposed by the loop.

The degrees ofmobility shall be properly distributed along the mechanical structure
in order to provide the degrees offreedom required for the execution of a given task.
Typically, each joint providing a degree of mobility is actuated. In the most general
case of a task consisting of arbitrarily positioning and orienting an object in the three­
dimensional space, six are the required degrees of freedom, three for positioning a
point on the object and three for orienting the object with respect to a reference
coordinate frame. If more degrees of mobility than degrees of freedom are available,
the manipulator is said to be kinematically redundant.

The workspace represents that portion of the environment the manipulator's end
effector can access. Its shape and volume depend on the manipulator structure as well
as on the presence of mechanical joint limits.

The task required of the arm is to position the wrist which then is required to
orient the end effector; at least three degrees of mobility are then necessary in the
three-dimensional workspace. The type and sequence of the arm's degrees of mobility,
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Figure 1.2 Gantry manipulator.

starting from the base joint, allows classifying manipulators as: Cartesian, cylindrical,
spherical, SCARA, and anthropomorphic.

The Cartesian geometry is realized by three prismatic joints whose axes typically
are mutually orthogonal (Figure 1.1). In view of the simple geometry, each degree
of mobility corresponds to a degree of freedom in the Cartesian space and thus it
is natural to perform straight motions in space. The Cartesian structure offers very
good mechanical stiffness. Wrist positioning accuracy is constant everywhere in the
workspace. This is the volume enclosed by a rectangular parallelepiped (Figure 1.1).
As opposed to high accuracy, the structure has low dexterity since all the joints are
prismatic. The approach to manipulate an object is sideways. On the other hand, if it is
desired to approach an object from the top, the Cartesian manipulator can be realized
by a gantry structure as illustrated in Figure 1.2. Such a structure allows obtaining a
large volume workspace and manipulating objects of gross dimensions and weight.
Cartesian manipulators are employed for material handling and assembly. The motors
actuating the joints of a Cartesian manipulator are typically electric and occasionally
pneumatic.

The cylindrical geometry differs from the Cartesian one in that the first prismatic
joint is replaced with a revolute joint (Figure 1.3). If the task is described in cylindrical
coordinates, also in this case each degree of mobility corresponds to a degree of
freedom. The cylindrical structure offers good mechanical stiffness. Wrist positioning
accuracy decreases as the horizontal stroke increases. The workspace is a portion
of a hollow cylinder (Figure 1.3). The horizontal prismatic joint makes the wrist of a
cylindrical manipulator suitable to access horizontal cavities. Cylindrical manipulators
are mainly employed for carrying objects even of gross dimensions; in such a case the
use of hydraulic motors is to be preferred to that of electric motors.

The spherical manipulator differs from the cylindrical one in that the second pris-
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Figure 1.3 Cylindrical manipulator and its workspace.

Figure 1.4 Spherical manipulator and its workspace.

matic joint is replaced with a revolute joint (Figure 1.4). Each degree of mobility
corresponds to a degree of freedom only if the task is described in spherical coordi­
nates. Mechanical stiffness is lower than the above two geometries and mechanical
construction is more complex. Wrist positioning accuracy decreases as the radial stroke
increases. The workspace is a portion of a hollow sphere (Figure 1.4); it can include
also the supporting base of the manipulator and thus it can allow manipulation of ob­
jects on the floor. Spherical manipulators are mainly employed for machining. Electric
motors are typically used to actuate the joints.

A special geometry is the SCARA geometry that can be realized by disposing two
revolute joints and one prismatic joint in such a way that all the axes of motion are
parallel (Figure 1.5). The acronym SCARA stands for Selective Compliance Assem­
bly Robot Arm and characterizes the mechanical features of a structure offering high
stiffness to vertical loads and compliance to horizontal loads. As such, the SCARA
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Figure 1.5 SCARA manipulator and its workspace.

Figure 1.6 Anthropomorphic manipulator and its workspace.

structure is congenial to vertical assembly tasks. The correspondence between the
degrees of mobility and the degrees of freedom is maintained only for the vertical
component of a task described in Cartesian coordinates. Wrist positioning accuracy
decreases as the distance of the wrist from the first joint axis increases. The typi­
cal workspace is illustrated in Figure 1.5. The SCARA manipulator is suitable for
manipulation of small objects; joints are actuated by electric motors.

The anthropomorphic geometry is realized by three revolute joints; the revolute
axis of the first joint is orthogonal to the axes of the other two which are parallel
(Figure 1.6). By virtue of its similarity with the human arm, the second joint is called
the shoulder joint and the third joint is called the elbow joint since it connects the
"arm" with the "forearm." The anthropomorphic structure is the most dexterous one,
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Figure 1.7 Spherical wrist.

since all the joints are revolute. On the other hand, the correspondence between the
degrees of mobility and the degrees of freedom is lost and wrist positioning accuracy
varies inside the workspace. This is approximately a portion of a sphere (Figure 1.6)
and its volume is large compared to manipulator encumbrance. Joints are typically
actuated by electric motors. The range of industrial applications of anthropomorphic
manipulators is wide.

All the above manipulators have an open kinematic chain structure. Whenever
larger payloads are to be manipulated, the mechanical structure shall have higher stiff­
ness to guarantee comparable positioning accuracy. In this case, one has to resort to
structures having closed kinematic chains. For instance, sometimes a parallelogram
design is adopted between the shoulder and elbow joints of the arm for an anthropo­
morphic structure, thus creating a closed kinematic chain; nonetheless, a substantial
kinematic equivalence with the open chain can be shown.

The manipulator structures presented above are required to position the wrist which
then is required to orient the manipulator's end effector. If arbitrary orientation in the
three-dimensional space is desired, the wrist must possess at least three degrees of
mobility provided by revolute joints. Since the wrist constitutes the terminal part of the
manipulator, it has to be compact; this often complicates its mechanical design. Without
entering into construction details, the realization endowing the wrist with the highest
dexterity is one where the three revolute axes intersect at a single point. In such a case,
the wrist is called a spherical wrist, as represented in Figure 1.7. The key feature of a
spherical wrist is the decoupling between position and orientation of the end effector;
the arm is entrusted with the task of positioning the above point of intersection, whereas
the wrist determines the end-effector orientation. Those realizations where the wrist
is not spherical are simpler from a mechanical viewpoint, but position and orientation
are coupled, and this complicates the coordination between the motion of the arm and
that of the wrist to perform a given task.

The end effector is specified according to the task the robot shall execute. For
material handling tasks, the end effector is constituted by a gripper of proper shape
and dimensions determined by the object to grasp. For machining and assembly tasks,
the end effector is a tool or a specialized device, e.g., a welding torch, a spray gun, a
mill, a drill, or a screwdriver.

The versatility and flexibility of a robot manipulator shall not induce the conviction
that all mechanical structures are equivalent for the execution of a given task. The
choice of a robot is indeed conditioned by the application which sets constraints on the
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Figure 1.8 The AdeptOne XL robot (courtesy of Adept Technology Inc).

workspace dimensions and shape, the maximum payload, positioning accuracy, and
dynamic performance of the manipulator.

The photographs of a few industrial robots are illustrated in Figures 1.8 to 1.13.
The AdeptOne XL robot in Figure 1.8 has a four-joint SCARA structure. Direct

drive motors are employed. The maximum reach is 800 mm, with a repeatabilitl of
0.025 mm horizontally and 0.038 mm vertically. Maximum speeds are 1200 mm/s for
the prismatic joint, while range from to 650 to 3300 deg/s for the three revolute joints.
The maximum payload is 12 kg. Typical industrial applications include small-parts
material handling, assembly and packaging.

The Comau SMART S2 robot in Figure 1.9 has a six-joint anthropomorphic
structure with nonspherical wrist. The maximum reach is 1458 mm horizontally and
2208 mm vertically, with a repeatability of 0.1 mm. Maximum speeds range from 115
to 200 deg/s for the inner three joints, and from 300 to 430 deg/s for the outer three
joints. The maximum payload is 16 kg. Both floor and ceiling mounting positions are
allowed. Typical industrial applications include arc welding, light handling, assembly
and technological processes.

The ABB IRB 4400 robot in Figure 1.10 has also a six-joint anthropomorphic
structure, but differently from the previous open-chain structure, it possesses a closed
chain of parallelogram type between the shoulder and elbow joints. The maximum
reach ranges from 1960 to 2740mm for the various versions, with a repeatability
from 0.07 to 0.1 mm. The maximum speed at the end effector is 2200 mrn/s. The
maximum payload is 60 kg. Floor or shelf mounting is available. Typical industrial
applications include material handling, machine tending, grinding, gluing, casting, die

1 Repeatability is a classical parameter found in industrial robot data sheets. It gives a measure
of the manipulator's ability to return to a previously reached position.
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Figure 1.9 The Comau SMART S2 robot (courtesy of Comau SpA Robotica).

Figure 1.10 The ABB IRB 4400 robot (courtesy of ABB Flexible Automation AB).

spraying and assembly.
The Kuka KL 250 linear unit with KR 15/2 robot in Figure 1.11 is composed

by a six-joint anthropomorphic structure with spherical wrist, which is mounted on a
sliding track with a gantry type installation; the upright installation is also available. The
maximum payload of the linear unit is 250 kg with a stroke of 6200 mm, a maximum
speed of 131Omm/s and a repeatability of 0.2mm. On the other hand, the robot is
characterized by a maximum payload of 25 kg, a maximum reach of 1570mm and a
repeatability of0.1 mm. Maximum speeds are 152 deg/s for the inner three joints, while
range from 284 to 604 deg/s for the outer three joints. Since motion control of the linear
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Figure 1.11 The Kuka KL 250 linear unit with KR 15/2 robot (courtesy of Kuka Roboter
GmbH).

Figure 1.12 The Robotics Research K-1207i robot (courtesy of Robotics Research Corpora­
tion).

unit is integrated in the robot control as a seventh joint axis, kinematic redundancy
with respect to six-degree-of-freedom tasks is achieved and in turn enhanced mobility
throughout the workspace. Typical industrial applications include machine tending,
arc welding, deburring, coating, sealing, plasma and waterjet cutting.

The next two structures are to be considered less conventional than the previous
four, as long as industrial applications are concerned. The Robotics Research K­
1207i robot in Figure 1.12 has also a seven-joint structure, but the additional joint
is of revolute type and is integrated into the articulated robot. Enhanced dexterity
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I

Figure 1.13 The Fanuc 1-21i robot (courtesy of Fanuc Ltd).

is achieved allowing the robot to fold compactly, a feature exploitable in operations
requiring manipulation through risers or small portholes, as well as minimizing the
storage requirements. A modular arm construction concept is adopted so that units with
seven joints in series up to seventeen axes in branching topologies can be assembled.
The robot is used for manufacturing operations, especially in the aerospace industry
and research field.

The Fanuc I-21i robot in Figure 1.13 has a six-joint anthropomorphic structure
with a nonspherical wrist. The novelty for an industrial product is represented by a
sensor-based control unit including 3D vision guidance and six-axis force sensor. It is
used for handling of randomly positioned objects, e.g., workpieces scattered on a tray,
as well as for sophisticated mechanical parts assembly, e.g., bolt fastening.

1.4 Modelling and Control of Robot Manipulators

In all industrial robot applications, completion of a generic task requires the execution
of a specific motion prescribed to the manipulator's end effector. The motion can be
either unconstrained, if there is no physical interaction between the end effector and
the environment, or constrained if contact forces arise between the end effector and
the environment.

The correct execution of the end-effector motion is entrusted to the control system
which shall provide the joint actuators of the manipulator with the commands consistent
with the desired motion trajectory. Control ofend-effector motion demands an accurate
analysis of the characteristics of the mechanical structure, actuators, and sensors. The
goal of such analysis is derivation of mathematical models of robot components.
Modelling a robot manipulator is therefore a necessary premise to finding motion
control strategies.
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In the remainder, those significant topics in the study of modelling and control
of robot manipulators are illustrated which constitute the subjects of the subsequent
chapters.

1.4.1 Modelling

Kinematic analysis of a manipulator structure concerns the description of the ma­
nipulator motion with respect to a fixed reference Cartesian frame by ignoring the
forces and moments that cause motion of the structure. It is meaningful to distinguish
between kinematics and differential kinematics. Kinematics describes the analytical
relationship between the joint positions and the end-effector position and orientation.
Differential kinematics describes the analytical relationship between the joint motion
and the end-effector motion in terms of velocities.

The formulation of the kinematics relationship allows studying two key problems
of robotics; namely, the direct kinematics problem and the inverse kinematics problem.
The former concerns the determination of a systematic, general method to describe the
end-effector motion as a function of the joint motion by means of linear algebra tools.
The latter concerns the inverse problem; its solution is of fundamental importance to
transform the desired motion naturally prescribed to the end effector in the workspace
into the corresponding joint motion.

The availability of a manipulator's kinematic model is useful also to determine the
relationship between the forces and torques applied to the joints and the forces and
moments applied to the end effector in static equilibrium configurations.

Chapter 2 is dedicated to the study of kinematics; Chapter 3 is dedicated to the
study of differential kinematics and statics; whereas Appendix A provides a useful
brush-up on linear algebra.

Kinematics ofa manipulator represents the basis of a systematic, general derivation
of its dynamics, i.e., the equations of motion of the manipulator as a function of the
forces and moments acting on it. The availability of the dynamic model is very useful
for mechanical design of the structure, choice of actuators, determination of control
strategies, and computer simulation of manipulator motion. Chapter 4 is dedicated to
the study of dynamics; whereas Appendix B recalls some fundamentals on rigid body
mechanics.

1.4.2 Control

With reference to the tasks assigned to a manipulator, the issue is whether to specify
the motion at the joints or directly at the end effector. In material handling tasks, it
is sufficient to assign only the pick-up and release locations of an object (point-to­
point motion), whereas, in machining tasks, the end effector has to follow a desired
trajectory (path motion). The goal of trajectory planning is to generate the time laws
for the relevant variables (joint or end-effector) starting from a concise description of
the desired motion. Chapter 5 is dedicated to trajectory planning.

The trajectories generated constitute the reference inputs to the motion control
system of the mechanical structure. The problem of manipulator control is to find the
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time behaviour of the forces and torques to be delivered by the joint actuators so as to
ensure the execution of the reference trajectories. This problem is quite complex, since
a manipulator is an articulated system and, as such, the motion of one link influences
the motion of the others. Manipulator equations ofmotion indeed reveal the presence of
coupling dynamic effects among the joints, except in the case of a Cartesian structure
with mutually orthogonal axes. The synthesis of the joint forces and torques cannot
be made on the basis of the sole knowledge of the dynamic model, since this does
not completely describe the real structure. Therefore, manipulator control is entrusted
to the closure of feedback loops; by computing the deviation between the reference
inputs and the data provided by the proprioceptive sensors, a feedback control system is
capable to satisfy accuracy requirements on the execution of the prescribed trajectories.

Chapter 6 is dedicated to the presentation of motion control techniques; whereas
Appendix C illustrates the basic principles offeedback control.

I[ a manipulation task requires interaction between the end effector and the en­
vironment, the control problem is further complicated by observing that besides the
(constrained) motion, also the contact forces have to be controlled. Chapter 7 is dedi­
cated to the presentation of interaction control techniques.

Realization of the motion specified by the control law requires the employment
of actuators and sensors. The functional characteristics of the most commonly used
actuators and sensors for industrial robots are described in Chapter 8.

Finally, Chapter 9 is concerned with the hardware/software architecture of a robot's
control system which is in charge of implementation of control laws as well as of
interface with the operator.

1.5 Bibliographical Reference Texts

In the last twenty years, the robotics field has stimulated the interest of an increasing
number of scholars. A truly respectable international research community has been
established. Literature production has been conspicuous, both in terms of textbooks
and scientific monographs and in terms of journals dedicated to robotics. Therefore, it
seems appropriate to close this introduction by offering a selection of bibliographical
reference texts to those readers who wish to make a thorough study of robotics.

Besides indicating those textbooks sharing an affinity of contents with this one,
the following lists include general books and specialized texts on related subjects,
collections of contributions on the state of the art of research, scientific journals, and
series of international conferences.

Textbooks on Modelling and Control of Robot Manipulators

Asada H., Slotine l-J.E. (1986) Robot Analysis and Control. Wiley, New York.

Craig 1.1. (1989) Introduction to Robotics: Mechanics and Control. 2nd ed., Addison­
Wesley, Reading, Mass.

Khalil w., Dombre E. (1999) Modelisation Identification et Commande des Robots.
2eme ed., Hermes, Paris.
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Koivo A.I. (1989) Fundamentals for Control of Robotic Manipulators. Wiley, New
York.

Lewis FL., Abdallah CT., Dawson D.M. (1993) Control of Robot Manipulators.
Macmillan, New York.

Paul R.p. (1981) Robot Manipulators: Mathematics, Programming, and Control. MIT
Press, Cambridge, Mass.

Schilling R.I. (1990) Fundamentals ofRobotics: Analysis and Control. Prentice-Hall,
Englewood Cliffs, N.I.

Spong M.W., Vidyasagar M. (1989) Robot Dynamics and Control. Wiley, New York.

Yoshikawa T. (1990) Foundations ofRobotics. MIT Press, Cambridge, Mass.

General Books

Critchlow A.I. (1985) Introduction to Robotics. Macmillan, New York.

Dorf R.C (1988) International Encyclopedia ofRobotics. Wiley, New York.

Engelberger J.F (1980) Robotics in Practice. Amacom, New York.

Engelberger J.F (1989) Robotics in Service. MIT Press, Cambridge, Mass.

Fu K.S., Gonzalez R.C, Lee CS.G. (1987) Robotics: Control, Sensing, Vision, and
Intelligence. McGraw-Hill, New York.

Hunt YD. (1983) Industrial Robotics Handbook. Industrial Press, New York.

Koren Y. (1985) Roboticsfor Engineers. McGraw-Hill, New York.

McKerrow P.I. (1991) Introduction to Robotics. Addison-Wesley, Sydney.

Snyder W.E. (1985) Industrial Robots: Computer Inteifacing and Control. Prentice­
Hall, Englewood Cliffs, N.I.

Vukobratovic M. (1989) Introduction to Robotics. Springer-Verlag, Berlin.

Specialized Texts

Topics of related interest to modelling and control of robot manipulators are:

• manipulator mechanical design,

• manipulation tools,

• manipulators with elastic members,

• parallel robots,

• locomotion apparatus,

• motion planning of mobile robots,

• force control,

• robot vision,

• multisensory data fusion.

The following texts are dedicated to these topics:
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Angeles J. (1997) Fundamentals of Robotic Mechanical Systems: Theory, Methods,
and Algorithms. Springer-Verlag, New York.

Canny I.F. (1988) The Complexity ofRobot Motion Planning. MIT Press, Cambridge,
Mass.

Canudas de Wit c., Siciliano B., Bastin G. (Eds.) (1996) Theory of Robot Control.
Springer-Verlag, London.

Corke, P.I. (1996) Visual Control ofRobots. Research Studies Press, Taunton, England.

Cutkosky M.R (1985) Robotic Grasping and Fine Manipulation. Kluwer Academic
Publishers, Boston, Mass.

Durrant-Whyte H.F. (1988) Integration, Coordination and Control of Multi-Sensor
Robot Systems. Kluwer Academic Publishers, Boston, Mass.

Fraser A.R, Daniel RW. (1991) Perturbation Techniquesfor Flexible Manipulators.
Kluwer Academic Publishers, Boston, Mass.

Hirose, S. (1993) Biologically Inspired Robots. Oxford University Press, Oxford,
England.

Horn B.K.P. (1986) Robot Vision. McGraw-Hili, New York.

Latombe I.-c. (1991) Robot Motion Planning. Kluwer Academic Publishers, Boston,
Mass.

Mason M.T., Salisbury J.K. (1985) Robot Hands and the Mechanics ofManipulation.
MIT Press, Cambridge, Mass.

MerIet I.-P. (2000) Parallel Robots. Kluwer Academic Publishers, Dordrecht, The
Netherlands.

Murray RM., Li Z., Sastry S.S. (1994) A Mathematical Introduction to Robotic Ma­
nipulation. CRC Press, Boca Raton, Fla.

Raibert M. (1985) Legged Robots that Balance. MIT Press, Cambridge, Mass.

Rivin E.I. (1987) Mechanical Design ofRobots. McGraw-Hill, New York.

Siciliano B., Villani L. (1999) Robot Force Control. Kluwer Academic Publishers,
Boston, Mass.

Todd DJ. (1985) Walking Machines, an Introduction to Legged Robots. Chapman Hall,
London.

Tsai L.-w. (1999) RobotAnalysis: The Mechanics ofSerial and Parallel Manipulators.
Wiley, New York.

Collections of Contributions on the State of the Art of Research

Brady M. (1989) Robotics Science. MIT Press, Cambridge, Mass.

Brady M., Hollerbach I.M., Johnson TL., Lozano-Perez T, Mason M.T. (1982) Robot
Motion: Planning and Control. MIT Press, Cambridge, Mass.

Khatib 0., Craig 1.1., Lozano-Perez T (1989) The Robotics Review 1. MIT Press,
Cambridge, Mass.
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Khatib 0., Craig 1.1., Lozano-Perez T. (1992) The Robotics Review 2. MIT Press,
Cambridge, Mass.

Lee C.S.G., Gonzalez R.c., Fu K.S. (1986) Tutorial on Robotics. 2nd ed., IEEE
Computer Society Press, Silver Spring, Md.

Spong M.W., Lewis F.L., Abdallah c.T. (1993) Robot Control: Dynamics, Motion
Planning, and Analysis. IEEE Press, New York.

Scientific Journals on Robotics

Advanced Robotics

IEEE Robotics and Automation Magazine

IEEE Transactions on Robotics and Automation

International Journal of Robotics and Intelligent Systems

International Journal of Robotics Research

Journal of Robotic Systems

Robotica

Robotics and Autonomous Systems

Series of Scientific International Conferences on Robotics

IEEE International Conference on Robotics and Automation

IEEE/RSJ International Conference on Intelligent Robots and Systems

IFAC Symposium on Robot Control

International Conference on Advanced Robotics

International Symposium of Robotics Research

International Symposium on Experimental Robotics

Several prestigious journals and conferences give substantial space to robotics subjects.
Such references are not cited here because they are not purely dedicated to robotics.



2. Kinematics

A manipulator can be schematically represented from a mechanical viewpoint as a
kinematic chain of rigid bodies (links) connected by means of revolute or prismatic
joints. One end of the chain is constrained to a base, while an end effector is mounted
to the other end. The resulting motion of the structure is obtained by composition of the
elementary motions of each link with respect to the previous one. Therefore, in order to
manipulate an object in space, it is necessary to describe the end-effector position and
orientation. This chapter is dedicated to the derivation of the direct kinematics equation
through a systematic, general approach based on linear algebra. This allows the end­
effector position and orientation to be expressed as a function of the joint variables of
the mechanical structure with respect to a reference frame. Both open-chain and closed­
chain kinematic structures are considered. With reference to a minimal representation
oforientation, the concept of operational space is introduced and its relationship with
the joint space is established. Furthermore, a calibration technique of the manipulator
kinematic parameters is presented. The chapter ends with the derivation of solutions
to the inverse kinematics problem, which consists of the determination of the joint
variables corresponding to a given end-effector configuration.

2.1 Position and Orientation of a Rigid Body

A rigid body is completely described in space by its position and orientation with
respect to a reference frame. As shown in Figure 2.1, let O-xyz be the orthonormal
reference frame and x, y, z be the unit vectors of the frame axes.

The position of a point 0' on the rigid body with respect to the coordinate frame
O-xyz is expressed by the relation

0' = 0' x + 0' Y + 0' zx y z'

where o~, o~, o~ denote the components of the vector 0' along the frame axes; the
position of 0' can be compactly written as the (3 x 1) vector

(2.1)

Vector 0' is a bound vector since its line of application and point of application are
both prescribed, in addition to its direction and norm.

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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z

x
x'

'f

Figure 2.1 Position and orientation of a rigid body.

In order to describe the rigid body orientation, it is convenient to consider an
orthonormal frame attached to the body and express its unit vectors with respect to
the reference frame. Let then O'-x' y' z' be such frame with origin in 0' and x', y' , z'
be the unit vectors of the frame axes. These vectors are expressed with respect to the
reference frame O-xyz by the equations:

x' = x' x + x' Y + x' zx y z

y' = y~x + y~y + y~z
, I , ,

z = zxx + Zyy + zzz.

(2.2)

The components of each unit vector are the direction cosines of the axes of frame
O'-x'y' z' with respect to the reference frame O-xyz.

2.2 Rotation Matrix

By adopting a compact notation, the three unit vectors in (2.2) describing the body
orientation with respect to the reference frame can be combined in the (3 x 3) matrix

y' (2.3)

which is termed rotation matrix.
It is worth noting that the column vectors of matrix R are mutually orthogonal

since they represent the unit vectors of an orthonormal frame, i.e.,

X,T y ' = 0

Also, they have unit norm

X,T x' = 1

y,Tz' = 0

y'Ty ' = 1

Z,T x' = O.

Z,T Z' = 1.
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Figure 2.2 Rotation of the frame O-xyz by an angle a about axis z.

As a consequence, R is an orthogonal matrix meaning that

RTR=I (2.4)

where I denotes the (3 x 3) identity matrix.
If both sides of (2.4) are postmultiplied by the inverse matrix R- 1

, the useful
result is obtained:

(2.5)

that is, the transpose of the rotation matrix is equal to its inverse. Further, observe
that det(R) = 1 if the frame is right-handed, while det(R) = -1 if the frame is
left-handed.

2.2.1 Elementary Rotations

Consider the frames that can be obtained via elementary rotations of the reference
frame about one of the coordinate axes. These rotations are positive if they are made
counter-clockwise about the relative axis.

Suppose that the reference frame O-xyz is rotated by an angle a about axis z
(Figure 2.2), and let O-x' y' z' be the rotated frame. The unit vectors of the new frame
can be described in terms of their components with respect to the reference frame, i. e.,

[casal [-Sinal [0]
x' = Si~a y' = ca~a z' = ~ .

Hence, the rotation matrix of frame O-x' y' z' with respect to frame O-xyz is

-sina
cos a

°
(2.6)
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In a similar manner, it can be shown that the rotations by an angle (3 about axis y
and by an angle, about axis x are respectively given by:

[ coefi 0 e;~ fi]R y ((3) =
-s~n(3

1
0 cos (3

~(» ~ [~
0

-,~> ]cos,
sin, cos,

(2.7)

(2.8)

These matrices will be useful to describe rotations about an arbitrary axis in space.
It is easy to verify that for the elementary rotation matrices in (2.6)-(2.8) the

following property holds:

k = X,Y,z. (2.9)

In view of (2.6)-(2.8), the rotation matrix can be attributed a geometrical meaning;
namely, the matrix R describes the rotation about an axis in space needed to align the
axes of the reference frame with the corresponding axes of the body frame.

2.2.2 Representation of a Vector

In order to understand a further geometrical meaning of a rotation matrix, consider
the case when the origin of the body frame coincides with the origin of the reference
frame (Figure 2.3); it follows that 0' = 0, where 0 denotes the (3 x 1) null vector. A
point P in space can be represented either as

with respect to frame O-xyz, or as

with respect to frame O-x' y' z'.
Since p and p' are representations of the same point P, it is

P = 'x' + 'y' + 'z' =Px Py Pz

and, accounting for (2.3), it is
p=Rp'. (2.10)
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Figure 2.3 Representation of a point P in two different coordinate frames.

The rotation matrix R represents the transformation matrix of the vector coordinates
in frame O-x' y' z' into the coordinates of the same vector in frame O-xyz. In view of
the orthogonality property (2.4), the inverse transformation is simply given by

p' = RTp. (2.11)

Example 2.1

Consider two frames with common origin mutually rotated by an angle a about the axis
z. Let p and p' be the vectors of the coordinates of a point P, expressed in the frames
O-xyz and O-x'y' z', respectively (Figure 2.4). On the basis of simple geometry, the
relationship between the coordinates of P in the two frames is:

, , .
Px = Px cosa - Py sma

,. ,
Py = Px sma + Py cosa

,
pz = Pz ·

Therefore, the matrix (2.6) represents not only the orientation of a frame with respect
to another frame, but it also describes the transformation of a vector from a frame to
another frame with the same origin.

2.2.3 Rotation of a Vector

A rotation matrix can be also interpreted as the matrix operator allowing rotation of
a vector by a given angle about an arbitrary axis in space. In fact, let p' be a vector
in the reference frame O-xyz; in view of orthogonality of the matrix R, the product
Rp' yields a vector p with the same norm as that of p' but rotated with respect to
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Figure 2.4 Representation of a point P in rotated frames.

p' according to the matrix R. The norm equality can be proved by observing that
pTp = p'TR T Rp' and applying (2.4). This interpretation of the rotation matrix will
be revisited later.

Example 2.2

Consider the vector p which is obtained by rotating a vector p' in the plane xy by
an angle a about axis z of the reference frame (Figure 2.5). Let (p~,p~,p~) be the
coordinates of the vector p'. The vector p has components

I I .Px = Px cos a - Py sm a

Py = p~ sin a + P~ cos a

pz = p~.

It is easy to recognize that p can be expressed as

p = Rz(a)p',

where Rz(a) is the same rotation matrix as in (2.6).

In sum, a rotation matrix attains three equivalent geometrical meanings:

• It describes the mutual orientation between two coordinate frames; its column
vectors are the direction cosines of the axes of the rotated frame with respect
to the original frame.

• It represents the coordinate transformation between the coordinates of a point
expressed in two different frames (with common origin).

• It is the operator that allows rotating a vector in the same coordinate frame.

2.3 Composition of Rotation Matrices

In order to derive composition rules of rotation matrices, it is useful to consider the
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Figure 2.5 Rotation of a vector.

expression of a vector in two different reference frames. Let then O-xoYozo, 0­
XiYiZi, 0-X2Y2Z2 be three frames with common origin O. The vector p describing
the position of a generic point in space can be expressed in each of the above frames;
let pO, pi, p2 denote the expressions of p in the three frames 1.

At first, consider the relationship between the expression p2 of the vector p in
Frame 2 and the expression pi of the same vector in Frame 1. If R{ denotes the
rotation matrix of Frame i with respect to Frame j, it is

Similarly, it turns out that

pO = R~pi

pO = Rgp2.

On the other hand, substituting (2.12) in (2.13) and using (2.14) gives

(2.12)

(2.13)

(2.14)

(2.15)

The relationship in (2.15) can be interpreted as the composition of successive rotations.
Consider a frame initially aligned with the frame O-xoYozo. The rotation expressed
by matrix Rg can be regarded as obtained in two steps:

• first rotate the given frame according to R~, so as to align it with frame
O-XiYiZi;

• then rotate the frame, now aligned with frame O-XiYiZi, according to R§, so
as to align it with frame 0-X2Y2Z2.

1 Hereafter, the superscript of a vector or a matrix denotes the frame in which its components
are expressed.
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Figure 2.6 Successive rotations of an object about axes of current frame.

Notice that the overall rotation can be expressed as a sequence of partial rotations; each
rotation is defined with respect to the preceding one. The frame with respect to which
the rotation occurs is termed current frame. Composition of successive rotations is
then obtained by postmultiplication of the rotation matrices following the given order
of rotations, as in (2.15). With the adopted notation, in view of (2.5), it is

(2.16)

Successive rotations can be also specified by constantly referring them to the initial
frame; in this case, the rotations are made with respect to a fixed frame. Let R? be
the rotation matrix of frame O-XIYIZl with respect to the fixed frame O-xoYozo. Let
then Rg denote the matrix characterizing frame O-X2Y2Z2 with respect to Frame 0,
which is obtained as a rotation of Frame 1 according to the matrix R§. Since (2.15)
gives a composition rule of successive rotations about the axes of the current frame,
the overall rotation can be regarded as obtained in the following steps:

• first realign Frame 1 with Frame 0 by means of rotation Rb;

• then make the rotation expressed by R§ with respect to the current frame;

• finally compensate for the rotation made for the realignment by means of the
inverse rotation R? .

Since the above rotations are described with respect to the current frame, application
of the composition rule (2.15) yields

Rg = R~R6R§R~.

In view of (2.16), it is
(2.17)
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Figure 2.7 Successive rotations of an object about axes of fi xed frame.

where the resulting kg is different from the matrix Rg in (2.15). Hence, it can be stated
that composition of successive rotations with respect to a fixed frame is obtained by
premultiplication of the single rotation matrices in the order of the given sequence of
rotations.

By recalling the meaning of a rotation matrix in terms of the orientation of a
current frame with respect to a fixed frame, it can be recognized that its columns are
the direction cosines of the axes of the current frame with respect to the fixed frame,
while its rows (columns of its transpose and inverse) are the direction cosines of the
axes of the fixed frame with respect to the current frame.

An important issue of composition of rotations is that the matrix product is not
commutative. In view of this, it can be concluded that two rotations in general do not
commute and its composition depends on the order of the single rotations.

Example 2.3

Consider an object and a frame attached to it. Figure 2.6 shows the effects of two
successive rotations of the object with respect to the current frame by changing the
order of rotations. It is evident that the final object orientation is different in the two
cases. Also in the case of rotations made with respect to the current frame, the final
orientations differ (Figure 2.7). It is interesting to note that the effects of the sequence
of rotations with respect to the fixed frame are interchanged with the effects of the
sequence of rotations with respect to the current frame. This can be explained by
observing that the order of rotations in the fixed frame commutes with respect to the
order of rotations in the current frame.
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Figure 2.8 Representation of Euler angles ZYZ.

2.4 Euler Angles

Rotation matrices give a redundant description of frame orientation; in fact, they are
characterized by nine elements which are not independent but related by six constraints
due to the orthogonality conditions given in (2.4). This implies that three parameters are
sufficient to describe orientation of a rigid body in space. A representation oforientation
in terms of three independent parameters constitutes a minimal representation.

A minimal representation of orientation can be obtained by using a set of three
angles </J = [ip {) 'IjJ ]T. Consider the rotation matrix expressing the elementary
rotation about one of the coordinate axes as a function of a single angle. Then, a
generic rotation matrix can be obtained by composing a suitable sequence of three
elementary rotations while guaranteeing that two successive rotations are not made
about parallel axes. This implies that 12 distinct sets of angles are allowed out of all 27
possible combinations; each set represents a triplet of Euler angles. In the following,
two sets of Euler angles are analyzed; namely, the ZYZ angles and the ZYX (or
Roll-Pitch-Yaw) angles.

2.4.1 ZYZ Angles

The rotation described by ZYZ angles is obtained as composition of the following
elementary rotations (Figure 2.8):

• Rotate the reference frame by the angle ip about axis z; this rotation is described
by the matrix R z (ip) which is formally defined in (2.6).

• Rotate the current frame by the angle {) about axis y'; this rotation is described
by the matrix R y ' ({)) which is formally defined in (2.7).

• Rotate the current frame by the angle 'IjJ about axis Zll; this rotation is described
by the matrix R z " ('IjJ) which is again formally defined in (2.6).

The resulting frame orientation is obtained by composition of rotations with respect to
current frames, and then it can be computed via postmultiplication of the matrices of
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elementary rotation, i.e.,2

[

c<pc{)c,p - s<ps,p

= s<pc{)c,p + c<ps,p
-s{)c,p

-c<pc{)s,p - s<pc,p

-s<pc{)s,p + c<pc,p
s{)s,p

(2.18)

It is useful to solve the inverse problem, that is to determine the set of Euler angles
corresponding to a given rotation matrix

Compare this expression with that of R(<jJ) in (2.18). By considering the elements
[1,3] and [2,3], on the assumption that 1'13 :j:. 0 and 1'23 :j:. 0, it follows that

where Atan2(y, x) is the arctangent function of two arguments3
. Then, squaring and

summing the elements [1,3] and [2,3] and using the element [3,3] yields

The choice of the positive sign for the term J1'i3 + 1'~3 limits the range of feasible
values of {) to (0, Jr). On this assumption, considering the elements [3,1] and [3,2]
gives

In sum, the requested solution is

'P = Atan2(1'23 , 1'13)

{) = Atan2 ( J1'i3 + 1'~3' 1'33)

'lj! = Atan2(1'32 , -1'3d.

(2.19)

2 The notations c¢ and 81> are the abbreviations for cos ¢J and sin cP, respectively; short-hand
notations of this kind will be adopted often throughout the text.

3 The function Atan2(y, x) computes the arctangent of the ratio y / x but utilizes the sign of each
argument to determine which quadrant the resulting angle belongs to; this allows the correct
determination of an angle in a range of 2Jr.
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It is possible to derive another solution which produces the same effects as solution
(2.19). Choosing {) in the range (-]f, 0) leads to

'P = Atan2( -r23, -r13)

{) = Atan2 ( -Jri3 + r~3' r33)

'ljJ = Atan2( -r32, r31)'

(2.19')

Solutions (2.19) and (2.19') degenerate when S{) = 0; in this case, it is possible to
determine only the sum or difference of 'P and 'ljJ. In fact, if {) = O,]f, the successive
rotations of 'P and 'ljJ are made about axes of current frames which are parallel, thus
giving equivalent contributions to the rotation. 4

2.4.2 Roll-Pitch-Yaw Angles

Another set of Euler angles originates from a representation of orientation in the
(aero)nautical field. These are the ZYX angles, also called Roll-Pilch-Yaw angles, to
denote the typical motions of an (air)craft. In this case, the angles ¢ = ['P {) 'ljJ]T
represent rotations defined with respect to a fixed frame attached to the centre of mass
of the craft (Figure 2.9).

The rotation resulting from Roll-Pitch-Yaw angles can be obtained as follows:

• Rotate the reference frame by the angle 'ljJ about axis x (yaw); this rotation is
described by the matrix R x ('ljJ) which is formally defined in (2.8).

• Rotate the reference frame by the angle {) about axis y (pitch); this rotation is
described by the matrix R y ({)) which is formally defined in (2.7).

• Rotate the reference frame by the angle 'P about axis z (roll); this rotation is
described by the matrix R z ('P) which is formally defined in (2.6).

The resulting frame orientation is obtained by composition of rotations with respect to
the fixed frame, and then it can be computed via premultiplication of the matrices of
elementary rotation, Le.,s

C<pS{)Slj; - s<pclj;

s<ps{)slj; + c<pclj;

c{)slj;

C<pS{)Clj; + S<PSlj;]

s<ps{)clj; - c<pslj; .

c{)clj;

(2.20)

4 In the following chapter, it will be seen that these confi gurations characterize the so-called
representation singularities of the Euler angles.

S The ordered sequence of rotations XYZ about axes of the fi xed frame is equivalent to the
sequence ZYX about axes of the current frame.
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Figure 2.9 Representation of Roll-Pitch-Yaw angles.

As for the Euler angles ZYZ, the inverse solution to a given rotation matrix

can be obtained by comparing it with the expression of R(</J) in (2.20). The solution
for rJ in the range (-7r/2, 7r/2) is

'P = Atan2(r21' rn)

rJ = Atan2 ( -r31, J r~2 + r~3 )

'ljJ = Atan2(r32, r33),

(2.21)

whereas the other equivalent solution for rJ in the range (7r /2, 37r /2) is

'P = Atan2( -r21, -rn)

rJ = Atan2 ( -r31, -Jr~2 + r~3)

'ljJ = Atan2( -r32, -r33).

(2.21')

Solutions (2.21) and (2.21') degenerate when C,J = 0; in this case, it is possible to
determine only the sum or difference of 'P and 'ljJ.

2.5 Angle and Axis

A nonminimal representation of orientation can be obtained by resorting to four pa­
rameters expressing a rotation of a given angle about an axis in space. This can be
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advantageous in the problem of trajectory planning for a manipulator's end-effector
orientation.

Let r = [rx ry rz jT be the unit vector of a rotation axis with respect to the
reference frame O-xyz. In order to derive the rotation matrix R( '19, r) expressing the
rotation of an angle '19 about axis r, it is convenient to compose elementary rotations
about the coordinate axes of the reference frame. The angle is taken to be positive if
the rotation is made counter-clockwise about axis r.

As shown in Figure 2.10, a possible solution is to rotate first r by the angles
necessary to align it with axis z, then to rotate by '19 about z and finally to rotate by
the angles necessary to align the unit vector with the initial direction. In detail, the
sequence of rotations, to be made always with respect to axes of fixed frame, is the
following:

• align r with z, which is obtained as the sequence of a rotation by -0: about z
and a rotation by - 13 about y;

• rotate by '19 about z;

• realign with the initial direction of r, which is obtained as the sequence of a
rotation by 13 about y and a rotation by 0: about z.

In sum, the resulting rotation matrix is

(2.22)

From the components of the unit vector r it is possible to extract the transcendental
functions needed to compute the rotation matrix in (2.22), so as to eliminate the
dependence from 0: and 13; in fact, it is

sin 13 = Jr2 +r2
x y cos 13 = rz .

Then, it can be found that the rotation matrix corresponding to a given angle and axis
is

[

r~ (1 - CI9) + CI9

R('I9, r) = rxry(l - CI9) + rzSI9

rxrz(1- CI9) - rysl9

rxry(l - CI9) - rzsl9

r~(l- CI9) + CI9

ryrz(l - CI9) + rxSI9

rxrz(l - CI9) + rYS19]
ryrz(l-cl9)-rxsl9 .

r; (1 - CI9) + CI9

(2.23)

For this matrix, the following property holds:

R( -'19, -r) = R('I9, r), (2.24)

Le., a rotation by -'19 about -r cannot be distinguished from a rotation by '19 about r;
hence, such representation is not unique.
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Figure 2.10 Rotation of an angle about an axis.

If it is desired to solve the inverse problem to compute the axis and angle corre­
sponding to a given rotation matrix

the following result is useful:

.0 -1 (r11 + r22 + r33 - 1)
'U = cos

2

1 [r
32

- r
23

]
r = 2 sin {) r13 - r31 ,

r21 - r12

(2.25)

for sin {) i- O. Notice that (2.25) expresses the rotation in terms of four parameters;
namely, the angle and the three components of the axis unit vector. However, it can be
observed that the three components of r are not independent but are constrained by
the condition

r; + r~ + r; = 1. (2.26)

If sin {) = 0, (2.25) becomes meaningless. To solve the inverse problem, it is necessary
to directly refer to the particular expressions attained by the rotation matrix R and find
the solving formulre in the two cases {) = 0 and {) = 7r. Notice that, when {) = 0 (null
rotation), the unit vector r is arbitrary (singularity).

2.6 Unit Quaternion

The drawbacks of the angle/axis representation can be overcome by a different four­
parameter representation; namely, the unit quaternion, viz. Euler parameters, defined
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as Q = {7],E} where:
rJ

7] = COS "2
. rJ

E = SIn - r'2 '

7] is called the scalar part of the quaternion while E = [Ex Ey Ez ]T is called the
vector part of the quaternion. They are constrained by the condition

(2.28)

hence, the name unit quaternion. It is worth remarking that, differently from the
angle/axis representation, a rotation by -rJ about -r gives the same quaternion as
that associated with a rotation by rJ about r; this solves the above nonuniqueness
problem. In view of (2.23), (2.27) and (2.28), the rotation matrix corresponding to a
given quaternion takes on the form

[

2(7]2 + E;) - 1

R(7], E) = 2(Ex Ey + 7]Ez )

2(Ex Ez - 7]Ey )

2(Ex Ey - 7]Ez )

2(7]2 + E~) - 1

2(Ey Ez + 7]Ex )

(2.29)

If it is desired to solve the inverse problem to compute the quaternion corresponding
to a given rotation matrix

(2.30)

the following result is useful:

1
7] = 2"y'1'n + 1'22 + 1'33 + 1

[

sgn (1'32 - 1'23 h/'1'-n---1'-2-2---1'-3-3-+"""""'-1 ]

E = ~ sgn (1'13 - 1'3t}y'1'22 - 1'33 - 1'n + 1

sgn (1'21 - 1'12)y'1'33 - 1'n - 1'22 + 1

where conventionally sgn (x) = 1 for x :::: 0 and sgn (x) = -1 for x < O. Notice
that in (2.30) it has been implicitly assumed 7] :::: 0; this corresponds to an angle
rJ E [-Jr, Jr], and thus any rotation can be described. Also, compared to the inverse
solution in (2.25) for the angle and axis representation, no singularity occurs for (2.30).

Thequaternion extracted from R-1 = R T is denoted as Q-l, and can be computed
as

(2.31)

Let Ql = {7]1, Ed and Q2 = {7]2, E2} denote the quaternions corresponding to
the rotation matrices R 1 and R 2 , respectively. The quaternion corresponding to the
product R 1 R 2 is given by

(2.32)



Kinematics 37

where the quaternion product operator "*" has been formally introduced. It is easy to
see that if Q2 = Q i

l then the quaternion {I, O} is obtained from (2.32) which is the
identity element for the product.

2.7 Homogeneous Transformations

As illustrated at the beginning of the chapter, the position of a rigid body in space
is expressed in terms of the position of a suitable point on the body with respect
to a reference frame (translation), while its orientation is expressed in terms of the
components of the unit vectors of a frame attached to the body-with origin in the
above point-with respect to the same reference frame (rotation).

As shown in Figure 2.11, consider an arbitrary point P in space. Let pO be the
vector of coordinates of P with respect to the reference frame Oo-xoYozo. Consider
then another frame in space Ol-X1Y1Zl. Let o~ be the vector describing the origin of
Frame 1 with respect to Frame 0, and R~ be the rotation matrix of Frame 1 with respect
to Frame O. Let also pi be the vector of coordinates of P with respect to Frame 1.
On the basis of simple geometry, the position of point P with respect to the reference
frame can be expressed as

(2.33)

Hence, (2.33) represents the coordinate transformation (translation + rotation) of a
bound vector between two frames.

The inverse transformation can be obtained by premultiplying both sides of (2.33)
by R~T; in view of (2.4), it follows that

(2.34)

which, via (2.16), can be written as

(2.35)

In order to achieve a compact representation of the relationship between the coordinates
of the same point in two different frames, the homogeneous representation of a generic
vector p can be introduced as the vector p formed by adding a fourth unit component,
i.e.,

(2.36)

By adopting this representation for the vectors pO and pi in (2.33), the coordinate
transformation can be written in terms of the (4 x 4) matrix

R~ (2.37)
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Figure 2.11 Representation of a point P in different coordinate frames.

which, according to (2.36), is termed homogeneous transformation matrix. As can be
seen from (2.37), the transformation of a vector from Frame 1 to Frame 0 is expressed
by a single matrix containing the rotation matrix ofFrame 1 with respect to Frame 0 and
the translation vector from the origin of Frame 0 to the origin of Frame 16

. Therefore,
the coordinate transformation (2.33) can be compactly rewritten as

(2.38)

The coordinate transformation between Frame 0 and Frame 1 is described by the
homogeneous transformation matrix Ab which satisfies the equation

-1 _ A1-O _ (AO)-1_0P - oP - 1 p.

This matrix is expressed in a block-partitioned form as

(2.39)

(2.40)

which gives the homogeneous representation form of the result already established by
(2.34) and (2.35).

Notice that for the homogeneous transformation matrix the orthogonality property
does not hold; hence, in general,

(2.41)

6 It can be shown that in (2.37) nonnull values of the fi rst three elements of the fourth row of A
produce a perspective effect, while values other than unity for the fourth element give a scaling
effect.
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Figure 2.12 Conventional representations of joints.

In sum, a homogeneous transformation matrix expresses the coordinate transfor­
mation between two frames in a compact form. If the frames have the same origin, it
reduces to the rotation matrix previously defined. Instead, if the frames have distinct
origins, it allows keeping the notation with superscripts and subscripts that directly
characterize the current frame and the fixed frame.

Analogously to what presented for the rotation matrices, it is easy to verify that a
sequence of coordinate transformations can be composed by the product

(2.42)

where A~-l denotes the homogeneous transformation relating the description of a
point in Frame i to the description of the same point in Frame i - 1.

2.8 Direct Kinematics

A manipulator consists of a series of rigid bodies (links) connected by means of
kinematic pairs or joints. Joints can be essentially oftwo types: revolute and prismatic;
conventional representations of the two types ofjoints are sketched in Figure 2.12. The
whole structure forms a kinematic chain. One end of the chain is constrained to a base.
An end effector (gripper, tool) is connected to the other end allowing manipulation of
objects in space.

From a topological viewpoint, the kinematic chain is termed open when there
is only one sequence of links connecting the two ends of the chain. Alternatively, a
manipulator contains a closed kinematic chain when a sequence of links forms a loop.

The mechanical structure of a manipulator is characterized by a number of degrees
of mobility which uniquely determine its configuration. Each degree of mobility is
typically associated with ajoint articulation and constitutes ajoint variable. The aim
of direct kinematics is to compute the position and orientation of the end effector as a
function of the joint variables.

It was previously illustrated that the position and orientation of a body with respect
to a reference frame are described by the position vector of the origin and the unit
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Figure 2.13 Description of the position and orientation of the end-effector frame.

vectors of a frame attached to the body. Hence, with respect to a reference frame Ob­

XbYbZb, the direct kinematics function is expressed by the homogeneous transformation
matrix

B~(q)

o o
(2.43)

where q is the (n x 1) vector of joint variables, n e , Be, a e are the unit vectors of a
frame attached to the end effector, and Pe is the position vector of the origin of such
frame with respect to the origin of the base frame (Figure 2.13). Note that n e , Be, a e

and Pe are a function of q.

The frame Ob-XbYbZb is termed base frame. The frame attached to the end effector
is termed end-effector frame and is conveniently chosen according to the particular
task geometry. If the end effector is a gripper, the origin of the end-effector frame
is located at the centre of the gripper, the unit vector a e is chosen in the approach
direction to the object, the unit vector Be is chosen normal to a e in the sliding plane
of the jaws, and the unit vector n e is chosen normal to the other two so that the frame
(n e , Be, a e ) is right-handed.

A first way to compute direct kinematics is offered by a geometric analysis of the
structure of the given manipulator.

Example 2.4

Consider the two-link planar arm in Figure 2.14. On the basis of simple trigonometry,
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Figure 2.14 1\vo-link planar arm.

the choice of the joint variables, the base frame, and the end-effector frame leads to7

[: ~:] ~ [~
812 C12 a,cd a,c,,]

T;(q) =
8

b a b
-C12 812 a181 + a2 8 12 (2.44)e e

0 0 o .
0 0 0 0 1

It is not difficult to infer that the effectiveness of a geometric approach to the direct
kinematics problem is based first on a convenient choice of the relevant quantities
and then on the ability and geometric intuition of the problem solver. Whenever the
manipulator structure is complex and the number of joints increases, it is preferable to
adopt a less direct solution, which, though, is based on a systematic, general procedure.
The problem becomes even more complex when the manipulator contains one or more
closed kinematic chains. In such a case, as it will be discussed later, there is no guarantee
to obtain an analytical expression for the direct kinematics function in (2.43).

2.8.1 Open Chain

Consider an open-chain manipulator constituted by n + 1 links connected by n joints,
where Link 0 is conventionally fixed to the ground. It is assumed that each joint
provides the mechanical structure with a single degree of mobility, corresponding to
the joint variable.

The construction ofan operating procedure for the computation ofdirect kinematics
is naturally derived from the typical open kinematic chain of the manipulator structure.
In fact, since each joint connects two consecutive links, it is reasonable to consider
first the description of kinematic relationship between consecutive links and then to
obtain the overall description of manipulator kinematics in a recursive fashion. To this

7 The notations Si ...j, Ci ... j denote respectively sin (qi + ... + qj), cos (qi + ... + qj).
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Figure 2.15 Coordinate transformations in an open kinematic chain.

purpose, it is worth defining a coordinate frame attached to each link, from Link 0 to
Link n. Then, the coordinate transformation describing the position and orientation of
Frame n with respect to Frame 0 (Figure 2.15) is given by

(2.45)

As requested, the computation of the direct kinematics function is recursive and is ob­
tained in a systematic manner by simple products of the homogeneous transformation
matrices A~-l(qd (for i = 1, ... ,n), each of which is a function of a single joint
variable.

With reference to the direct kinematics equation in (2.44), the actual coordinate
transformation describing the position and orientation of the end-effector frame with
respect to the base frame can be obtained as

(2.46)

where TJ and Ten are two (typically) constant homogeneous transformations describing
the position and orientation of Frame 0 with respect to the base frame, and of the end­
effector frame with respect to Frame n, respectively. Hereafter, the subscript e is
dropped whenever it is referred to Pe and R e = [n e Se a e ], i. e., for brevity, P and
R = [n sa] respectively denote the position and orientation of the end effector.

2.8.2 Denavit-Hartenberg Convention

In order to compute the direct kinematics equation for an open-chain manipulator
according to the recursive expression in (2.45), a systematic, general method is to be
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JOINT i+I

Figure 2.16 Denavit-Hartenberg kinematic parameters.

derived to define the relative position and orientation of two consecutive links; the
problem is that to determine two frames attached to the two links and compute the
coordinate transformations between them. In general, the frames can be arbitrarily
chosen as long as they are attached to the link they are referred to. Nevertheless, it is
convenient to set some rules also for the definition of the link frames.

With reference to Figure 2.16, let Axis i denote the axis of the joint connecting
Link i-I to Link i; the so-called Denavit-Hartenberg convention is adopted to define
link Frame i:

• Choose axis Zi along the axis of Joint i + 1.

• Locate the origin Oi at the intersection of axis Zi with the common normal8 to
axes Zi-l and Zi. Also, locate Oi' at the intersection of the common normal
with axis Zi-l.

• Choose axis Xi along the common normal to axes Zi-l and Zi with direction
from Joint i to Joint i + 1.

• Choose axis Yi so as to complete a right-handed frame.

The Denavit-Hartenberg convention gives a nonunique definition of the link frame in
the following cases:

• For Frame 0, only the direction of axis Zo is specified; then 0 0 and Xo can be
arbitrarily chosen.

• For Frame n, since there is no Joint n + 1, Zn is not uniquely defined while X n

8 The common normal between two lines is the line containing the minimum distance segment
between the two lines.
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has to be normal to axis Zn-l. Typically, Joint n is revolute, and thus Zn is to
be aligned with the direction of Zn-l.

• When two consecutive axes are parallel, the common normal between them is
not uniquely defined.

• When two consecutive axes intersect, the direction of Xi is arbitrary.

• When Joint i is prismatic, the direction of Zi-l is arbitrary.

In all such cases, the indeterminacy can be exploited to simplify the procedure; for
instance, the axes of consecutive frames can be made parallel.

Once the link frames have been established, the position and orientation of Frame i
with respect to Frame i-I are completely specified by the following parameters:

ai distance between Oi and Oi"

di coordinate of 0 i' along Zi-l,

OOi angle between axes Zi-l and Zi about axis Xi to be taken positive when rotation
is made counter-clockwise,

rJ i angle between axes Xi-l and Xi about axis Zi-l to be taken positive when
rotation is made counter-clockwise.

Two of the four parameters (ai and OOi) are always constant and depend only on
the geometry of connection between consecutive joints established by Link i. Of the
remaining two parameters, only one is variable depending on the type of joint that
connects Link i-I to Link i. In particular:

• if Joint i is revolute the variable is rJ i ,

• if Joint i is prismatic the variable is d i .

At this point, it is possible to express the coordinate transformation between Frame i
and Frame i-I according to the following steps:

• Choose a frame aligned with Frame i - 1.

• Translate the chosen frame by d i along axis Zi-l and rotate it by rJ i about axis
Zi-l; this sequence aligns the current frame with Frame if and is described by
the homogeneous transformation matrix

o
o
1
o

• Translate the frame aligned with Frame if by ai along axis Xi' and rotate it
by OOi about axis Xi'; this sequence aligns the current frame with Frame i and
is described by the homogeneous transformation matrix

i' [~Ai = 0

o

o o
~i]o .
1
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• The resulting coordinate transformation is obtained by postmultiplication of
the single transformations as

[~.
-S,JiCO:i S,Ji SO:i a,~. ]

i-l() i-I i' S,Ji C,JiCO:i -C,Ji SO:i ais,Ji (2.47)Ai qi = Ai' Ai = 0 Sai CQi di

0 0 0 1

Notice that the transformation matrix from Frame i to Frame i-I is a function only
of the joint variable qi, that is, {)i for a revolute joint or di for a prismatic joint.

To summarize, the Denavit-Hartenberg convention allows constructing the di­
rect kinematics function by composition of the individual coordinate transformations
expressed by (2.47) into one homogeneous transformation matrix as in (2.45). The
procedure can be applied to any open kinematic chain and can be easily rewritten in
an operating form as follows.

1. Find and number consecutively the joint axes; set the directions of axes Zo, ... ,

Zn-l·

2. Choose Frame 0 by locating the origin on axis Zo; axes Xo and Yo are chosen
so as to obtain a right-handed frame. If feasible, it is worth choosing Frame 0
to coincide with the base frame.

Execute steps from 3 to 5 for i = 1, ... ,n - 1:

3. Locate the origin Oi at the intersection of Zi with the common normal to
axes Zi-l and Zi. If axes Zi-l and Zi are parallel and Joint i is revolute, then
locate Oi so that di = 0; if Joint i is prismatic, locate Oi at a reference position
for the joint range, e.g., a mechanical limit.

4. Choose axis Xi along the common normal to axes Zi-l and Zi with direction
from Joint i to Joint i + 1.

5. Choose axis Yi so as to obtain a right-handed frame.

To complete:

6. Choose Frame n; if Joint n is revolute, then align Zn with Zn-l, otherwise,
if Joint n is prismatic, then choose Zn arbitrarily. Axis X n is set according to
step 4.

7. For i = 1, ... , n, form the table of parameters ai, di , O:i, {)i.

8. On the basis of the parameters in 7, compute the homogeneous transformation
matrices A~-1 (qi) for i = 1, ... , n.

9. Compute the homogeneous transformation T~(q) = A~ ... A~-1 that yields
the position and orientation of Frame n with respect to Frame O.

10. Given TJ and Ten, compute the direct kinematics function as T!(q) =
TJT~T2 that yields the position and orientation of the end-effector frame
with respect to the base frame.

For what concerns the computational aspects of direct kinematics, it can be recognized
that the heaviest load derives from the evaluation of transcendental functions. On the
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Figure 2.17 Connection of a single link in the chain with two links.

other hand, by suitably factorizing the transformation equations and introducing local
variables, the number of flops (additions + multiplications) can be reduced. Finally,
for computation of orientation it is convenient to evaluate the two unit vectors of the
end-effector frame of simplest expression and derive the third one by vector product
of the first two.

2.8.3 Closed Chain

The above direct kinematics method based on the Denavit-Hartenberg convention
exploits the inherently recursive feature of an open-chain manipulator. Nevertheless,
the method can be extended to the case of manipulators containing closed kinematic
chains according to the technique illustrated below.

Consider a closed-chain manipulator constituted by n + 1 links. Because of the
presence of a loop, the number of joints l must be greater than n; in particular, it can
be understood that the number of closed loops is equal to l - n.

With reference to Figure 2.17, Links 0 through i are connected successively through
the first i joints as in an open kinematic chain. Then, Joint i + I' connects Link i with
Link i + I' while Joint i + I" connects Link i with Link i +1"; the axes of Joints i + I'
and i+ I" are assumed to be aligned. Although not represented in the figure, Links i+ I'
and i + I" are members of the closed kinematic chain. In particular, Link i + I' is
further connected to Link i + 2' via Joint i + 2' and so forth, until Link j via Joint j.
Likewise, Link i + I" is further connected to Link i + 2" via Joint i + 2" and so forth,
until Link k via Joint k. Finally, Links j and k are connected together at Joint j + 1 to
form a closed chain. In general, j -::f- k.

In order to attach frames to the various links and apply Denavit-Hartenberg con­
vention, one closed kinematic chain is taken into account. The closed chain can be
virtually cut open atJointj + 1, i.e., the joint between Linkj and Link k. An equivalent
tree-structured open kinematic chain is obtained, and thus link frames can be defined
as in Figure 2.18. Since Links 0 through i occur before the two branches of the tree,
they are left out of the analysis. For the same reason, Links j + 1 through n are left
out as well. Notice that Frame i is to be chosen with axis Zi aligned with the axes of
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Figure 2.18 Coordinate transformations in a closed kinematic chain.

Joints i + I' and i + 1/1.
It follows that the position and orientation of Frame j with respect to Frame i can

be expressed by composing the homogeneous transformations as

A i(')-Ai ( ) Aj-l()j q - iH' qi+l' ... j qj (2.48)

where q' = [qi+l' qj f. Likewise, the position and orientation of Frame k
with respect to Frame i is given by

(2.49)

where q/l = [qiH" qk ]T.
Since Links j and k are connected to each other through Joint j + 1, it is worth

analyzing the mutual position and orientation between Frames j and k, as illustrated
in Figure 2.19. Notice that, since Links j and k are connected to form a closed chain,
axes Zj and Zk are aligned. Therefore, the following orientation constraint has to be
imposed between Frames j and k:

z}(q') = z1(q/l) (2.50)

where the unit vectors of the two axes have been conveniently referred to Frame i.
Moreover, if Joint j + 1 is prismatic, the angle '13 jk between axes Xj and Xk IS

fixed; hence, in addition to (2.50), the following constraint is obtained:

iT ( ') i ( /I) ,0Xj q xk q = COSUjk· (2.51)

Obviously, there is no need to impose a similar constraint on axes Yj and Yk since that
would be redundant.

Regarding the position constraint between Frames j and k, let p} and p% respec­
tively denote the positions of the origins of Frames j and k, when referred to Frame i.
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Figure 2.19 Coordinate transformation at the cut joint.

By projecting on Frame j the distance vector of the origin of Frame k from Frame j,
the following constraint has to be imposed:

(2.52)

where R{ = R;T denotes the orientation of Frame i with respect to Frame j. At this
point, if Joint j + 1 is revolute, then djk is a fixed offset along axis Zj; hence, the three
equalities of (2.52) fully describe the position constraint. If, however, Joint j + 1 is
prismatic, then djk varies. Consequently, only the first two equalities of (2.52) describe
the position constraint, i.e.,

where Ri. = [xi. yi. zi.]
J J J J'

In summary, if Joint j + 1 is revolute the constraints are

{
R{ (q') (p;(q') - p%(qll)) = [0 0 djk]T

zj(q') = Z%(qll),

whereas if Joint j + 1 is prismatic the constraints are

{
[:]~~~;n (p;(q') - p%(qll)) = [~]
zj(q') = Z%(q")

xy(q')X%(q") = cosf)jk.

(2.53)

(2.54)

(2.55)
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In either case, there are six equalities that must be satisfied. Those should be solved
for a reduced number of independent joint variables to be keenly chosen among the
components ofq' and q" which characterize the degrees of mobility of the closed chain.
These are the natural candidates to be the actuated joints, while the other joints in the
chain (including the cut joint) are typically not actuated. Such independent variables,
together with the remainingjoint variables not involved in the above analysis, constitute
the joint vector q that allows the direct kinematics equation to be computed as

(2.56)

where the sequence of successive transformations after the closure of the chain has
been conventionally resumed from Frame j.

In general, there is no guarantee to solve the constraints in closed form unless the
manipulator has a simple kinematic structure. In other words, for a given manipulator
with a specific geometry, e.g., a planar structure, some of the above equalities may
become dependent. Hence, the number of independent equalities is less than six and it
should likely be easier to solve them.

To conclude, it is worth sketching the operating form of the procedure to com­
pute the direct kinematics function for a closed-chain manipulator using the Denavit­
Hartenberg convention.

1. In the closed chain, select one joint that is not actuated. Assume that the joint
is cut open so as to obtain an open chain in a tree structure.

2. Compute the homogeneous transformations according to Denavit-Hartenberg
convention.

3. Find the equality constraints for the two frames connected by the cut joint.

4. Solve the constraints for a reduced number of joint variables.

5. Express the homogeneous transformations in terms of the above joint vari­
ables and compute the direct kinematics function by composing the various
transformations from the base frame to the end-effector frame.

2.9 Kinematics of Typical Manipulator Structures

This section contains several examples ofcomputation of the direct kinematics function
for typical manipulator structures that are often encountered in industrial robots.

2.9.1 Three-link Planar Arm

Consider the three-link planar arm in Figure 2.20, where the link frames have been
illustrated. Since the revolute axes are all parallel, the simplest choice was made for
all axes Xi along the direction of the relative links (the direction of Xo is arbitrary)
and all lying in the plane (xo, Yo). In this way, all the parameters di are null and the
angles between the axes Xi directly provide the joint variables. The Denavit-Hartenberg
parameters are specified in Table 2.1.
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Figure 2.20 Three-link planar arm.

Table 2.1 Denavit-Hartenberg parameters for the three-link planar arm.

Link ai OOi di {)i

1 a1 0 0 {)1

2 a2 0 0 {)2

3 a3 0 0 {)3

Since all joints are revolute, the homogeneous transformation matrix defined in (2.47)
has the same structure for each joint, i.e.,

[C; -Si 0 a;c;]
A~-l({)d = ~

Ci 0 aisi
i = 1,2,3.

0 1 0
0 0 1

Computation of the direct kinematics function as in (2.45) yields

(2.57)

-S123

C123

o
o

o
o
1
o

a1 C1 + a2C12 + a3C123 ]

a1 s 1 + a2 s 12 + a3 s 123

o
1

(2.58)

where q = [{)1 {)2 {)3]T. Notice that the unit vector z~ of Frame 3 is aligned with
Zo = [0 0 I]T, in view of the fact that all revolute joints are parallel to axis zoo
Obviously, pz = 0 and all three joints concur to determine the end-effector position in
the plane of the structure.

It is worth pointing out that Frame 3 does not coincide with the end-effector frame
as in Figure 2.13, since the resulting approach unit vector is aligned with x~ and
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Figure 2.21 Parallelogram arm.

not with z~. Thus, assuming that the two frames have the same origin, the constant
transformation

is needed, having taken n aligned with zoo

2.9.2 Parallelogram Arm

o
-1
o
o

1
o
o
o ~]

Consider the parallelogram arm in Figure 2.21. A closed chain occurs where the first
two joints connect Link I' and Link I" to Link 0, respectively. Joint 4 was selected
as the cut joint, and the link frames have been established accordingly. The Denavit­
Hartenberg parameters are specified in Table 2.2, where ai' = a3' and a2' = al" in
view of the parallelogram structure.

Table 2.2 Denavit-Hartenberg parameters for the parallelogram arm.

Link ai CYi di {Ji

I' ai' 0 0 {Jl'

2' a2' 0 0 {J2'
3' a3' 0 0 {J3'
I" al" 0 0 {Ji"

4 a4 0 0 0

Notice that the parameters for Link 4 are all constant. Since the joints are revolute,
the homogeneous transformation matrix defined in (2.47) has the same structure for
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each joint, Le., as in (2.57) for Joints I', 2', 3' and I". Therefore, the coordinate
transformations for the two branches of the tree are respectively:

[

c1'2'3'

A D ( ') - AD A1'A2' _ 81'2'3'
3' q - l' 2' 3' - 0

o

-81'2'3'

C1'2'3'

o
o

o a1'c1' + a2,c1'2' + a3,c1'2'3' ]

o a1,81' + a2,81'2' + a3,81'2'3'

1 0
o 1

[

C1"

A D ( ") _ 81"
1" q - 0

o
o
o

where q" = '19 1'" To complete, the constant homogeneous transformation for the last
link is

[

1 0 0 a4
]

3' 0 1 0 0
A 4 = 0 0 1 0 .

o 0 0 1

With reference to (2.54), the position constraints are (d3'1" = 0)

while the orientation constraints are satisfied independently of q' and q". Since aI' =
a3' and a2' = a1", two independent constraints can be extracted, Le.,

aI' (C1' + C1'2'3' ) + a1" (C1'2' - C1") = 0

a!' (81' + 81'2'3' ) + a1" (81'2' - 81") = O.

In order to satisfy them for any choice of aI' and a1", it must be

'19 2' = '19 1" - '19 1'

'19 3' = 1f - '19 2' = 1f - '19 1" + '191'
(2.59)

Therefore, the vector of joint variables is q = ['19 1' 'I9 1,,]T. These joints are natural
candidates to be the actuated joints.9 Substituting the expressions of'l92, and '193' into

9 Notice that it is not possible to solve (2.59) for {)2' and {)3' since they are constrained by the
condition {)2' + {)3' = 1r.



Kinematics 53

.(
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Figure 2.22 Spherical arm.

the homogeneous transformation A~, and computing the direct kinematics function as
in (2.56) yields

(2.60)

A comparison between (2.60) and (2.44) reveals that the parallelogram arm is kine­
matically equivalent to a two-link planar arm. The noticeable difference, though, is
that the two actuated joints-providing the degrees of mobility of the structure-are
located at the base. This will greatly simplify the dynamic model of the structure, as
shall be seen in Section 4.3.3.

2.9.3 Spherical Arm

Consider the spherical arm in Figure 2.22, where the link frames have been illustrated.
Notice that the origin of Frame 0 was located at the intersection of Zo with Zl so that
d1 = 0; analogously, the origin of Frame 2 was located at the intersection between Zl

and Z2. The Denavit-Hartenberg parameters are specified in Table 2.3.

Table 2.3 Denavit-Hartenberg parameters for the spherical arm.

Link ai CYi di {)i

1 0 -7f/2 0 {)l
2 0 7f /2 d2 {)2

3 0 0 d3 0



(2.61)
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The homogeneous transformation matrices defined in (2.47) are for the single joints:

[ C,
0 -Sl

~]
[ C,

0 S2

~]A~('l91) = si 0 C1
A~('l92) = si 0 -C2

-1 0 1 0
0 0 0 0

[1 00 0]2 0 1 0 0
A 3 (d3 ) = 0 0 1 d

3

o 0 0 1
Computation of the direct kinematics function as in (2.45) yields

T O( )=Ao A 1A 2 = [~~~~ ~:1 ~~:~ ~~:~~:~~~~~]
3 q 1 2 3 -S2 0 C2 C2 d3

000 1

where q = ['l91 'l92 d3 jT. Notice that the third joint does not obviously influence
the rotation matrix. Further, the orientation of the unit vector y~ is uniquely determined
by the first joint, since the revolute axis of the second joint Zl is parallel to axis Y3.
Differently from the previous structures, in this case Frame 3 can represent an end­
effector frame of unit vectors (n, s, a), Le., T e

3 = I.

2.9.4 Anthropomorphic Arm

Consider the anthropomorphic arm in Figure 2.23. Notice how this arm corresponds
to a two-link planar arm with an additional rotation about an axis of the plane. In this
respect, the parallelogram arm could be used in lieu of the two-link planar arm, as
found in some industrial robots with an anthropomorphic structure.

The link frames have been illustrated in the figure. As for the previous structure,
the origin of Frame 0 was chosen at the intersection of Zo with Zl (d1 = 0); further,
Zl and Z2 are parallel and the choice of axes Xl and X2 was made as for the two-link
planar arm. The Denavit-Hartenberg parameters are specified in Table 2.4.

Table 2.4 Denavit-Hartenberg parameters for the anthropomorphic arm.

Link ai OOi di 'l9 i

1 0 7f /2 0 'l9 1

2 a2 0 0 'l92

3 a3 0 0 'l93

The homogeneous transformation matrices defined in (2.47) are for the single joints:

o Sl

o -C1

1 0
o 0 ~]
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Figure 2.23 Anthropomorphic arm.

[~
-8i 0

~~]
A~-l(19d= ~

Ci 0 ai 8 i i = 2,3.
0 1 0
0 0 1

Computation of the direct kinematics function as in (2.45) yields

-C1 8 23

-81 8 23

C23

o

C1(a2 C2 + a 3C23)]
81 (a2C2 + a3C23)

a2 8 2 + a3 8 23

1

(2.62)

where q = [19 1 192 193 ]T. Since Z3 is aligned with Z2, Frame 3 does not coincide
with a possible end-effector frame as in Figure 2.13, and a proper constant transfor­
mation would be needed.

2.9.5 Spherical Wrist

Consider a particular type of structure consisting just of the wrist of Figure 2.24. Joint
variables were numbered progressively starting from 4, since such a wrist is typically
thought of as mounted on a three-degree-of-mobility arm of a six-degree-of-mobility
manipulator. It is worth noticing that the wrist is spherical since all revolute axes
intersect at a single point. Once Z3, Z4, Z5 have been established, and X3 has been
chosen, there is an indeterminacy on the directions of X4 and X5. With reference to the
frames indicated in Figure 2.24, the Denavit-Hartenberg parameters are specified in
Table 2.5.
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Figure 2.24 Spherical wrist.

Table 2.5 Denavit-Hartenberg parameters for the spherical wrist.

Link ai CYi di {)i

4 0 -7[/2 0 {)4

5 0 7[/2 0 {)5

6 0 0 d6 {)6

The homogeneous transformation matrices defined in (2.47) are for the single joints:

[C'
0 -84

~] [C'
0 85

~]A~({)4) = 8~
0 C4

A~({)5) = 8i
0 -C5

-1 0 1 0
0 0 0 0

[ee -86 0

~]Ag({)6) = 8~
C6 0
0 1
0 0

Computation of the direct kinematics function as in (2.45) yields

-C4C586 - 84 C6

-84C586 + C4 C6

85 8 6

o
(2.63)

where q = [{)4 {)5 {)6 jT. Notice that, as a consequence of the choice made for
the coordinate frames, the block matrix R~ that can be extracted from Tl coincides
with the rotation matrix of Euler angles (2.18) previously derived, that is, {)4, {)5,

{)6 constitute the set of ZYZ angles with respect to the reference frame 03-X3Y3Z3.

Moreover, the unit vectors of Frame 6 coincide with the unit vectors of a possible
end-effector frame according to Figure 2.13.
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Figure 2.25 Stanford manipulator.

2.9.6 Stanford Manipulator

The so-called Stanford manipulator is composed by a spherical arm and a spherical
wrist (Figure 2.25). Since Frame 3 of the spherical arm coincides with Frame 3 of the
spherical wrist, the direct kinematics function can be obtained via simple composition
of the transformation matrices (2.61) and (2.63) of the previous examples, i.e.,

Carrying out the products yields

[

C182d3 - 81d2 + (Cl (C2C485 + 82C5) - 818485)d6]

pO = 81 8 2 d 3 + Cl d 2 + (81 (C2C485 + 82C5) + C1 8 4 8 5)d6

C2d3 + (-82C485 + C2 C5)d6

for the end-effector position, and

[

Cl (C2(C4C5C6 - 8486) - 8285C6) - 81 (84C5C6 + C486)]

nO = 81 (C2 (C4C5C6 - 8486) - 8285C6) + Cl (84C5C6 + C486)

-82(C4C5C6 - 8486) - C2 8 5 C6

[

Cl ( -C2 (C4C586 + 84C6) + 828586) - 81 (-84C586 + C4C6)]

8° = 81 ( -C2 (C4C586 + 84C6) + 828586) + Cl (-84C586 + C4C6)

82(C4C586 + 84C6) + C2 8 5 8 6

(2.64)

(2.65)
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Figure 2.26 Anthropomorphic arm with spherical wrist.

[

C1 (C2C485 + 82C5) - 818485]

aD = 81 (C2C485 + 82C5) + C18485

-82C485 + C2 C5

for the end-effector orientation.

A comparison of the vector p in (2.64) with the vector p~ relative to the sole
spherical arm (2.61) reveals the presence of additional contributions due to the choice
of the origin of the end-effector frame at a distance d6 from the origin of Frame 3
along the direction of a. In other words, if it were d6 = 0, the position vector would
be the same. This feature is of fundamental importance for the solution of the inverse
kinematics for this manipulator, as will be seen later.

2.9.7 Anthropomorphic Arm with Spherical Wrist

A comparison between Figure 2.23 and Figure 2.24 reveals that the direct kinematics
function cannot be obtained by multiplying the transformation matrices T~ and Tl,
since Frame 3 of the anthropomorphic arm cannot coincide with Frame 3 of the
spherical wrist.

Direct kinematics of the entire structure can be obtained in two ways. One consists
of interposing a constant transformation matrix between T~ and Tl which allows
aligning the two frames. The other refers to the Denavit-Hartenberg operating proce­
dure with the frame assignment for the entire structure illustrated in Figure 2.26. The
Denavit-Hartenberg parameters are specified in Table 2.6.
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Table 2.6 Denavit-Hartenberg parameters for the anthropomorphic arm with spherical wrist.

Link ai Cl:i d i {)i

1 0 1f/2 0 {)1

2 a2 0 0 {)2

3 0 1f/2 0 {)3

4 0 -1f/2 d 4 {)4

5 0 1f/2 0 {)5

6 0 0 d 6 {)6

Since rows 3 and 4 differ from the corresponding rows of the tables for the two single
structures, the relative homogeneous transformation matrices A§ and A~ have to be
modified into

[

C3 0 83 0]
A 2 ({) ) = 83 0 -C3 0

3 3 0 1 0 0
o 0 0 1

o -84

o C4

-1 0
o 0 ~]

while the other transformation matrices remain the same. Computation of the direct
kinematics function leads to expressing the position and orientation of the end-effector
frame as:

and

[

a2C1 C2 + d4C1 823 + d 6 (C1 (C23C485 + 823C5) + 81 8 4 8 5) ]

pO = a2 8 1C2 + d 4 8 1 8 23 + d 6 (81 (C23C485 + 823C5) - C1 8 4 8 5)

a2 8 2 - d 4 C23 + d 6 (823 C4 8 5 - C23 C5)

(2.66)

[

C1 (C23 (C4C5C6 - 8486) - 82385C6) + 81 (84C5C6 + C486)]

nO = 81 (C23 (C4C5C6 - 8486) - 82385C6) - C1 (84C5C6 + C486)

823(C4C5C6 - 8486) + C23 8 5 C6

[

C1 (-C23 (C4C586 + 84C6) + 8238586) + 81 (-84C586 + C4C6)]

SO = 81 ( -C23 (C4C586 + 84C6) + 8238586) - C1 (-84C586 + C4C6) (2.67)
-823(C4C586 + 84C6) - C23 8 5 8 6

[

CdC23C485 + 823C5) + 818485]

a O = 81 (C23C485 + 823C5) - C18485 .

823C485 - C23 C5

By setting d6 = 0, the position of the wrist axes intersection is obtained. In that case,
the vector pO in (2.66) corresponds to the vector pg for the sole anthropomorphic arm
in (2.62), because d 4 gives the length of the forearm (a3) and axis X3 in Figure 2.26 is
rotated by 1f/2 with respect to axis X3 in Figure 2.23.

2.10 Joint Space and Operational Space

As described in the previous sections, the direct kinematics equation of a manipulator
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allows the position and orientation of the end-effector frame to be expressed as a
function of the joint variables with respect to the base frame.

If a task is to be specified for the end effector, it is necessary to assign the end­
effector position and orientation, eventually as a function of time (trajectory). This
is quite easy for the position. On the other hand, specifying the orientation through
the unit vector triplet (n, s, a) is quite difficult, since their nine components must
be guaranteed to satisfy the orthonormality constraints imposed by (2.4) at each time
instant. This problem will be resumed in Chapter 5.

The problem of describing end-effector orientation admits a natural solution if
one of the above minimal representations is adopted. In this case, indeed, a motion
trajectory can be assigned to the set of angles chosen to represent orientation.

Therefore, position can be given by a minimal number of coordinates with regard
to the geometry of the structure, and orientation can be specified in terms of a minimal
representation (Euler angles) describing the rotation of the end-effector frame with
respect to the base frame. In this way, it is possible to describe a manipulator posture
by means of the (m x 1) vector, with m ::; n,

x = [:] (2.68)

where p describes the end-effector position and ¢ its orientation.
This representation of position and orientation allows the description of an end­

effector task in terms of a number of inherently independent parameters. The vector x
is defined in the space in which the manipulator task is specified; hence, this space is
typically called operational space.

On the other hand, the joint space (configuration space) denotes the space in which
the (n x 1) vector of joint variables

(2.69)

is defined; it is qi = {)i for a revolute joint and qi = di for a prismatic joint.
Accounting for the dependence of position and orientation from the joint variables,

the direct kinematics equation can be written in a form other than (2.45), i.e.,

x = k(q). (2.70)

The (m x 1) vector function kC}-nonlinear in general-allows computation of the
operational space variables from the knowledge of the joint space variables.

It is worth noticing that the dependence of the orientation components of the
function k(q) in (2.70) on the joint variables is not easy to express except for simple
cases. In fact, in the most general case of a six-dimensional operational space (m = 6),
the computation of the three components of the function ¢(q) cannot be performed in
closed form but goes through the computation of the elements of the rotation matrix,
i.e., n(q), s(q), a(q). The equations that allow determining the Euler angles from the
triplet of unit vectors n, s, a were given in Section 2.4.
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Example 2.5

Consider again the three-link planar arm in Figure 2.20. The geometry of the structure
suggests that the end-effector position is determined by the two coordinates Px and Py,
while its orientation is determined by the angle ¢ formed by the end effector with the
axis xo. Expressing these operational variables as a function of the joint variables, the
two position coordinates are given by the first two elements of the fourth column of
the homogeneous transformation matrix (2.58), while the orientation angle is simply
given by the sum of joint variables. In sum, the direct kinematics equation can be
written in the form

(2.71)

This expression shows that three joint space variables allow specification of at most
three independent operational space variables. On the other hand, if orientation is of no
concern, it is x = [Px py]T and there is kinematic redundancy of degrees of mobility
with respect to a pure positioning end-effector task; this concept will be widely treated
later.

2.10.1 Workspace

With reference to the operational space, an index of robot performance is the so-called
workspace; this is the region described by the origin of the end-effector frame when all
the manipulator joints execute all possible motions. It is often customary to distinguish
between reachable workspace and dexterous workspace. The latter is the region that
the origin of the end-effector frame can describe while attaining different orientations,
while the former is the region that the origin of the end-effector frame can reach
with at least one orientation. Obviously, the dexterous workspace is a subspace of the
reachable workspace. A manipulator with less than six degrees of mobility cannot take
any arbitrary position and orientation in space.

The workspace is characterized by the manipulator geometry and the mechanical
joint limits. For an n-degree-of-mobility manipulator the reachable workspace is the
geometric locus of the points that can be achieved by considering the direct kinematics
equation for the sole position part, i. e.,

p=p(q)

where qim (qiM) denotes the minimum (maximum) limit at Joint i. This volume is
finite, closed, connected-p(q) is a continuous function-and thus is defined by its
bordering surface. Since the joints are revolute or prismatic, it is easy to recognize
that this surface is constituted by surface elements of planar, spherical, toroidal and
cylindrical type. The manipulator workspace (without end effector) is reported in the
data sheet given by the robot manufacturer in terms of a top view and a side view. It
represents a basic element to evaluate robot performance for a desired application.
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Figure 2.27 Region of admissible conti gurations for a two-link arm.

Example 2.6

Consider the simple two-link planar arm. If the mechanical joint limits are known,
the arm can attain all the joint space configurations corresponding to the points in the
rectangle in Figure 2.27.

The reachable workspace can be derived via a graphical construction of the image
of the rectangle perimeter in the plane of the arm. To this purpose, it is worth considering
the images of the segments ab, be, ed, da, ae, ef, fd. Along the segments ab, be, ed,
ae, ef, fd a loss of mobility occurs due to ajoint limit; a loss of mobility occurs also
along the segment ad because the arm and forearm are aligned 10. Further, a change
of the arm posture occurs at points a and d: for q2 > 0 the elbow-down posture is
obtained, while for q2 < 0 the arm is in the elbow-up posture.

In the plane of the arm, start drawing the arm in configuration A corresponding
to qlm and q2 = 0 (a); then, the segment ab describing motion from q2 = 0 to q2M

generates the arc AB; the subsequent arcs BC, CD, DA, AE, EF, F D are generated
in a similar way (Figure 2.28). The external contour of the area CDAEFHC delimits
the requested workspace. Further, the area BCD AB is relative to elbow-down postures
while the area DAEFD is relative to elbow-up postures; hence, the points in the area
BADH B are reachable by the end effector with both postures.

In a real manipulator, for a given set of joint variables, the actual values of the opera­
tional space variables deviate from those computed via direct kinematics. The direct
kinematics equation has indeed a dependence from the Denavit-Hartenberg parameters

10 In the following chapter, it will be seen that this conti guration characterizes a kinematic
singularity of the arm.
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Figure 2.28 Workspace of a planar two-link arm.

which is not explicit in (2.70). If the mechanical dimensions of the structure differ from
the corresponding parameter of the table because of mechanical tolerances, a deviation
arises between the position reached in the assigned posture and the position computed
via direct kinematics. Such a deviation is defined accuracy; this parameter attains typi­
cal values below one millimeter and depends on the structure as well as on manipulator
dimensions. Accuracy varies with the end-effector position in the workspace and it is
a relevant parameter when robot programming oriented environments are adopted, as
will be seen in the last chapter.

Another parameter that is usually listed in the performance data sheet of an in­
dustrial robot is repeatability which gives a measure of the manipulator's ability to
return to a previously reached position; this parameter is relevant for programming an
industrial robot by the teaching-by-showing technique which will be presented in the
last chapter. Repeatability depends not only on the characteristics of the mechanical
structure but also on the transducers and controller; it is expressed in metric units and
is typically smaller than accuracy. For instance, for a manipulator with a maximum
reach of 1.5 m, accuracy varies from 0.2 to 1 mm in the workspace, while repeatability
varies from 0.02 to 0.2mm.

2.10.2 Kinematic Redundancy

A manipulator is termed kinematically redundant when it has a number of degrees of
mobility which is greater than the number of variables that are necessary to describe a
given task. With reference to the above-defined spaces, a manipulator is intrinsically
redundant when the dimension of the operational space is smaller than the dimension
of the joint space (m < n). Redundancy is, anyhow, a concept relative to the task
assigned to the manipulator; a manipulator can be redundant with respect to a task and
nonredundant with respect to another. Even in the case of m = n, a manipulator can
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be functionally redundant when only a number of r components of operational space
are of concern for the specific task, with r < m.

Consider again the three-degree-of-mobility planar arm of Section 2.9.1. If only
the end-effector position (in the plane) is specified, that structure presents a functional
redundancy (n = m = 3, r = 2); this is lost when also the end-effector orientation in
the plane is specified (n = m = r = 3). On the other hand, a four-degree-of-mobility
planar arm is intrinsically redundant (n = 4, m = 3).

Yet, take the typical industrial robot with six degrees of mobility; such manipulator
is not intrinsically redundant (n = m = 6), but it can become functionally redundant
with regard to the task to execute. Thus, for instance, in a laser-cutting task a functional
redundancy will occur since the end-effector rotation about the approach direction is
irrelevant to completion of the task (r = 5).

At this point, a question should arise spontaneously: Why to intentionally utilize
a redundant manipulator? The answer is to recognize that redundancy can provide
the manipulator with dexterity and versatility in its motion. The typical example is
constituted by the human arm that has seven degrees of mobility: three in the shoulder,
one in the elbow and three in the wrist, without considering the degrees of mobility
in the fingers. This manipulator is intrinsically redundant; in fact, if the base and the
hand position and orientation are both fixed-requiring six degrees of freedom-the
elbow can be moved, thanks to the additional available degree of mobility. Then, for
instance, it is possible to avoid obstacles in the workspace. Further, if a joint of a
redundant manipulator reaches its mechanical limit, there might be other joints that
allow execution of the prescribed end-effector motion.

A formal treatment of redundancy will be presented in the following chapter.

2.11 Kinematic Calibration

The Denavit-Hartenberg parameters for direct kinematics need to be computed as
precisely as possible in order to improve manipulator accuracy. Kinematic calibration
techniques are devoted to finding accurate estimates of Denavit-Hartenberg parameters
from a series of measurements on the manipulator's end-effector location. Hence, they
do not allow direct measurement of the geometric parameters of the structure.

Consider the direct kinematics equation in (2.70) which can be rewritten by em­
phasizing the dependence of the operational space variables on the fixed Denavit­
Hartenberg parameters, besides the joint variables. Let a = [al an]T, a =
[0:1 O:n]T,d = [d1 dn ]T,and'l9 = [e1 en]T denote the vectors
of Denavit-Hartenberg parameters for the whole structure; then (2.70) becomes

x = k(a,a,d,'l9). (2.72)

Manipulator's end-effector location shall be measured with high precision for the
effectiveness of the kinematic calibration procedure. To this purpose a mechanical
apparatus can be used that allows constraining the end effector at given locations
with a priori known precision. Alternatively, direct measurement systems of object
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position and orientation in the Cartesian space can be used which employ triangulation
techniques.

Let X m be the measured location and X n the nominal location that can be computed
via (2.72) with the nominal values of the parameters a, a, d, f). The nominal values
of the fixed parameters are set equal to the design data of the mechanical structure,
whereas the nominal values of the joint variables are set equal to the data provided by the
position transducers at the given manipulator posture. The deviation Llx = X m - X n
gives a measure of accuracy at the given posture. On the assumption of small deviations,
at first approximation, it is possible to derive the following relation from (2.72):

(2.73)

where Lla, Lla, Lld, Llf) denote the deviations between the values of the parame­
ters of the real structure and the nominal ones. Moreover, ok/oa, ok/oa, ok/ad,
ok/of) denote the (m x n) matrices whose elements are the partial derivatives of the
components of the direct kinematics function with respect to the single parameters 11 •

Group the parameters in the (4n x 1) vector ( = [aT aT dT f)T]T. Let
Ll( = (m - (n denote the parameter variations with respect to the nominal values,
and P = [ok/oa ok/oa ok/ad ok/of)] the (m x 4n) kinematic calibration
matrix computed for the nominal values of the parameters (n. Then (2.73) can be
compactly rewritten as

(2.74)

It is desired to compute Ll( starting from the knowledge of (n, X n and the measurement
of X m . Since (2.74) constitutes a system of m equations into 4n unknowns with
m < 4n, a sufficient number of end-effector location measures has to be performed
so as to obtain a system of at least 4n equations. Therefore, if measurements are made
for a number of llocations, (2.74) yields

(2.75)

As regards the nominal values of the parameters needed for the computation of the
matrices Pi, it should be observed that the geometric parameters are constant whereas
the joint variables depend on the manipulator configuration at the location i.

In order to avoid ill-conditioning of matrix (p, it is advisable to choose 1 so that
lm » 4n and then solve (2.75) with a least-squares technique; in this case the solution
is of the form

(2.76)

11 These matrices are the Jacobians of the transformations between the parameter space and the
operational space.
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where (~T~)-l~T is the left pseudo-inverse matrix of~. By computing ~ with the
nominal values of the parameters (n, the first parameter estimate is given by

(2.77)

This is a nonlinear parameter estimate problem and, as such, the procedure shall be
iterated until Ll( converges within a given threshold. At each iteration, the calibration
matrix ~ is to be updated with the parameter estimates (' obtained via (2.77) at
the previous iteration. In a similar manner, the deviation Llx is to be computed as
the difference between the measured values for the I end-effector locations and the
corresponding locations computed by the direct kinematics function with the values
of the parameters at the previous iteration.

As a result of the kinematic calibration procedure, more accurate estimates of the
real manipulator geometric parameters as well as possible corrections to make on the
joint transducers measurements are obtained.

Kinematic calibration is an operation that is performed by the robot manufacturer
to guarantee the accuracy reported in the data sheet. There is another kind of calibration
that is performed by the robot user which is needed for the measurement system start­
up to guarantee that the position transducers data are consistent with the attained
manipulator posture. For instance, in the case of incremental (nonabsolute) position
transducers, such calibration consists of taking the mechanical structure into a given
reference posture (home) and initializing the position transducers with the values at
that posture.

2.12 Inverse Kinematics Problem

The direct kinematics equation, either in the form (2.45) or in the form (2.70), es­
tablishes the functional relationship between the joint variables and the end-effector
position and orientation. The inverse kinematics problem consists of the determination
of the joint variables corresponding to a given end-effector position and orientation.
The solution to this problem is of fundamental importance in order to transform the
motion specifications, assigned to the end effector in the operational space, into the
corresponding joint space motions that allow execution of the desired motion.

As regards the direct kinematics equation in (2.45), the end-effector position and
rotation matrix are computed in a unique manner, once the joint variables are known 12.

On the other hand, the inverse kinematics problem is much more complex for the
following reasons:

• The equations to solve are in general nonlinear, and thus it is not always
possible to find a closed-form solution.

• Multiple solutions may exist.

12 In general, this cannot be said for (2.70) too, since the Euler angles are not uniquely deft ned.
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• Infinite solutions may exist, e.g., in the case of a kinematically redundant
manipulator.

• There might be no admissible solutions, in view of the manipulator kinematic
structure.

For what concerns existence of solutions, this is guaranteed if the given end-effector
position and orientation belong to the manipulator dexterous workspace.

On the other hand, the problem of multiple solutions depends not only on the
number of degrees of mobility but also on the number of nonnull Denavit-Hartenberg
parameters; in general, the greater is the number of nonnull parameters, the greater
is the number of admissible solutions. For a six-degree-of-mobility manipulator with­
out mechanical joint limits, there are in general up to 16 admissible solutions. Such
occurrence demands some criterion to choose among admissible solutions (e.g., the
elbow-up/elbow-down case of Example 2.6). The existence of mechanical joint lim­
its may eventually reduce the number of admissible multiple solutions for the real
structure.

Computation of closed-form solutions requires either algebraic intuition to find
out those significant equations containing the unknowns or geometric intuition to find
out those significant points on the structure with respect to which it is convenient to
express position and/or orientation as a function of a reduced number of unknowns.
The following examples will point out the ability required to an inverse kinematics
problem solver. On the other hand, in all those cases when there are no-or it is
difficult to find-closed-form solutions, it might be appropriate to resort to numerical
solution techniques; these clearly have the advantage to be applicable to any kinematic
structure, but in general they do not allow computation of all admissible solutions.

2.12.1 Solution of Three-link Planar Arm

Consider the arm shown in Figure 2.20 whose direct kinematics was given in (2.58).
It is desired to find the joint variables 191 , 192 , 193 corresponding to a given end-effector
position and orientation.

As already pointed out, it is convenient to specify position and orientation in terms
of a minimal number of parameters: the two coordinates Px, Py and the angle cP with
axis xo, in this case. Hence, it is possible to refer to the direct kinematics equation in
the form (2.71).

A first algebraic solution technique is illustrated below. Having specified the
orientation, the relation

(2.78)

is one of the equations of the system to solve13
. From (2.58) the following equations

13 If ¢ is not specifi ed, then the arm is redundant and there exist infi nite solutions to the inverse
kinematics problem.
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can be obtained:
PWx = Px - a3C¢ = a1 C1 + a2 C12

PWy = Py - a3 S¢ = a1 s1 + a2 s12

which describe the position of point W, i.e., the origin of Frame 2; this depends only
on the first two angles "19 1 and "19 2 . Squaring and summing the two equations in (2.79)
yields

from which
2 2 2 2Pwx + Pwy - a 1 - a 2

C2 =
2a1a2

The existence of a solution obviously imposes that -1 ::; C2 ::; 1, otherwise the given
point would be outside the arm reachable workspace. Then, set

S2 = ±V1- c~,

where the positive sign is relative to the elbow-down posture and the negative sign to
the elbow-up posture. Hence, the angle "19 2 can be computed as

Having determined "19 2 , the angle "19 1 can be found as follows. Substituting "19 2 into
(2.79) yields an algebraic system of two equations in the two unknowns Sl and C1,

whose solution is

In analogy to the above, it is

"19 1 = Atan2(sl,cd·

Finally, the angle "193 is found from (2.78) as

An alternative geometric solution technique is presented below. As above, the
orientation angle is given as in (2.78) and the coordinates of the origin of Frame 2 are
computed as in (2.79). The application of the cosine theorem to the triangle formed by
links aI, a2 and the segment connecting points Wand 0 gives

the two admissible configurations of the triangle are shown in Figure 2.29. Observing
that cos elf - "19 2 ) = -cos"l92 leads to
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Figure 2.29 Admissible postures for a two-link planar arm.

For the existence of the triangle, it must be Vprvx + prvy :::; al + a2· This condition

is not satisfied when the given point is outside the arm reachable workspace. Then, on
the assumption of admissible solutions, it is

the elbow-up posture is obtained for {)2 E (-Jr, 0) while the elbow-down posture is
obtained for {)2 E (0, Jr).

To find {)l consider the angles a and (3 in Figure 2.29. Notice that the determination
of a depends on the sign of PWx and PWy; then, it is necessary to compute a as

To compute (3, applying again the cosine theorem yields

and resorting to the expression of C2 given above leads to

with (3 E (0, Jr) so as to preserve the existence of triangles. Then, it is

where the positive sign holds for {)2 < 0 and the negative sign for {)2 > O. Finally, {)3

is computed from (2.78).
It is worth noticing that, in view of the substantial equivalence between the two-link

planar arm and the parallelogram arm, the above techniques can be formally applied
to solve the inverse kinematics of the arm in Section 2.9.2.
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Figure 2.30 Manipulator with spherical wrist.

2.12.2 Solution of Manipulators with Spherical Wrist

Most of the existing manipulators are kinematically simple, since they are typically
formed by an arm, of the kind presented above, and a spherical wrist; both the Stanford
manipulator presented in Section 2.9.6 and the manipulator presented in Section 2.9.7
belong to this class of manipulators. This choice is partly motivated by the difficulty to
find solutions to the inverse kinematics problem in the general case. In particular, a six­
degree-of-mobility kinematic structure has closed-form inverse kinematics solutions
if:

• three consecutive revolute joint axes intersect at a common point, like for the
spherical wrist;

• three consecutive revolute joint axes are parallel.

In any case, algebraic or geometric intuition is required to obtain closed-form solutions.
Inspired by the previous solution to a three-link planar arm, a suitable point along

the structure can be found whose position can be expressed both as a function of the
given end-effector position and orientation and as a function of a reduced number of
joint variables. This is equivalent to articulate the inverse kinematics problem into
two subproblems, since the solution for the position is decoupled from that for the
orientation.

For a manipulator with spherical wrist, the natural choice is to locate such point W
at the intersection of the three terminal revolute axes (Figure 2.30). In fact, once the
end-effector position and orientation are specified in terms of p and R = [n sa],
the wrist position can be found as

(2.80)
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which is a function of the sole joint variables that determine the arm position 14. Hence,
in the case of a (nonredundant) three-degree-of-mobility arm, the inverse kinematics
can be solved according to the following steps:

• compute the wrist position PW (q1' q2, q3) as in (2.80);

• solve inverse kinematics for (q1' q2, q3);

• compute Rg(q1, q2, q3);

• computeR~(194,195,196) = RgTR;

• solve inverse kinematics for orientation (194 ,195 ,196 ),

Therefore, on the basis of this kinematic decoupling, it is possible to solve the inverse
kinematics for the arm separately from the inverse kinematics for the spherical wrist.
Below are presented the solutions for two typical arms (spherical and anthropomorphic)
as well as the solution for the spherical wrist.

2.12.3 Solution of Spherical Arm

Consider the spherical arm shown in Figure 2.22, whose direct kinematics was given
in (2.61). It is desired to find the joint variables 19 1 ,192 , d3 corresponding to a given
end-effector position Pw. In order to separate the variables on which Pw depends, it
is convenient to express the position ofPW with respect to Frame 1; then, consider the
matrix equation

Equating the first three elements of the fourth columns of the matrices on both sides
yields

1 _ [ PWx
C

1 + PWy
S

1 ] _ [ d3
s

2
]

Pw - -PWz - -d3 C2

-PWx S 1 + PWyC1 d2

which depends only on 192 and d3 . To solve this equation, set

191
t = tan 2

so that

(2.81)

1 - t 2 2t
c=-- S=--

1 1 + t2 1 1 + t2 .

Substituting this equation in the third component on the left-hand side of (2.81) gives

14 Note that the same reasoning was implicitly adopted in Section 2.12.1 for the three-link planar
arm; pw provided the one-degree-of-mobility wrist position for the two-degree-of-mobility arm
obtained by considering only the fi rst two links.
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whose solution is

-PWx ± vP'tvx + p'tv y - d~
t= .

d2 + PWy

The two solutions correspond to two different postures. Further, if the discriminant is
negative, the solution is not admissible. Hence, it is

Once '19 1 is known, from the first two components of (2.81) it is

PWxC1 + PWy 8 1
-PWz

from which
'19 2 = Atan2(pwxc1 + PWy 8 1'PWz).

Finally, squaring and summing the first two components of (2.81) yields

d3 = V(PWX C1 + PWy 8 1)2 + P'tvz'

where only the solution with d3 > 0 has been considered.

2.12.4 Solution of Anthropomorphic Arm

Consider the anthropomorphic arm shown in Figure 2.23. It is desired to find the joint
variables '19 1 , '19 2 , '193 corresponding to a given end-effector position PW. Notice that
the direct kinematics for PW is expressed by (2.62) which can be obtained from (2.66)
by setting d6 = 0, d4 = a3 and replacing '19 3 with the angle '19 3 + 1f/2 because of
the misalignment of the Frames 3 for the structures in Figure 2.23 and in Figure 2.26,
respectively.

From the particular geometry it is

Observe that another admissible solution is

on condition that '19 2 be modified into 1f - '19 2 . Once '19 1 is known, the resulting structure
is planar with regard to the variables '19 2 and '19 3 , Hence, exploiting the previous solution
of the two-link planar arm in Section 2.12.1 directly gives

where

83 = ±Vl- c~



Kinematics 73

Figure 2.31 The four conti gurations of an anthropomorphic arm compatible with a given wrist
position.

and

where

(a2 + a3 c3)PWz - a383Vpfvx + Pfvy
82 =

Pfvx + Pfvy + Pfvz

(a2 + a3c3)Vpfvx + Pfvy + a3 83PWz
C2 = 2 2 2

PWx + PWy + PWz
It can be recognized that four solutions exist according to the values of 191 ,192 , 193

(Figure 2.31): shoulder-rightJelbow-up, shoulder-leftJelbow-up, shoulder-rightJelbow­
down, shoulder-leftJelbow-down; obviously, the forearm orientation is different for the
two pairs of solutions. Notice also that it is possible to find the solutions only if

PWx -::f- 0 PWy -::f- O.

In the case PWx = PWy = 0, an infinity of solutions is obtained, since it is possible
to determine the joint variables 192 and 193 independently of the value of 19 1 ; in the
following, it will be seen that the arm in such configuration is kinematically singular.

2.12.5 Solution of Spherical Wrist

Consider the spherical wrist shown in Figure 2.24, whose direct kinematics was given
in (2.63). It is desired to find the joint variables 194 ,195 ,196 corresponding to a given
end-effector orientation R~. As previously pointed out, these angles constitute a set
of Euler angles ZYZ with respect to Frame 3. Hence, having computed the rotation
matrix
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Figure 2.32 Four-link closed-chain planar arm with prismatic joint.

from its expression in terms of the joint variables in (2.63), it is possible to compute
the solutions directly as in (2.19) and (2.19'), i.e.,

for 7J5 E (0, Jr), and

for 7J5 E (-Jr, 0).

Problems

7J4 = Atan2(a~, a~)

7J
5

= Atan2 ( v~(a-~-)-2-+-(-a3-
y

)-2, a~)

7J6 = Atan2(s~, -n~)

7J4 = Atan2(-a~, -a~)

7J5 = Atan2 ( - V,.-(a-~-)2-+-(-a-~ )-2, a~ )

7J 6 = Atan2( -s~, n~)

(2.82)

(2.82')

2.1 Find the rotation matrix corresponding to the set of Euler angles ZXZ.

2.2 Discuss the inverse solution for the Euler angles ZYZ in the case Stl = O.

2.3 Discuss the inverse solution for the Roll-Pitch-Yaw angles in the case CO = O.

2.4 Verify that the rotation matrix corresponding to the rotation by an angle about an
arbitrary axis is given by (2.23).

2.5 Prove that the angle and the unit vector of the axis corresponding to a rotation matrix
are given by (2.25). Find inverse formulre in the case of sin {) = O.

2.6 Verify that the rotation matrix corresponding to the unit quaternion is given by (2.29).

2.7 Prove that the unit quaternion is invariant with respect to the rotation matrix and its
transpose, i.e., R(Tj, €)€ = R T (Tj, €)€ = €.

2.8 Prove that the unit quaternion corresponding to a rotation matrix is given by (2.30).
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Figure 2.33 Cylindrical arm.

2.9 Prove that the quaternion product is expressed by (2.32).

2.10 By applying the rules for inverting a block-partitioned matrix, prove that matrix A6 is
given by (2.40).

2.11 Find the direct kinematics equation of the four-link closed-chain planar arm in Fig­
ure 2.32, where the two links connected by the prismatic joint are orthogonal to each
other.

2.12 Find the direct kinematics equation for the cylindrical arm in Figure 2.33.

2.13 Find the direct kinematics equation for the SCARA manipulator in Figure 2.34.

2.14 For the set of minimal representations of orientation 4>, deft ne the sum operation in terms
of the composition of rotations. By means of an example, show that the commutative
property does not hold for that operation.

2.15 Consider the elementary rotations about coordinate axes given by infi nitesimal angles.
Show that the rotation resulting from any two elementary rotations does not depend on
the order of rotations. [Hint: for an infi nitesimal angle d4>, approximate cos (d¢) ::::; 1
and sin (d¢) ::::; d¢ ... ].
Further, deft ne R(d¢.<, d¢y, d¢z) = R x(d¢x)Ry(d¢y )Rz(d¢z); show that

R(d¢x, d¢y, d¢z)R(d¢~,d¢~, d¢~) = R(d¢x + d¢~, d¢y + d¢~, d¢z + d¢~).

2.16 Draw the workspace of the three-link planar arm in Figure 2.20 with the data:

a3 = 0.2

2.17 Solve the inverse kinematics for the cylindrical arm in Figure 2.33.

2.18 Solve the inverse kinematics for the SCARA manipulator in Figure 2.34.
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Figure 2.34 SCARA manipulator.
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3. Differential Kinematics and Statics

In the previous chapter, direct and inverse kinematics equations establishing the rela­
tionship between the joint variables and the end-effector position and orientation were
derived. In this chapter, differential kinematics is presented which gives the relation­
ship between the joint velocities and the corresponding end-effector linear and angular
velocity. This mapping is described by a matrix, termed geometric Jacobian, which
depends on the manipulator configuration. Alternatively, if the end-effector location
is expressed with reference to a minimal representation in the operational space, it is
possible to compute the Jacobian matrix via differentiation of the direct kinematics
function with respect to the joint variables. The resulting Jacobian, termed analytical
Jacobian, in general differs from the geometric one. The Jacobian constitutes one
of the most important tools for manipulator characterization; in fact, it is useful for
finding singular configuration, analyzing redundancy, determining inverse kinematics
algorithms, describing the mapping between forces applied to the end effector and
resulting torques at the joints (statics) and, as will be seen in the following chapters,
for deriving dynamic equations of motion and designing operational space control
schemes. Finally, the kineto-static duality concept is illustrated, which is at the basis
of the definition of velocity and force manipulability ellipsoids.

3.1 Geometric Jacobian

Consider an n-degree-of-mobility manipulator. The direct kinematics equation can be
written in the form

R(q)
T(q) ~ [

OT

where q = [ql qn jT is the vector of joint variables. Both end-effector position
and orientation vary as q varies.

The goal of differential kinematics is to find the relationship between the joint
velocities and the end-effector linear and angular velocities. In other words, it is desired
to express the end-effector linear velocity p and angular velocity w as a function of
the joint velocities q by means of the following relations:

p = Jp(q)q

w = Jo(q)q;

(3.1)

(3.2)

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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notice that v and ware free vectors since their directions in space are prescribed but
their points of application and lines of application are not prescribed.

In (3.1) J p is the (3 x n) matrix relative to the contribution of the joint velocities q
to the end-effector linear velocity p, while in (3.2) Jo is the (3 x n) matrix relative
to the contribution of the joint velocities q to the end-effector angular velocity w. In
compact form, (3.1) and (3.2) can be written as

v = [~] = J(q)q (3.3)

which represents the manipulator differential kinematics equation. The (6 x n) matrix J
is the manipulator geometric Jacobian

(3.4)

which in general is a function of the joint variables.
In order to compute the geometric Jacobian, it is worth recalling a number of

properties of rotation matrices and some important results of rigid body kinematics.

3.1.1 Derivative of a Rotation Matrix

The manipulator direct kinematics equation in (2.45) describes the end-effector posi­
tion and orientation, as a function of the joint variables, in terms of a position vector and
a rotation matrix. Since the aim is to characterize the end-effector linear and angular
velocity, it is worth considering first the derivative ofa rotation matrix with respect to
time.

Consider a time-varying rotation matrix R = R(t). In view of the orthogonality
of R, one has the relation

R(t)RT (t) = I

which, differentiated with respect to time, gives the identity

Set
S(t) = R(t)RT (t);

the (3 x 3) matrix S is skew-symmetric since

S(t) + ST(t) = O.

Postmultiplying both sides of (3.5) by R(t) gives

R(t) = S(t)R(t)

that allows expressing the time derivative of R(t) as a function of R(t) itself.

(3.5)

(3.6)

(3.7)
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The equation in (3.7) relates the rotation matrix R to its derivative by means of the
skew-symmetric operator S and has a meaningful physical interpretation. Consider a
constant vector p' and the vector p(t) = R(t)p'. The time derivative of p(t) is

jJ(t) = R(t)p'

which, in view of (3.7), can be written as

jJ(t) = S(t)R(t)p'.

If the vector w(t) denotes the angular velocity of frame R(t) with respect to the
reference frame at time t, it is known from mechanics that

p(t) = w(t) X R(t)p'.

Therefore, the matrix operator S (t) describes the vector product between the vector w
and the vector R(t)p'. The matrix S (t) is so that its symmetric elements with respect
to the main diagonal represent the components of the vector w(t) = [wx wy W z f
in the form

S = [ ~z
-wy

(3.8)

which justifies the expression S(t) = S(w( t)).
Furthermore, if R denotes a rotation matrix, it can be shown that the following

relation holds:

which will be useful later.

RS(w)RT = S(Rw) (3.9)

Example 3.1

Consider the elementary rotation matrix about axis z given in (2.6). If 0: is a function
of time, by computing the time derivative of R z (o:(t)), (3.5) becomes

o

sino:

According to (3.8), it is

-a
o
o

-acoso: 0]
-asino: 0

o 0

~] ~ S(w(t)).

[

cosO:

-s~no: O~]coso:

w = [0 0 a]T

that expresses the angular velocity of the frame about axis z.

With reference to Figure 2.11, consider the coordinate transformation of a point P
from Frame 1 to Frame 0; in view of (2.33), this is given by

(3.10)
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o

Figure 3.1 Characterization of generic Link i of a manipulator.

Differentiating (3.10) with respect to time gives

(3.11)

utilizing the expression of the derivative of a rotation matrix (3.7) and specifying the
dependence on the angular velocity gives

Further, denoting the vector R?pl by r?, it is

(3.12)

which is the known form of the velocity composition rule.
Notice that, if pI is fixed in Frame 1, it is

(3.13)

since pI = o.

3.1.2 Link Velocity

Consider the generic Link i of a manipulator with an open kinematic chain. According
to the Denavit-Hartenberg convention adopted in the previous chapter, Link i connects
Joints i and i + 1; Frame i is attached to Link i and has origin along Joint i + 1 axis,
while Frame i-I has origin along Joint i axis (Figure 3.1).

Let Pi-I and Pi be the position vectors of the origins of Frames i-I and i,
respectively. Also, letrtL denote the position of the origin of Frame i with respect to
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Frame i -1 expressed in Frame i -1. According to the coordinate transformation (3.10),
one can write l

R i-I
Pi = Pi-l + i-1ri-l,i'

Then, by virtue of (3.12), it is

. . R ·i-l R i-I
Pi = Pi-l + i-1ri-l,i + Wi-l x i-1ri-l,i

= Pi-l + Vi-l,i + Wi-l x ri-l,i

(3.14)

which gives the expression of the linear velocity of Link i as a function of the transla­
tional and rotational velocities of Link i - 1. Note that Vi-l,i denotes the velocity of
the origin of Frame i with respect to the origin of Frame i - 1.

Concerning link angular velocity, it is worth starting from the rotation composition

R R R
i-l

i = i-I i ;

from (3.7), its time derivative can be written as

(3.15)

where w;=L denotes the angular velocity of Frame i with respect to Frame i-I
expressed in Frame i - 1. From (2.4), the second term on the right-hand side of (3.15)
can be rewritten as

R S( i-I )Ri - 1 R S( i-I )RT R R i - 1
i-I W i - 1 i i = i-I W i - 1 i i-I i-I i ;, ,

in view of property (3.9), it is

R S( i-I )Ri - 1 S(R i-l)R
i-I W i - 1,i i = i-1Wi-l,i i·

Then, (3.15) becomes

leading to the result

R i-I
Wi = Wi-l + i-1Wi-l,i

= Wi-l + Wi-l,i,

(3.16)

which gives the expression of the angular velocity of Link i as a function of the angular
velocities of Link i-I and of Link i with respect to Link i - 1.

1 Hereafter, the indication of superscript '0' is omitted for quantities referred to Frame O. Also,
without loss of generality, Frame 0 and Frame n are taken as the base frame and the end-effector
frame, respectively.
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The relations in (3.14) and (3.16) attain different expressions depending on the
type of Joint i (prismatic or revolute).

Prismatic Joint

Since orientation of Frame i with respect to Frame i-I does not vary by moving Joint
i, it is

Further, the linear velocity is

Wi-1,i = O. (3.17)

(3.18)

where Zi-1 is the unit vector of Joint i axis. Hence, the expressions of angular veloc­
ity (3.16) and linear velocity (3.14) respectively become

Wi = Wi-1

Pi = Pi-1 + di z i - 1 + Wi X ri-1,i,

where the relation Wi = Wi-1 has been exploited to derive (3.20).

Revolute Joint

For the angular velocity it is obviously

while for the linear velocity it is

Vi-1,i = Wi-1,i x ri-1,i

(3.19)

(3.20)

(3.21)

(3.22)

due to the rotation of Frame i with respect to Frame i-I induced by the motion of
Joint i. Hence, the expressions of angular velocity (3.16) and linear velocity (3.14)
respectively become

Wi = Wi-1 + {)i Z i-1

Pi = Pi-1 + Wi X ri-1,i,

where (3.16) has been exploited to derive (3.24).

3.1.3 Jacobian Computation

Let the Jacobian in (3.4) be partitioned into the (3 x 1) column vectors as:

(3.23)

(3.24)

J = [JP1

J01

... Jpn].
JOn

(3.25)

The term CliJPi represents the contribution of single Joint i to the end-effector linear
velocity, while the term qiJOi represents the contribution of single Joint i to the end­
effector angular velocity. In order to compute the Jacobian it is convenient to compute



Differential Kinematics and Statics 85

the single contributions by distinguishing the case of a prismatic joint (qi = di ) from
the case of a revolute joint (qi = 'lJi ).

For the contribution to the angular velocity:

• If Joint i is prismatic, from (3.17) it is

qiJOi = 0

and then
JOi = O.

• If Joint i is revolute, from (3.21) it is

and then
JOi = Zi-l·

For the contribution to the linear velocity:

• If Joint i is prismatic, from (3.18) it is

and then
Jpi = Zi-l·

• If Joint i is revolute, observing that the contribution to the linear velocity is to
be computed with reference to the origin of the end-effector frame (Figure 3.2),
it is

qiJpi = Wi-l,i x Ti-l,n

= iJiZi- 1 X (p - Pi-d

and then
Jpi = Zi-l X (p - pi-d·

In sum, it is:

for a prismatic joint

(3.26)

for a revolute joint.

The equation in (3.26) allow Jacobian computation in a simple, systematic way on
the basis of direct kinematics relations. In fact, the vectors Zi-l, P and Pi-l are all
functions of the joint variables. In particular:

• Zi-l is given by the third column of the rotation matrix RLl' i.e.,

(3.27)
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J

Yo

Figure 3.2 Representation of vectors needed for the computation of the velocity contribution
of a revolute joint to the end-effector linear velocity.

where zo = [0 0 l]T allows selecting the third column.

• P is given by the first three elements of the fourth column of the transformation
matrix T~, i.e., by expressing P in the (4 x 1) homogeneous form

(3.28)

where Po = [0 0 0 l]T allows selecting the fourth column.

• Pi-l is given by the first three elements of the fourth column of the transfor­
mation matrix T?_l' i.e., it can be extracted from

~ A O() A i - 2 ( )~Pi-l = 1 ql ... i-l qi-l Po· (3.29)

Remarkably, the above equations can be conveniently used to compute the trans­
lational and rotational velocities of any point along the manipulator structure, as long
as the direct kinematics functions relative to that point are known.

Finally, notice that the Jacobian matrix depends on the frame in which the end­
effector velocity is expressed. The above equations allow computation of the geometric
Jacobian with respect to the base frame. If it is desired to represent the Jacobian in
a different Frame u, it is sufficient to know the relative rotation matrix R U

• The
relationship between velocities in the two frames is

which, substituted in (3.3), gives
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On the assumption of a time-invariant Frame u, it is

where JU denotes the geometric Jacobian in Frame u.

3.2 Jacobian of Typical Manipulator Structures

(3.30)

In the following, the Jacobian is computed for some of the typical manipulator struc­
tures of the previous chapter.

3.2.1 Three-link Planar Arm

In this case, from (3.26) the Jacobian is

J(q) = [ZO x (p - Po)
Zo

Computation of the position vectors of the various links gives

while computation of the unit vectors of revolute joint axes gives

since they are all parallel to axis zoo From (3.25) it is

J=

-alsl - a2sl2 - a3sl23

alcl + a2c12 + a3c123

o
o
o
1

-a2 s 12 - a3 s l23

a2 c 12 + a3 c 123

o
o
o
1

-a3 s l23

a3 c 123

o
o
o
1

(3.31)

In the Jacobian (3.31), only the three nonnull rows are relevant (the rank of the matrix
is at most 3); these refer to the two components of linear velocity along axes xo, Yo
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and the component of angular velocity about axis zoo This result can be derived by
observing that three degrees of mobility allow specification ofat most three end-effector
variables; vz , wx , wy are always null for this kinematic structure. If orientation is of
no concern, the (2 x 3) Jacobian for the positional part can be derived by considering
just the first two rows, i. e.,

J p = [-a 1Sl - a2 S 12 - a3 S 123

a1 C1 + a2C12 + a3C123

3.2.2 Anthropomorphic Arm

In this case, from (3.26) the Jacobian is

-a2S 12 - a3 S 123

a2 C12 + a3 C123
(3.32)

J = [zo x (p - Po)
Zo

Computation of the position vectors of the various links gives

[

a2 C1C2 ]
P2 = a2 s 1c 2

a2 s 2

[

cda2 C2 + a3 C23 ) ]

P = sl(a2 c 2 + a3 c 23) ,

a2S2 + a3 S 23

while computation of the unit vectors of revolute joint axes gives

From (3.25) it is

J=

-Sda 2 C2 + a3 c 23)

C1 (a2c2 + a3c23)

o
o
o
1

-C1(a2 S 2 + a3 s 23)

-sl(a2 s 2 + a3 s 23)

a2C2 + a3 C23

Sl

-C1

o

-a3 c 1 s 23

-a3s 1 s 23

a3 C23

Sl

-C1

o

(3.33)

Only three of the six rows of the Jacobian (3.33) are linearly independent. Having
three degrees of mobility only, it is worth considering the upper (3 x 3) block of the
Jacobian

-Cda 2 s 2 + a3 s 23)

-Sda 2 s 2 + a3 s 23)

a2 c 2 + a3 c 23

-a3c 1 s 23 ]
-a3 s 1 s 23

a3 c 23

(3.34)
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that describes the relationship between the joint velocities and the end-effector linear
velocity. This structure does not allow obtaining an arbitrary angular velocity w; in
fact, the two components W x and wy are not independent (81Wy = -C1Wx ).

3.2.3 Stanford Manipulator

In this case, from (3.26) it is

J = [zo x (p - Po)
Zo

Computation of the position vectors of the various links gives

[

C182d3 - 8 1 d 2 + (C1(C2C485 + 82C5) - 8 1 8 4 8 5 )d6 ]

P = 8182 d 3 + c1 d 2 + (8dc2 C485 + 82 C5) + C184 8 5)d6 ,

C2d3 + (-82C485 + C2 C5)d6

while computation of the unit vectors of joint axes gives

[

-C1C284 - 81C4]

Z4 = -81C284 + C1C4

82 8 4
[

C1(C2C485 + 82C5) - 818485]

Z5 = 81(C2C485 + 82C5) + C18485 .

-82C485 + C2 C5

The sought Jacobian can be obtained by developing the computations as in (3.25),
leading to expressing end-effector linear and angular velocity as a function of joint
velocities.

3.3 Kinematic Singularities

The Jacobian in the differential kinematics equation of a manipulator defines a linear
mapping

v =J(q)q (3.35)

between the vector q of joint velocities and the vector v = [pT wT jT of end­
effector velocity. The Jacobian is, in general, a function of the configuration q; those
configurations at which J is rank-deficient are termed kinematic singularities. To find
the singularities of a manipulator is of great interest for the following reasons:
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Figure 3.3 Two-link planar arm at a boundary singularity.

(a) Singularities represent configurations at which mobility of the structure is
reduced, i.e., it is not possible to impose an arbitrary motion to the end effector.

(b) When the structure is at a singularity, infinite solutions to the inverse kinematics
problem may exist.

(c) In the neighbourhood of a singularity, small velocities in the operational space
may cause large velocities in the joint space.

Singularities can be classified into:

• Boundary singularities that occur when the manipulator is either outstretched
or retracted. It may be understood that these singularities do not represent a
true drawback, since they can be avoided on condition that the manipulator is
not driven to the boundaries of its reachable workspace.

• Internal singularities that occur inside the reachable workspace and are gen­
erally caused by the alignment of two or more axes of motion, or else by
the attainment of particular end-effector configurations. Differently from the
above, these singularities constitute a serious problem, as they can be encoun­
tered anywhere in the reachable workspace for a planned path in the operational
space.

Example 3.2

To illustrate the behaviour of a manipulator at a singularity, consider a two-link planar
arm. In this case, it is worth considering only the components Px and py of the linear
velocity in the plane. Thus, the Jacobian is the (2 x 2) matrix

(3.36)

To analyze matrix rank, consider its determinant given by

(3.37)

For al, a2 -::f- 0, it is easy to find that the determinant in (3.37) vanishes whenever

rJ2 = Jr,
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'l9 1 being irrelevant for the determination of singular configurations. These occur when
the arm tip is located either on the outer ('l92 = 0) or on the inner ('l9 2 = 7f) boundary
of the reachable workspace. Figure 3.3 illustrates the arm posture for 'l9 2 = O.

By analyzing the differential motion of the structure in such configuration, it
can be observed that the two column vectors [ -(a1 + a2)sl (a1 + a2)c1 jT and
[-a2s1 a2C1 ]T of the Jacobian become parallel, and thus the Jacobian rank becomes
one; this means that the tip velocity components are not independent (see point (a)
above).

3.3.1 Singularity Decoupling

Computation of internal singularities via the Jacobian determinant may be tedious and
of no easy solution for complex structures. For manipulators having a spherical wrist,
by analogy with what already has been seen for inverse kinematics, it is possible to
split the problem of singularity computation into two separate problems:

• computation of arm singularities resulting from the motion of the first three
or more links,

• computation of wrist singularities resulting from the motion of the wrist joints.

For the sake of simplicity, consider the case n = 6; the Jacobian can be partitioned
into (3 x 3) blocks as follows:

(3.38)

where, since the outer three joints are all revolute, the expressions of the two right
blocks are respectively

and
(3.39)

As singularities are typical of the mechanical structure and do not depend on the frames
chosen to describe kinematics, it is convenient to choose the origin of the end-effector
frame at the intersection of the wrist axes (see Figure 2.30). The choice P = Pw leads
to

J 12 = [0 0 0],

since all vectors PW - Pi are parallel to the unit vectors Zi, for i = 3,4,5, no matter
how Frames 3, 4,5 are chosen according to Denavit-Hartenberg convention. In view of
this choice, the overall Jacobian becomes a block lower-triangular matrix. In this case,
computation of the determinant is greatly simplified, as this is given by the product of
the determinants of the two blocks on the diagonal, Le.,

det(J) = det(Jl1 )det(J22 ). (3.40)
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Figure 3.4 Spherical wrist at a singularity.

In turn, a true singularity decoupling has been achieved; the condition

det(Ju ) = 0

leads to determining the arm singularities, while the condition

leads to determining the wrist singularities.
Notice, however, that this form of Jacobian does not provide the relationship

between the joint velocities and the end-effector velocity, but it allows simplifying
singularity computation. Below the two types of singularities are analyzed in detail.

3.3.2 Wrist Singularities

On the basis of the above singularity decoupling, wrist singularities can be determined
by inspecting the block J 22 in (3.39). It can be recognized that the wrist is at a singular
configuration whenever the unit vectors Z3, Z4, Z5 are linearly dependent. The wrist
kinematic structure reveals that a singularity occurs when Z3 and Z5 are aligned, Le.,
whenever

{)5 = 7r.

Taking into consideration only the first configuration (Figure 3.4), the loss of mobility
is caused by the fact that rotations of equal magnitude about opposite directions on {)4

and {)6 do not produce any end-effector rotation. Further, the wrist is not allowed to
rotate about the axis orthogonal to Z4 and Z3, (see point (a) above). This singularity
is naturally described in the joint space and can be encountered anywhere inside the
manipulator reachable workspace; as a consequence, special care is to be taken in
programming an end-effector motion.

3.3.3 Arm Singularities

Arm singularities are characteristic of a specific manipulator structure; to illustrate
their determination, consider the anthropomorphic arm (Figure 2.23), whose Jacobian
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Figure 3.5 Anthropomorphic arm at an elbow singularity.

for the linear velocity part is given by (3.34). Its determinant is

Like in the case of the planar arm of Example 3.3, the determinant does not depend on
the first joint variable.

For a2, a3 i- 0, the determinant vanishes if 83 = 0 and/or (a2c2 + a3c23) = O.
The first situation occurs whenever

'193 = 1f

meaning that the elbow is outstretched (Figure 3.5) or retracted, and is termed el­
bow singularity. Notice that this type of singularity is conceptually equivalent to the
singularity found for the two-link planar arm.

By recalling the direct kinematics equation in (2.62), it can be observed that the
second situation occurs when the wrist point lies on axis Zo (Figure 3.6); it is thus
characterized by

Px = Py = 0

and is termed shoulder singularity.
Notice that the whole axis Zo describes a continuum of singular configurations;

a rotation of '19 1 does not cause any translation of the wrist position (the first column
of J p is always null at a shoulder singularity), and then the kinematics equation admits
infinite solutions; moreover, motions starting from the singular configuration that take
the wrist along the Zl direction are not allowed (see point (b) above).

If a spherical wrist is connected to an anthropomorphic arm (Figure 2.26), the
arm direct kinematics is different. In this case the Jacobian to consider represents the
block J u of the Jacobian in (3.38) with P = PW. Analyzing its determinant leads to
finding the same singular configurations, which are relative to different values of the
third joint variables, though---compare (2.62) and (2.66).
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Figure 3.6 Anthropomorphic arm at a shoulder singularity.

Finally, it is important to remark that, differently from the wrist singularities, the
arm singularities are well identified in the operational space, and thus they can be
suitably avoided in the end-effector path planning stage.

3.4 Analysis of Redundancy

The concept of kinematic redundancy has been introduced in Section 2.10.2; redun­
dancy is related to the number n of degrees of mobility of the structure, the number
m of operational space variables, and the number r of operational space variables
necessary to specify a given task.

In order to perform a systematic analysis of redundancy, it is worth considering
differential kinematics in lieu of direct kinematics (2.70). To this purpose, (3.35) is to
be interpreted as the differential kinematics mapping relating the n components of the
joint velocity vector to the r ::; m components of the velocity vector v of concern for
the specific task. To clarify this point, consider the case of a three-link planar arm; that
is not intrinsically redundant (n = m = 3) and its Jacobian (3.31) has three null rows
accordingly. If the task does not specify W z (r = 2), the arm becomes functionally
redundant and the Jacobian to consider for redundancy analysis is the one in (3.32).

A different case is that of the anthropomorphic arm for which only position
variables are of concern (n = m = 3). The relevant Jacobian is the one in (3.34).
The arm is neither intrinsically redundant nor can become functionally redundant if
it is assigned a planar task; in that case, indeed, the task would set constraints on the
three components of end-effector linear velocity.

Therefore, the differential kinematics equation to consider can be formally written
as in (3.35), i.e.,

v = J(q)q, (3.41)
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v E: IRT

Figure 3.7 Mapping between the joint velocity space and the end-effector velocity space.

where now v is meant to be the (r x 1) vector of end-effector velocity of concern
for the specific task and J is the corresponding (r x n) Jacobian matrix that can be
extracted from the geometric Jacobian; q is the (n x 1) vector of joint velocities. If
r < n, the manipulator is kinematically redundant and there exist (n - r) redundant
degrees ofmobility.

The Jacobian describes the linear mapping from the joint velocity space to the end­
effector velocity space. In general, it is a function ofthe configuration. In the context of
differential kinematics, however, the Jacobian has to be regarded as a constant matrix,
since the instantaneous velocity mapping is of interest for a given posture. The mapping
is schematically illustrated in Figure 3.7 with a typical notation from set theory.

The relationship in (3.41) can be characterized in terms of the range and null
spaces of the mapping; specifically, one has that:

• The range of J is the subspace R(J) in IRr of the end-effector velocities that
can be generated by the joint velocities, in the given manipulator posture.

• The null of J is the subspace N (J) in IRn of joint velocities that do not
produce any end-effector velocity, in the given manipulator posture.

If the Jacobian hasfull rank, one has:

dim(R(J)) = r dim(N(J)) = n - r

and the range of J spans the entire space IRr
. Instead, if the Jacobian degenerates at

a singularity, the dimension of the range space decreases while the dimension of the
null space increases, since the following relation holds:

dim(R(J)) + dim(N(J)) = n

independently of the rank of the matrix J.
The existence of a subspace N(J) -::f- 0 for a redundant manipulator allows

determination of systematic techniques for handling redundant degrees of mobility. To
this purpose, if q* denotes a solution to (3.41) and P is an (n x n) matrix so that

R(P) == N(J),
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also the joint velocity vector
q = q* + Pqo, (3.42)

with arbitrary qo, is a solution to (3.41). In fact, premultiplying both sides of (3.42)
by J yields

J q = J q* + J Pqo = J q* = v
since J Pqo = 0 for any qo. This result is of fundamental importance for redundancy
resolution; a solution of the kind (3.42) points out the possibility of choosing the vector
of arbitrary joint velocities qo so as to advantageously exploit the redundant degrees
of mobility. In fact, the effect of qo is to generate internal motions of the structure that
do not change the end-effector position and orientation but may allow, for instance,
manipulator reconfiguration into more dexterous postures for execution of a given task.

3.5 Differential Kinematics Inversion

In Section 2.12 it was shown how the inverse kinematics problem admits closed­
form solutions only for manipulators having a simple kinematic structure. Problems
arise whenever the end effector attains a particular position and/or orientation in the
operational space, or the structure is complex and it is not possible to relate end-effector
position and orientation to different sets of joint variables, or else the manipulator is
redundant. These limitations are caused by the highly nonlinear relationship between
joint space variables and operational space variables.

On the other hand, the differential kinematics equation represents a linear map­
ping between the joint velocity space and the operational velocity space, although it
varies with the current configuration. This fact suggests the possibility to utilize the
differential kinematics equation to tackle the inverse kinematics problem.

Suppose that a motion trajectory is assigned to the end effector in terms of v and
the initial conditions on position and orientation. The aim is to determine a feasible
joint trajectory (q(t), q(t» that reproduces the given trajectory.

By considering (3.41) with n = r, the joint velocities can be obtained via simple
inversion of the Jacobian matrix

(3.43)

If the initial manipulator posture q(O) is known, joint positions can be computed by
integrating velocities over time, i. e.,

q(t) =I t

q(<;)d<; + q(O).

The integration can be performed in discrete time by resorting to numerical techniques.
The simplest technique is based on the Euler integration method; given an integration
interval.:1t, if the joint positions and velocities at time tk are known, the joint positions
at time tk+l = tk + .:1t can be computed as

(3.44)
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This technique for inverting kinematics is independent of the solvability of the
kinematic structure. Nonetheless, it is necessary that the Jacobian be square and of
full rank; this demands further insight into the cases of redundant manipulators and
kinematic singularity occurrence.

3.5.1 Redundant Manipulators

When the manipulator is redundant (r < n), the Jacobian matrix has more columns
than rows and infinite solutions exist to (3.41). A viable solution method is to formulate
the problem as a constrained linear optimization problem.

In detail, once the end-effector velocity v and Jacobian J are given (for a given
configuration q), it is desired to find the solutions q that satisfy the linear equation
in (3.41) and minimize the quadratic cost functional of joint velocities

( .) 1 'TW'
9 q = 2q q

where W is a suitable (n x n) symmetric positive definite weighting matrix.
This problem can be solved with the method of Lagrangian multipliers. Consider

the modified cost functional

where .x is an (r x 1) vector of unknown multipliers that allows incorporating the
constraint (3.41) in the functional to minimize. The requested solution has to satisfy
the necessary conditions:

(
( 9 )T
8.x = o.

From the first one, it is W q - JT.x = 0 and thus

(3.45)

where the inverse of W exists. Notice that the solution (3.45) is a minimum, since
829/8q2 = W is positive definite. From the second condition above, the constraint

v = Jq

is recovered. Combining the two conditions gives

on the assumption that J has full rank, JW- 1JT is an (r x r) square matrix of rank r
and thus can be inverted. Solving for .x yields
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which, substituted into (3.45), gives the sought optimal solution

(3.46)

Premultiplying both sides of (3.46) by J, it is easy to verify that this solution satisfies
the differential kinematics equation in (3.41).

A particular case occurs when the weighting matrix W is the identity matrix I
and the solution simplifies into

(3.47)

the matrix
(3.48)

is the right pseudo-inverse of J. The obtained solution locally minimizes the norm of
joint velocities.

It was pointed out above that if q* is a solution to (3.41), also q* + Pqo is a
solution, where qo is a vector of arbitrary joint velocities and P is a projector in the
null space of J. Therefore, thanks to the presence of redundant degrees of mobility,
the solution (3.47) can be modified by the introduction of another term of the kind
Pqo. In particular, qo can be specified so as to satisfy an additional constraint to the
problem.

In that case, it is necessary to consider a new cost functional in the form

'(') 1(, ')T(' ')g q ="2 q - qo q - qo ;

this choice is aimed at minimizing the norm of vector q- qo; in other words, solutions
are sought which satisfy the constraint (3.41) and are as close as possible to qo, In this
way, the objective specified through qo becomes unavoidably a secondary objective to
satisfy with respect to the primary objective specified by the constraint (3.41).

Proceeding in a way similar to the above yields

from the first necessary condition it is

(3.49)

which, substituted into (3.41), gives

Finally, substituting A back in (3.49) gives

(3.50)

As can be easily recognized, the obtained solution is composed of two terms, The first
one is relative to minimum norm joint velocities. The second one, termed homogeneous
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solution, attempts to satisfy the additional constraint to specify via qo2; the matrix

(1 - JtJ) is one of those matrices P introduced in (3.42) which allows projecting
the vector qo in the null space of J, so as not to violate the constraint (3.41). A
direct consequence is that, in the case v = 0, is is possible to generate internal
motions described by (1 - JtJ)qO that reconfigure the manipulator structure without
changing the end-effector position and orientation.

Finally, it is worth discussing the way to specify the vector qo for a convenient
utilization of redundant degrees of mobility. A typical choice is

. _ k (8w(q))Tqo - 0 ---
8q

(3.51)

where ko > 0 and w(q) is a (secondary) objective function of the joint variables.
Since the solution moves along the direction of the gradient of the objective function,
it attempts to locally maximize it compatible to the primary objective (kinematic
constraint). Typical objective functions are:

• The manipulability measure, defined as

w(q) = Vdet(J(q)JT(q)) (3.52)

which vanishes at a singular configuration; thus, by maximizing this measure,
redundancy is exploited to move away from singularities.

• The distance from mechanical joint limits, defined as

1 n ( _)2
( )

qi - qi
W q ---

- 2n~ qiM - qim
(3.53)

where qiM (qim) denotes the maximum (minimum) joint limit and iii the
middle value of the joint range; thus, by maximizing this distance, redundancy
is exploited to keep the joint variables as close as possible to the centre of their
ranges.

• The distance from an obstacle, defined as

w(q) = min IIp(q) - 011
p,O

(3.54)

where 0 is the position vector of a suitable point on the obstacle (its centre,
for instance, if the obstacle is modeled as a sphere) and p is the position
vector of a generic point along the structure; thus, by maximizing this distance,
redundancy is exploited to avoid collision of the manipulator with an obstacle3

.

2 It should be recalled that the additional constraint has secondary priority with respect to the
primary kinematic constraint.

3 If an obstacle occurs along the end-effector path, it is opportune to invert the order of priority
between the kinematic constraint and the additional constraint; in this way the obstacle may be
avoided, but one gives up tracking the desired path.
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3.5.2 Kinematic Singularities

Both solutions (3.43) and (3.47) can be computed only when the Jacobian has full rank.
Hence, they become meaningless when the manipulator is at a singular configuration;
in such a case, the system v = J q contains linearly dependent equations.

It is possible to find a solution qby extracting all the linearly independent equations
only if v E R(J). The occurrence of this situation means that the assigned path is
physically executable by the manipulator, even though it is at a singular configuration.
If instead v ~ R(J), the system of equations has no solution; this means that the
operational space path cannot be executed by the manipulator at the given posture.

It is important to underline that the inversion of the Jacobian can represent a serious
inconvenience not only at a singularity but also in the neighbourhood of a singularity.
For instance, for the Jacobian inverse it is well known that its computation requires the
computation of the determinant; in the neighbourhood of a singularity, the determinant
takes on a relatively small value which can cause large joint velocities (see point (c)
in Section 3.3). Consider again the above example of the shoulder singularity for the
anthropomorphic arm. If a path is assigned to the end effector which passes nearby the
base rotation axis (geometric locus of singular configurations), the base joint is forced
to make a rotation of about Jr in a relatively short time to allow the end effector to keep
tracking the imposed trajectory.

A more rigorous analysis of the solution features in the neighbourhood of singular
configurations can be developed by resorting to the singular value decomposition
(SVD) of matrix J.

An alternative solution overcoming the problem of inverting differential kinematics
in the neighbourhood ofa singularity is provided by the so-called damped least-squares
(DLS) inverse

(3.55)

where k is a damping factor that renders the inversion better conditioned from a numer­
ical viewpoint. It can be shown that such a solution can be obtained by reformulating
the problem in terms of the minimization of the cost functional

where the introduction of the first term allows tolerating a finite inversion error with
the advantage of norm-bounded velocities. The factor k establishes the relative weight
between the two objectives, and there exist techniques for selecting optimal values for
the damping factor.

3.6 Analytical Jacobian

The above sections have shown the way to compute the end-effector velocity in terms
of the velocity of the end-effector frame. The Jacobian is computed by following a
geometric technique in which the contributions ofeach joint velocity to the components
of end-effector linear and angular velocity are determined.
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If the end-effector position and orientation are specified in terms of a minimal
number of parameters in the operational space as in (2.68), it is natural to ask whether
it is possible to compute the Jacobian via differentiation of the direct kinematics
function with respect to the joint variables. To this purpose, below an analytical
technique is presented to compute the Jacobian, and the existing relationship between
the two Jacobians is found.

The translational velocity of the end-effector frame can be expressed as the time
derivative of vector p, representing the origin of the end-effector frame with respect to
the base frame, i. e.,

. 8p. J ( ).p = 8q q = p q q. (3.56)

For what concerns the rotational velocity of the end-effector frame, the minimal
representation of orientation in terms of three variables ¢ can be considered. Its time
derivative ;p in general differs from the angular velocity vector defined above. In any
case, once the function ¢(q) is known, it is formally correct to consider the Jacobian
obtained as

;;.. 8¢ . J ( ).
'f' = 8q q = ¢ qq. (3.57)

Computing the Jacobian J¢(q) as 8¢/8q is not straightforward, since the function
¢(q) is not usually available in direct form, but requires computation of the elements
of the relative rotation matrix.

Upon these premises, the differential kinematics equation can be obtained as the
time derivative of the direct kinematics equation in (2.70), i.e.,

. [P] [Jp(q)] " J ()"x = ;p = J¢(q) q = A q q

where the analytical Jacobian

(3.58)

(3.59)

is different from the geometric Jacobian J, since the end-effector angular velocity W

with respect to the base frame is not given by ;po
It is possible to find the relationship between the angular velocity wand the

rotational velocity ;p for a given set of orientation angles. For instance, consider the
Euler angles ZYZ defined in Section 2.4.1; in Figure 3.8, the vectors corresponding
to the rotational velocities (P, iJ, cJ; have been represented with reference to the current
frame. Figure 3.9 illustrates how to compute the contributions of each rotational
velocity to the components of angular velocity about the axes of the reference frame:

• as a result of (p: [wx wy W z jT = (p [0 0 l]T

• as a result of iJ: [wx wy W z jT = iJ [-s<p c<p 0 jT
" T . T

• as a result of 7/J: [wx wy wz ] = 7/J [c<pS{) s<ps{) C{)] ,
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Figure 3.8 Rotational velocities of Euler angles ZYZ in current frame.

and then the equation relating the angular velocity w to the time derivative of the Euler
angles (p is

(3.60)

The determinant of matrix T is -s{), which implies that the relationship cannot be
inverted for {) = 0, 1r. This means that, even though all rotational velocities of the end­
effector frame can be expressed by means of a suitable angular v~locity vector w, there
exist angular velocities which cannot be expressed by means of ¢ when the orientation
of the end-effector frame causes s{} = 04

. In fact, in this situation, the angular velocities
that can be described by (p shall have linearly dependent components in the directions
orthogonal to axis z (w~ + w~ = jp). An orientation for which the determinant of the
transformation matrix vanishes is termed representation singularity of ¢.

From a physical viewpoint, the meaning of w is more intuitive than that of (p. The
three components of w represent the components of angular velocity with respect to
the base frame. Instead, the three elements of (p represent nonorthogonal components
of angular velocity defined with respect to the axes of a frame that varies as the end­
effector orientation varies. On the other hand, while the integral of (p over time gives ¢,
the integral of w does not admit a clear physical interpretation, as can be seen in the
following example.

Example 3.3

Consider an object whose orientation with respect to a reference frame is known at
time t = O. Assign the following time profiles to w:

w=[1r/2 0 O]T O:::;t:::;l

w=[O 1r/2 O]T O:::;t:::;l

w=[O 1r/2 Of
w = [1r/2 0 Of

1 < t:::; 2,

1 < t:::; 2.

4 In Section 2.5, it was shown that for this orientation the inverse solution of the Euler angles
degenerates.



Differential Kinematics and Statics 103

z ...
I

'v
I
I
I
I

y

>

Figure 3.9 Composition of elementary rotational velocities for computing angular velocity.

The integral of w gives the same result in the two cases

but the final object orientation corresponding to the second time law is clearly different
from the one obtained with the first time law (Figure 3.10).

Once the transformation T between wand ;p is given, the analytical Jacobian can be
related to the geometric Jacobian as

(3.61)

which, in view of (3.3) and (3.58), yields

(3.62)

This relationship shows that J and J A, in general, differ. Regarding the use of either
one or the other in all those problems where the influence of the Jacobian matters,
it is anticipated that the geometric Jacobian will be adopted whenever it is necessary
to refer to quantities of clear physical meaning, while the analytical Jacobian will be
adopted whenever it is necessary to refer to differential quantities of variables defined
in the operational space.

For certain manipulator geometries, it is possible to establish a substantial equiv­
alence between J and J A . In fact, when the degrees of mobility cause rotations of the
end effector all about the same fixed axis in space, the two Jacobians are essentially the
same. This is the case of the above three-link planar arm. Its geometric Jacobian (3.31)
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Figure 3.10 Nonuniqueness of orientation computed as the integral of angular velocity.

reveals that only rotations about axis Zo are permitted. The (3 x 3) analytical Jacobian
that can be derived by considering the end-effector position components in the plane of
the structure and defining the end-effector orientation as ¢ = 1J 1 + 1J2 + 1J3 coincides
with the matrix that is obtained by eliminating the three null rows of the geometric
Jacobian.

3.7 Inverse Kinematics Algorithms

In Section 3.5 it was shown how to invert kinematics by using the differential kinematics
equation. In the numerical implementation of (3.44), computation of joint velocities is
obtained by using the inverse of the Jacobian evaluated with the joint variables at the
previous instant of time

It follows that the computed joint velocities q do not coincide with those satisfying
(3.43) in the continuous time. Therefore, reconstruction ofjoint variables q is entrusted
to a numerical integration which involves drift phenomena of the solution; as a conse­
quence, the end-effector location corresponding to the computed joint variables differs
from the desired one.

This inconvenience can be overcome by resorting to a solution scheme that accounts
for the operational space error between the desired and the actual end-effector position
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and orientation. Let
e = Xd - X = Xd - k(q)

be the expression of such error, where (2.70) has been used.
Consider the time derivative of (3.63)

which, according to differential kinematics (3.58), can be written as

(3.63)

(3.64)

(3.65)

It is worth noticing that the use of operational space quantities has naturally lead to using
the analytical Jacobian in lieu of the geometric Jacobian in (3.65). For this equation to
lead to an inverse kinematics algorithm, it is worth relating the computed joint velocity
vector q to the error e so that (3.65) gives a differential equation describing error
evolution over time. Nonetheless, it is necessary to choose a relationship between q
and e that ensures convergence of the error to zero.

Having formulated the inverse kinematics problem in an algorithmic fashion im­
plies that the joint variables q corresponding to the assigned end-effector posture Xd

are accurately obtained only when the error e is below a given tolerated threshold;
the settling time depends on the dynamic features of the error differential equation.
The choice of the relationship between q and e allows finding inverse kinematics
algorithms with different performance.

3.7.1 Jacobian (Pseudo-)Inverse

On the assumption that matrix J A is square and nonsingular, the choice

leads to the equivalent linear system

e+Ke = O.

(3.66)

(3.67)

If K is a positive definite (usually diagonal) matrix, the system (3.67) is asymptotically
stable. The error tends to zero along the trajectory with a convergence rate that depends
on the eigenvalues of matrix K; the larger the eigenvalues, the faster the convergence.
Since the scheme is practically implemented as a discrete-time system, it is reasonable
to predict that an upper bound exists on the eigenvalues; depending on the sampling
time, there will be a limit for the maximum eigenvalue of K under which asymptotic
stability of the error system is guaranteed.

The block scheme corresponding to the inverse kinematics algorithm in (3.66) is
illustrated in Figure 3.11, where k(·) indicates the direct kinematics function in (2.70).
This scheme can be revisited in terms of the usual feedback control schemes. Specifi­
cally, it can observed that the nonlinear block k (.) is needed to compute x and thus the
tracking error e, while the block J;;,l (q) has been introduced to compensate for J A (q)
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Figure 3.11 Block scheme of the inverse kinematics algorithm with Jacobian inverse.

and making the system linear. The block scheme shows the presence of a string of
integrators on the forward loop and then, for a constant reference (Xd = 0), guarantees
a null steady-state error. Further, the feedforward action provided by Xd for a time­
varying reference ensures that the error is kept to zero (in the case e(O) = 0) along
the whole trajectory, independently of the type of desired reference x d( t). Notice, too,
that (3.66), for Xd = 0, corresponds to the Newton method for solving a system of
nonlinear equations.

In the case of a redundant manipulator, solution (3.66) can be generalized into

(3.68)

which represents the algorithmic version of solution (3.50).

3.7.2 Jacobian Transpose

A computationally simpler algorithm can be derived by finding a relationship be­
tween q and e that ensures error convergence to zero, without requiring linearization
of (3.65). As a consequence, the error dynamics is governed by a nonlinear differential
equation. The Lyapunov direct method can be utilized to determine a dependence q(e)
that ensures asymptotic stability of the error system. Choose as Lyapunov function
candidate the positive definite quadratic form

(3.69)

where K is a symmetric positive definite matrix. This function is so that

V(e) > 0 \fe:f: 0, V(O) = O.

Differentiating (3.69) with respect to time and accounting for (3.64) gives

11 = eTKxd - eTKx.

In view of (3.58), it is

(3.70)

(3.71)
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Figure 3.12 Block scheme of the inverse kinematics algorithm with Jacobian transpose.

At this point, the choice of joint velocities as

q = JI(q)Ke

leads to

(3.72)

(3.73)

Consider the case of a constant reference (Xd = 0). The function in (3.73) is negative
definite, on the assumption of full rank for J A (q). The condition V < 0 with V > 0
implies that the system trajectories uniformly converge to e = 0, i.e., the system
is asymptotically stable. When N(JI) :f. 0, the function in (3.73) is only negative
semi-definite, since V = 0 for e :f. 0 with K e E N(JI). In this case, the algorithm
can get stuck at q = 0 with e :f. O. However, the example that follows will show that
this situation occurs only if the assigned end-effector position is not actually reachable
from the current configuration.

The resulting block scheme is illustrated in Figure 3.12, which shows the notable
feature of the algorithm to require computation only of direct kinematics functions
k(q), JI (q). It can be recognized that (3.72) corresponds to the gradient method for
the solution of a system on nonlinear equations.

The case when Xd is a time-varying function (Xd :f. 0) deserves a separate analysis.
In order to obtain V < 0 also in this case, it would be sufficient to choose a q that
depends on the (pseudo-)inverse ofthe Jacobian as in (3.66), recovering the asymptotic
stability result derived aboves. For the inversion scheme based on the transpose, the
first term on the right-hand side of (3.73) is not canceled any more and nothing can be
said about its sign. This implies that asymptotic stability along the trajectory cannot be
achieved. The tracking error e(t) is, anyhow, norm-bounded; the larger the norm of K,
the smaller the norm ofe6

. In practice, since the inversion scheme is to be implemented

5 Notice that, anyhow, in case of kinematic singularities, it is necessary to resort to an inverse
kinematics scheme that does not require inversion of the Jacobian.

6 Notice that the negative deft nite term is a quadratic function of the error, while the other term is
a linear function of the error. Therefore, for an error of very small norm, the linear term prevails
over the quadratic term, and the norm of K shall be increased to reduce the norm of e as much
as possible.
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Figure 3.13 Characterization of the anthropomorphic arm at a shoulder singularity for the
admissible solutions of the Jacobian transpose algorithm.

in discrete-time, there is an upper bound on the norm of K with reference to the adopted
sampling time.

Example 3.4

Consider the anthropomorphic arm; a shoulder singularity occurs whenever a2c2 +

a3c23 = °(Figure 3.6). In this configuration, the transpose of the Jacobian in (3.34) is

f§= [-Cl(a2S20+a3S23) -Sl(a2s~+a3S23) ~]
-a3ClS23 -a3S1S23 a3 C23

By computing the null space of JJ" if vx , vy and V z denote the components of vector
v along the axes of the base frame, one has the result

v y 1_
V x tan 1J1

implying that the direction of N(JJ,) coincides with the direction orthogonal to the
plane of the structure (Figure 3.13). The Jacobian transpose algorithm gets stuck if,
with K diagonal and having all equal elements, the desired position is along the line
normal to the plane of the structure at the intersection with the wrist point. On the
other hand, the end effector cannot physically move from the singular configuration
along such line. Instead, if the prescribed path has a nonnull component in the plane
of the structure at the singularity, algorithm convergence is ensured, since in that case
Ke ~ N(JJ,).

In sum, the algorithm based on the computation of the Jacobian transpose provides a
computationally efficient inverse kinematics method that can be utilized also for paths
crossing kinematic singularities.
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3.7.3 Orientation Error

The inverse kinematics algorithms presented in the above sections utilize the analytical
Jacobian since they operate on error variables (position and orientation) that are defined
in the operational space.

For what concerns the position error, it is obvious that its expression is given by

ep = Pd - p(q) (3.74)

where Pd and P denote respectively the desired and computed end-effector positions.
Further, its time derivative is

(3.75)

On the other hand, for what concerns the orientation error, its expression depends
on the particular representation of end-effector orientation; namely, Euler angles, angle
and axis, and unit quaternion.

Euler Angles

The orientation error is chosen according to an expression formally analogous to (3.74),
i.e.,

eo = </Jd - </J(q) (3.76)

where </Jd and </J denote respectively the desired and computed set of Euler angles.
Further, its time derivative is

(3.77)

Therefore, assuming the neither kinematic nor representation singularities occur, the
Jacobian inverse solution for a nonredundant manipulator is derived from (3.66), i.e.,

(3.78)

where Kp and Ko are positive definite matrices.
As already pointed out in Section 2.10 for computation of the direct kinematics

function in the form (2.70), the determination of the orientation variables from the
joint variables is not easy except for simple cases (see Example 2.5). To this purpose,
it is worth recalling that computation of the angles </J, in a minimal representation of
orientation, requires computation of the rotation matrix R = [n sa]; in fact, only
the dependence of Ron q is known in closed form, but not that of </J on q. Further,
the use of inverse functions (Atan2) in (2.19) and (2.21) involves a nonnegligible
complexity in the computation of the analytical Jacobian, and the occurrence of repre­
sentation singularities constitutes another drawback for the orientation error based on
Euler angles.

Different kinds of remarks are to be made about the way to assign a time profile
for the reference variables </Jd chosen to represent end-effector orientation. The most
intuitive way to specify end-effector orientation is to refer to the orientation of the
end-effector frame (nd, Sd, ad) with respect to the base frame. Given the limitations
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pointed out in Section 2.10 about guaranteeing orthonormality of the unit vectors
along time, it is necessary first to compute the Euler angles corresponding to the initial
and final orientation of the end-effector frame via (2.19) or (2.21); only then a time
evolution can be generated. Such solutions will be presented in Chapter 5.

A radical simplification of the problem at issue can be obtained for manipulators
having a spherical wrist. Section 2.12.2 pointed out the possibility to solve the inverse
kinematics problem for the position part separately from that for the orientation part.
This result has an impact also at algorithmic level. In fact, the implementation of an
inverse kinematics algorithm for determining the joint variables influencing the wrist
position allows computing the time evolution of the wrist frame Rw (t). Hence, once
the desired time evolution of the end-effector frame Rd (t) is given, it is sufficient to
compute the Euler angles ZYZ from the matrix RWRd by applying (2.19). As shown
in Section 2.12.5, these angles are directly the joint variables of the spherical wrist.

The above considerations show that the inverse kinematics algorithms based on
the analytical Jacobian are effective for kinematic structures having a spherical wrist
which are of significant interest. For manipulator structures which cannot be reduced
to that class, it may be appropriate to reformulate the inverse kinematics problem on
the basis of a different definition of the orientation error.

Angle and Axis

If R d = [nd Sd ad] denotes the desired rotation matrix of the end-effector frame
and R = [n sa] the rotation matrix that can be computed from the joint variables,
the orientation error between the two frames can be expressed as

eo = sin {)r (3.79)

where {) and r identify the angle and axis of the equivalent rotation that can be deduced
from the matrix

(3.80)

describing the rotation needed to align R with Rd. Notice that (3.79) gives a unique
relationship for -7r /2 < {) < 7r /2. The angle {) represents the magnitude of an
orientation error, and thus the above limitation is not restrictive since the tracking error
is typically small for an inverse kinematics algorithm.

By comparing the off-diagonal terms of the expression of R({), r) in (2.23) with
the corresponding terms resulting on the right-hand side of (3.80), it can be found that
a functional expression of the orientation error in (3.79) is

(3.81)

the limitation on {) is transformed in the condition n Tnd :::: 0, sTSd :::: 0, aTad :::: O.
Differentiating (3.81) with respect to time and accounting for the expression of the

columns of the derivative of a rotation matrix in (3.7) gives

(3.82)
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where

(3.83)

At this point, by exploiting the relations (3.1) and (3.2) of the geometric Jacobian
expressing p and was a function of q, (3.75) and (3.82) become

(3.84)

The expression in (3.84) suggests the possibility of devising inverse kinematics algo­
rithms analogous to the ones derived above, but using the geometric Jacobian in place of
the analytical Jacobian. For instance, the Jacobian inverse solution for a nonredundant
nonsingular manipulator is

(3.85)

It is worth remarking that the inverse kinematics solution based on (3.85) is ex­
pected to perform better than the solution based on (3.78) since it uses the geometric
Jacobian in lieu of the analytical Jacobian, thus avoiding the occurrence of represen­
tation singularities.

Unit Quaternion

In order to devise an inverse kinematics algorithm based on the unit quaternion,
a suitable orientation error shall be defined. Let Qd = {1]d, Ed} and Q = {1], E}
represent the quaternions associated with Rd and R, respectively. The orientation
error can be described by the rotation matrix RdRT and, in view of (2.32), can be
expressed in terms of the quaternion ,1Q = {,11], ,1E} where

,1Q = Qd * Q-l. (3.86)

It can be recognized that ,1 Q = {I, O} if and only if Rand Rd are aligned. Hence, it
is sufficient to define the orientation error as

(3.87)

where the skew-symmetric operator SO has been used. Notice, however, that the
explicit computation of 1] and E from the joint variables is not possible but it requires
the intermediate computation of the rotation matrix R that is available from the
manipulator direct kinematics; then, the quaternion can be extracted using (2.30).

At this point, a Jacobian inverse solution can be computed as

(3.88)

where remarkably the geometric Jacobian has been used. Substituting (3.88) into (3.3)
gives (3.75) and

Wd - W + Koeo = O. (3.89)
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It should be observed that now the orientation error equation is nonlinear in eo since
it contains the end-effector angular velocity error instead of the time derivative of the
orientation error. To this purpose, it is worth considering the relationship between the
time derivative of the quaternion Q and the angular velocity w. This can be found to
be

. 1 T7] = --E W
2

. 1
E = 2 (7]1 - S(E)) W

(3.90)

which is the so-called quaternion propagation. A similar relationship holds between
the time derivative of Qd and Wd.

To study stability of system (3.89), consider the positive definite Lyapunov function
candidate

(3.91)

In view of (3.90), differentiating (3.91) with respect to time and accounting for (3.89)
yields

. T
V = -eoKoeo (3.92)

which is negative definite, implying that eo converges to zero.
In sum, the inverse kinematics solution based on (3.88) uses the geometric Jacobian

as the solution based on (3.85) but is computationally lighter.

3.7.4 A Comparison Between Inverse Kinematics Algorithms

In order to make a comparison of performance between the inverse kinematics algo­
rithms presented above, consider the three-link planar arm in Figure 2.20 whose link
lengths are al = a2 = a3 = 0.5 m. The direct kinematics for this arm is given by
(2.71), while its Jacobian can be found from (3.31) by considering the three nonnull
rows of interest for the operational space.

Let the arm be at the initial posture q = [1r -1r/2 -1r /2]T rad, corresponding
to the end-effector location: P = [0 0.5 f m, cP = 0 rad. A circular path of radius
0.25 m and centre at (0.25,0.5) m is assigned to the end effector. Let the motion
trajectory be

_ [0.25(1 - cos 1rt)]
Pd(t) - 0.25(2 + sin 1rt) o::; t ::; 4,

Le., the end effector shall make two complete circles in a time of 2 s per circle. As
regards end-effector orientation, initially it is required to follow the trajectory

0:::; t :::; 4,

Le., the end effector shall attain a different orientation (cPd = 0.5 rad) at the end of the
two circles.

The inverse kinematics algorithms were implemented on a computer by adopting
the Euler numerical integration scheme (3.44) with an integration time L1t = 1ms.
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Figure 3.14 Time history of the norm of end-effector position error and orientation error with
the open-loop inverse Jacobian algorithm.

joint pos joint vel
10,-----------,

2

4 432
_lOL--~-~-~-~----'

o
-5L-_~_~_~_~___J

o 2 3
[s] [s]

pas error norm orien errorX 10-5
1r-'-'-----------___,

X 10-8

O~'---------__v_-___,

432

-I

-4

-5'---~-~-~-~----'

o

",-2

~
-3

432
O'---~-~-~---L-----'

o

0.2

0.8

0.6
:§:

0.4

[s] [s]

Figure 3.15 Time history of the joint positions and velocities, and of the norm of end-effector
position error and orientation error with the closed-loop inverse Jacobian algorithm.

At first, the inverse kinematics along the given trajectory has been performed by
using (3.43). The obtained results in Figure 3.14 show that the norm of the position
error along the whole trajectory is bounded; at steady state, after t = 4, the error sets
to a constant value in view of the typical drift of open-loop schemes. A similar drift
can be observed for the orientation error.

Next, the inverse kinematics algorithm based on (3.66) using the Jacobian inverse
has been used, with the matrix gain K = diag{500, 500, 100}. The resulting joint
positions and velocities as well as the tracking errors are shown in Figure 3.15. The
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Figure 3.16 Time history of the norm of end-effector position error and orientation with the
Jacobian pseudo-inverse algorithm.
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Figure 3.17 Time history of the norm of end-effector position error and orientation with the
Jacobian transpose algorithm.

norm of the position error is radically decreased and converges to zero at steady state,
thanks to the closed-loop feature of the scheme; the orientation error, too, is decreased
and tends to zero at steady state.

On the other hand, if the end-effector orientation is not constrained, the operational
space becomes two-dimensional and is characterized by the first two rows of the direct
kinematics in (2.71) as well as by the Jacobian in (3.32); a redundant degree of mobility
is then available. Hence, the inverse kinematics algorithm based on (3.68) using the
Jacobian pseudo-inverse has been used with K = diag{500, 500}. If redundancy is
not exploited (qo = 0), the results in Figure 3.16 reveal that position tracking remains
satisfactory and, of course, the end-effector orientation freely varies along the given
trajectory.

With reference to the previous situation, the use of the Jacobian transpose algorithm
based on (3.72) with K = diag{ 500, 500} gives rise to a tracking error (Figure 3.17)
which is anyhow bounded and rapidly tends to zero at steady state.

In order to show the capability of handling the degree of redundancy, the algorithm
based on (3.68) with qo :j:. 0 has been used; two types of constraints have been
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Figure 3.18 Time history of the joint positions, the norm of end-effector position error, and the
manipulability measure with the Jacobian pseudo-inverse algorithm and manipu­
lability constraint; upper left-with the unconstrained solution, upper right-with
the constrained solution.

considered concerning an objective function to locally maximize. The first function is

1 2 2
w('I92 ,ih) = 2(82 + 83 )

that provides a manipulability measure. Notice that such function is computationally
simpler than the function in (3.52), but it still describes a distance from kinematic
singularities in an effective way. The gain in (3.51) has been set to ko = 50. In
Figure 3.18, the joint trajectories are reported for the two cases with and without (ko =
0) constraint. The addition of the constraint leads to having coincident trajectories for
Joints 2 and 3. The manipulability measure in the constrained case (continuous line)
attains larger values along the trajectory compared to the unconstrained case (dashed
line). It is worth underlining that the tracking position error is practically the same in
the two cases (Figure 3.16), since the additional joint velocity contribution is projected
in the null space of the Jacobian so as not to alter the performance of the end-effector
position task.

Finally, it is worth noticing that in the constrained case the resulting joint trajecto­
ries are cyclic, i. e., they take on the same values after a period of the circular path. This
does not happen for the unconstrained case, since the internal motion of the structure
causes the arm to be in a different posture after one circle.

The second objective function considered is the distance from mechanical joint
limits in (3.53). Specifically, it is assumed what follows: the first joint does not have
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Figure 3.19 Time history of the joint positions and the norm of end-effector position error with
the Jacobian pseudo-inverse algorithm and joint limit constraint (joint limits are
denoted by dashed lines).

limits (qlm = -2Jr,qlM = 2Jr),thesecondjointhaslimitsq2m = -Jr/2,q2M = Jr/2,
and the third joint has limits q3m = -3Jr /2, q3M = -Jr /2. It is not difficult to verify
that, in the unconstrained case, the trajectories of Joints 2 and 3 violate the respective
limits. The gain in (3.51) has been set to ko = 250. The results in Figure 3.19 show
the effectiveness of the technique with utilization of redundancy, since both Joints 2
and 3 tend to invert their motion-with respect to the unconstrained trajectories in
Figure 3.18-and keep far from the minimum limit for Joint 2 and the maximum limit
for Joint 3, respectively. Such an effort does not appreciably affect the position tracking
error, whose norm is bounded anyhow within acceptable values.

3.8 Statics

The goal of statics is to determine the relationship between the generalized forces
applied to the end effector and the generalized forces applied to the joints-forces for
prismatic joints, torques for revolute joints-with the manipulator at an equilibrium
configuration.

Let T denote the (n x 1) vector of joint torques and 1 the (r x 1) vector of
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end-effector forces7 where r is the dimension of the operational space of interest.
The application of the principle ofvirtual work allows determination of the required

relationship. The mechanical manipulators considered are systems with time-invariant,
holonomic constraints, and thus their configurations depend only on the joint variables
q and not explicitly on time. This implies that virtual displacements coincide with
elementary displacements.

Consider the elementary works performed by the two force systems. As for the
joint torques, the elementary work associated with them is

(3.92)

As for the end-effector forces " if the force contributions f are separated by the
moment contributions J..L, the elementary work associated with them is

dW'Y = fT dp + J..LTwdt, (3.94)

(3.95)

where dp is the linear displacement and wdt is the angular displacement8
.

By accounting for the differential kinematics relationship in (3.3) and (3.4), (3.94)
can be rewritten as

dW'Y = fT Jp(q)dq + J..LT Jo(q)dq

= ,TJ(q)dq

where, = [fT J..L T f. Since virtual and elementary displacements coincide, the
virtual works associated with the two force systems are

c5Wr = 'TT c5q

c5W'Y = ,TJ(q)c5q,
(3.96)

(3.97)

where c5 is the usual symbol to indicate virtual quantities.
According to the principle of virtual work, the manipulator is at static equilibrium

if and only if
Vc5q, (3.98)

i.e., the difference between the virtual work of the joint torques and the virtual work
of the end-effector forces shall be null for all joint displacements.

From (3.97), notice that the virtual work of the end-effector forces is null for any
displacement in the null space of J. This implies that the joint torques associated with
such displacements must be null at static equilibrium. In that case, substituting (3.96)
and (3.97) in (3.98) leads to the notable result

(3.99)

7 Hereafter, generalized forces at the joints are often called torques, while generalized forces at
the end effector are often calledforees.

8 The angular displacement has been indicated by wdt in view of the problems of integrability
of w discussed in Section 3.6.
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Figure 3.20 Mapping between the end-effector force space and the joint torque space.

stating that the relationship between the end-effector forces and the joint torques is
established by the transpose of the manipulator geometric Jacobian.

3.8.1 Kineto-statics Duality

The statics relationship in (3.99), combined with the differential kinematics equation in
(3.41), points out a property of kineta-statics duality. In fact, by adopting a representa­
tion similar to that of Figure 3.7 for differential kinematics, one has that (Figure 3.20):

• The range of JT is the subspace R(JT) in IRn of the joint torques that can
balance the end-effector forces, in the given manipulator posture.

• The null of JT is the subspace N(JT) in IRr of the end-effector forces that
do not require any balancing joint torques, in the given manipulator posture.

It is worth remarking that the end-effector forces 1 E N (JT) are entirely absorbed
by the structure in that the mechanical constraint reaction forces can balance them
exactly. Hence, a manipulator at a singular configuration remains in the given posture
whatever end-effector force 1 is applied so that 1 E N (JT).

The relations between the two subspaces are established by:

and then, once the manipulator Jacobian is known, it is possible to completely char­
acterize differential kinematics and statics in terms of the range and null spaces of the
Jacobian and its transpose.

On the basis of the above duality, the inverse kinematics scheme with the Jaco­
bian transpose in Figure 3.12 admits an interesting physical interpretation. Consider a
manipulator with ideal dynamics T = q (null masses and unit viscous friction coeffi­
cients); the algorithm update law q = JT K e plays the role of a generalized spring
of stiffness constant K generating a force K e that pulls the end effector towards
the desired posture in the operational space. If this manipulator is allowed to move,
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Figure 3.21 Representation of linear and angular velocities in different coordinate frames on
the same rigid body.

e.g., in the case K e ¢ N (JT), the end effector attains the desired posture and the
corresponding joint variables are determined.

3.8.2 Velocity and Force Transformation

The kineto-statics duality concept presented above can be useful to characterize the
transformation of velocities and forces between two coordinate frames.

Consider a reference coordinate frame Oo-xoYozo and a rigid body moving with
respect to such frame. Let then Ol-XiYiZi and 02-X2Y2Z2 be two coordinate frames
attached to the body (Figure 3.21). The relationships between translational and ro­
tational velocities of the two frames with respect to the reference frame are given
by:

W2 =Wi

P2 = Pi + Wi X T12·

By exploiting the skew-symmetric operator S(·) in (3.8), the above relations can be
compactly written as

(3.100)

All vectors in (3.100) are meant to be referred to the reference frame Oo-xoYozo. On
the other hand, if vectors are referred to their own frames, it is:

and also
Pi = RiP~

Wi = RiW~

P2 = R2P~ = RiR~p~

W2 = R2W~ = RiR~w~.
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Accounting for (3.100) and (3.9) gives

R1R~jJ~ = R1jJ~ - R1S(r~2)RrR1W~

R1R~w~ = R1W~.

Eliminating the dependence on R 1 , which is premultiplied to each term on both sides
of the previous relations, yields9

(3.101)

giving the sought general relationship of velocity transformation from one frame to
another.

It may be observed that the transformation matrix in (3.101) plays the role of a
true Jacobian, since it characterizes a velocity transformation, and thus (3.101) may
be shortly written as

v~ = Jrvi. (3.102)

At this point, by virtue of the kineto-statics duality, the force transformation from one
frame to another can be directly derived in the form

which can be detailed into lO

'"111 - J2T'"11 2
J1 - 1 /2 (3.103)

a ] [Ii]
R§ J.L~'

(3.104)

Finally, notice that the above analysis is instantaneous in that, if a coordinate frame
varies with respect to the other, it is necessary to recompute the Jacobian of the
transformation through the computation of the related rotation matrix of one frame
with respect to the other.

3.8.3 Closed Chain

As discussed in Section 2.8.3, whenever the manipulator contains a closed chain, there
is a functional relationship between the joint variables. In particular, the closed chain
structure is transformed into a tree-structured open chain by virtually cutting the loop
at a joint. It is worth choosing such cut joint as one of the unactuated joints. Then,
the constraints (2.54) or (2.55) shall be solved for a reduced number of joint variables,
corresponding to the degrees of mobility of the chain. Therefore, it is reasonable to
assume that at least such independent joints are actuated, while the others mayor

9 Recall that R T R = I, as in (2.4).

10 The skew-symmetry property S + ST = 0 is utilized.
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may not be actuated. Let qo = [q'{; q',[]T denote the vector of joint variables of the
tree-structured open chain, where qa and qu are the vectors of actuated and unactuated
joint variables, respectively. Assume that from the above constraints it is possible to
determine a functional expression

(3.105)

Time differentiation of (3.105) gives the relationship between joint velocities in the
form

where

qo = Yqa (3.106)

(3.107)Y = [8~u]
8qa

is the transformation matrix between the two vectors of joint velocities, which in turn
plays the role of a Jacobian.

At this point, according to an intuitive kineto-statics duality concept, it is possible
to describe the transformation between the corresponding vectors of joint torques in
the form

T a = y T
To

where To = [T! TJ ]T, with obvious meaning of the quantities.

(3.108)

Example 3.5

Consider the parallelogram arm of Section 2.9.2. On the assumption to actuate the two
Joints I' and I" at the base, it is qa = ['19 1' 'I9 1,,]T and qu = ['19 2' 'I93,]T. Then,
using (2.59), the transformation matrix in (3.107) is

Hence, in view of (3.108), the torque vector of the actuated joints is

(3.109)

while obviously T u = [0 O]T in agreement with the fact that both Joints 2' and 3'
are unactuated.

3.9 Manipulability Ellipsoids

The differential kinematics equation in (3.41) and the statics equation in (3.99), to­
gether with the duality property, allow the definition of indices for the evaluation of



122 Modelling and Control of Robot Manipulators

manipulator performance. Such indices can be helpful both for mechanical manipula­
tor design and for determining suitable manipulator postures to execute a given task in
the current configuration.

First, it is desired to represent the attitude of a manipulator to arbitrarily change end­
effector position and orientation. This capability is described in an effective manner
by the velocity manipulability ellipsoid.

Consider the set of joint velocities of constant (unit) norm

(3.110)

this equation describes the points on the surface of a sphere in the joint velocity space.
It is desired to describe the operational space velocities that can be generated by the
given set of joint velocities, with the manipulator in a given posture. To this purpose,
one can utilize the differential kinematics equation in (3.41) solved for the joint
velocities; in the general case of a redundant manipulator (r < n) at a nonsingular
configuration, the minimum-norm solution q = Jt (q)v can be considered which,
substituted into (3.110), yields

Accounting for the expression of the pseudo-inverse of J in (3.48) gives

(3.111)

which is the equation of the points on the surface of an ellipsoid in the end-effector
velocity space.

The choice of the minimum-norm solution rules out the presence of internal
motions for the redundant structure. If the general solution (3.50) is used for q, the
points satisfying (3.110) are mapped into points inside the ellipsoid whose surface is
described by (3.111).

For a nonredundant manipulator, the differential kinematics solution (3.43) is used
to derive (3.111); in this case the points on the surface of the sphere in the joint velocity
space are mapped into points on the surface of the ellipsoid in the end-effector velocity
space.

Along the direction of the major axis of the ellipsoid, the end effector can move at
large velocity, while along the direction of the minor axis small end-effector velocities
are obtained. Further, the closer the ellipsoid is to a sphere-unit eccentricity-the bet­
ter the end effector can move isotropically along all directions of the operational space.
Hence, it can be understood why this ellipsoid is an index characterizing manipulation
ability of the structure in terms of velocities.

As can be recognized from (3.111), the shape and orientation of the ellipsoid are
determined by the core of its quadratic form and then by the matrix J JT which is
in general a function of the manipulator configuration. The directions of the principal
axes of the ellipsoid are determined by the eigenvectors Ui, for i = 1, ... ,r, of the
matrix J JT, while the dimensions of the axes are given by the singular values of J,
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Figure 3.22 Velocity manipulability ellipses for a two-link planar arm in different postures.

(Ji = J Ai (J JT), for i = 1, ... , r, where Ai (JJT) denotes the generic eigenvalue
of JJT.

A global representative measure of manipulation ability can be obtained by con­
sidering the volume of the ellipsoid. This volume is proportional to the quantity

w(q) = Vdet(J(q)JT(q)),

which is the manipulability measure already introduced in (3.52). In the case of a
nonredundant manipulator (r = n), w reduces to

w(q) = Idet(J(q)) I. (3.112)

It is easy to recognize that it is always w > 0, except for a manipulator at a singular
configuration when w = O. For this reason, this measure is usually adopted as a
distance of the manipulator from singular configurations.

Example 3.6

Consider the two-link planar arm. From the expression in (3.37), the manipulability
measure is in this case

Therefore, as a function of the arm postures, the manipulability is maximum for
{)2 = ±7f/2. On the other hand, for a given constant reach al + a2, the structure
offering the maximum manipulability, independently of {)l and {)2, is the one with
al = a2·

These results have an intuitive interpretation in the human arm, if that is regarded
as a two-link arm (arm + forearm). The condition al = a2 is satisfied with good
approximation. Further, the elbow angle {)2 is usually in the neighbourhood of 7f /2 in
the execution of several tasks, such as that of writing. Hence, the human being tends to
dispose the arm in the most dexterous configuration from a manipulability viewpoint.

Figure 3.22 illustrates the velocity manipulability ellipses for a certain number of
postures with the tip along the horizontal axis and al = a2 = 1. It can be seen that



124 Modelling and Control of Robot Manipulators

2.5
max

2

1.5
:§:

min
0.5

0
0 0.5 I 1.5 2

[m]

Figure 3.23 Minimum and maximum singular values of J for a two-link planar arm as a
function of the arm posture.

when the arm is outstretched the ellipsoid is very thin along the vertical direction.
Hence, one recovers the result anticipated in the study of singularities that the arm
in this posture can generate tip velocities preferably along the vertical direction. In
Figure 3.23, moreover, the behaviour of the minimum and maximum singular values of
the matrix J is illustrated as a function of tip position along axis x; it can be verified that
the minimum singular value is null when the manipulator is at a singularity (retracted
or outstretched).

The manipulability measure w has the advantage to be easy to compute, through
the determinant of matrix J JT. However, its numerical value does not constitute an
absolute measure of the actual closeness of the manipulator to a singularity. It is enough
to consider the above example and take two arms of identical structure, one with links
of 1 m and the other with links of 1cm. Two different values of manipulability are
obtained which differ by four orders of magnitude. Hence, in that case it is convenient
to consider only Iszl-eventually l'l9zl-as the manipulability measure. In more general
cases when it is not easy to find a simple, meaningful index, one can consider the ratio
between the minimum and maximum singular values of the Jacobian (J"r / (J"l which
is equivalent to the inverse of the condition number of matrix J. This ratio gives
not only a measure of the distance from a singularity ((J"r = 0), but also a direct
measure of eccentricity of the ellipsoid. The disadvantage in utilizing this index is its
computational complexity; it is practically impossible to compute it in symbolic form,
i. e., as a function of the joint configuration, except for matrices of reduced dimension.

On the basis of the existing duality between differential kinematics and statics,
it is possible to describe the manipulability of a structure not only with reference to
velocities, but also with reference to forces. To be specific, one can consider the sphere
in the space of joint torques

(3.113)

which, accounting for (3.99), is mapped into the ellipsoid in the space of end-effector
forces

(3.114)
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Figure 3.24 Force manipulability ellipses for a two-link planar arm in different postures.

which is defined as the force manipulability ellipsoid. This ellipsoid characterizes the
end-effector forces that can be generated with the given set of joint torques, with the
manipulator in a given posture.

As can be easily recognized from (3.114), the core of the quadratic form is consti­
tuted by the inverse of the matrix core of the velocity ellipsoid in (3.111). This feature
leads to the notable result that the principal axes of the force manipulability ellipsoid
coincide with the principal axes of the velocity manipulability ellipsoid, while the di­
mensions of the respective axes are in inverse proportion. Therefore, according to the
concept of force/velocity duality, a direction along which good velocity manipulability
is obtained is a direction along which poor force manipulability is obtained, and vice
versa.

In Figure 3.24, the manipulability ellipses for the same postures as those of the
example in Figure 3.22 are illustrated. A comparison ofthe shape and orientation of the
ellipses confirms the force/velocity duality effect on the manipulability along different
directions.

It is worth pointing out that these manipulability ellipsoids can be represented
geometrically in all cases of an operational space ofdimension at most three. Therefore,
if it is desired to analyze manipulability in a space of greater dimension, it is worth
separating the components of linear velocity (force) from those of angular velocity
(moment), avoiding also problems due to nonhomogeneous dimensions of the relevant
quantities (e.g., m/s vs. rad/s). For instance, for a manipulator with a spherical wrist,
the manipulability analysis is naturally prone to a decoupling between arm and wrist.

An effective interpretation of the above results can be achieved by regarding
the manipulator as a mechanical transformer of velocities and forces from the joint
space to the operational space. Conservation of energy dictates that an amplification
in the velocity transformation is necessarily accompanied by a reduction in the force
transformation, and vice versa. The transformation ratio along a given direction is
determined by the intersection of the vector along that direction with the surface of
the ellipsoid. Once a unit vector u along a direction has been assigned, it is possible
to compute the transformation ratio for the force manipulability ellipsoid as

( )

-1/2

o:(q) = u T J(q)JT (q)u , (3.115)
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Figure 3.25 Velocity and force manipulability ellipses for a three-link planar arm in a typical
conti guration for a task of controlling force and velocity.

and for the velocity manipulability ellipsoid as

(3.116)

The manipulability ellipsoids can be conveniently utilized not only for analyzing
manipulability of the structure along different directions of the operational space, but
also for determining compatibility of the structure to execute a task assigned along a
direction. To this purpose, it is useful to distinguish between actuation tasks and control
tasks of velocity and force. In terms of the relative ellipsoid, the task of actuating a
velocity (force) requires preferably a large transformation ratio along the task direction,
since for a given set of joint velocities (forces) at the joints it is possible to generate
a large velocity (force) at the end effector. On the other hand, for a control task it is
important to have a small transformation ratio so as to gain good sensitivity to errors
that may occur along the given direction.

Revisiting once again the duality between velocity manipulability ellipsoid and
force manipulability ellipsoid, it can be found that an optimal direction to actuate a
velocity is also an optimal direction to control a force. Analogously, a good direction
to actuate a force is also a good direction to control a velocity.

To have a tangible example of the above concept, consider the typical task of
writing on a horizontal surface for the human arm; this time, the arm is regarded
as a three-link planar arm: arm + forearm + hand. Restricting the analysis to a two­
dimensional task space (the direction vertical to the surface and the direction of the
line of writing), one has to achieve fine control of the vertical force (pressing of the
pen on the paper) and of the horizontal velocity (to write in good calligraphy). As
a consequence, the force manipulability ellipse tends to be oriented horizontally for
correct task execution. Correspondingly, the velocity manipulability ellipse tends to
be oriented vertically in perfect agreement with the task requirement. In this case,
from Figure 3.25 the typical configuration of the human arm when writing can be
recognized.

An opposite example to the previous one is that of the human arm when throwing
a load in the horizontal direction. In fact, now it is necessary to actuate a large vertical
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Figure 3.26 Velocity and force manipulability ellipses for a three-link planar arm in a typical
conti guration for a task of actuating force and velocity.

force (to sustain the weight) and a large horizontal velocity (to throw the load at a
considerable distance). Differently from the above, the force (velocity) manipulability
ellipse tends to be oriented vertically (horizontally) to successfully execute the task.
The relative configuration in Figure 3.26 is representative of the typical attitude of the
human arm when, for instance, throwing a bowl in the bowling game.

In the above two examples, it is worth pointing out that the presence of a two­
dimensional operational space is certainly advantageous to try reconfiguring the struc­
ture in the best configuration compatible with the given task. In fact, the transformation
ratios defined in (3.115) and (3.116) are scalar functions of the manipulator configura­
tions that can be optimized locally according to the technique for exploiting redundant
degrees of mobility previously illustrated.

Problems

3.1 Prove (3.9).

3.2 Compute the Jacobian of the cylindrical arm in Figure 2.33.

3.3 Compute the Jacobian of the SCARA manipulator in Figure 2.34.

3.4 Find the singularities of the three-link planar arm in Figure 2.20.

3.5 Find the singularities of the spherical arm in Figure 2.22.

3.6 Find the singularities of the cylindrical arm in Figure 2.33.

3.7 Find the singularities of the SCARA manipulator in Figure 2.34.

3.8 For the three-link planar arm in Figure 2.20, fi nd an expression of the distance of the
arm from a circular obstacle of given radius and coordinates.

3.9 Find the solution to the differential kinematics equation with the damped least-square
inverse in (3.55).

3.10 Prove (3.60) in an alternative way, i.e., by computing S(w) as in (3.5) starting from
R(4)) in (2.18).

3.11 With reference to (3.60), fi nd the transformation matrix T( 4» in the case of Roll­
Pitch-Yaw angles.
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3.12 Show how the inverse kinematics scheme of Figure 3.11 can be simplifi ed in the case
of a manipulator having a spherical wrist.

3.13 Find an expression of the upper bound on the norm of e for the solution (3.72) in the
case Xd =I O.

3.14 Prove (3.81).

3.15 Prove (3.82) and (3.83).

3.16 Prove that the equation relating the angular velocity to the time derivative of the
quaternion is given by

w = 2S(€)€ + 2ry€ - 2i]€.

[Hint: start showing that (2.29) can be rewritten as R(ry, €) = (2ry2 - 1)1 + 2€€T +
2ryS(€)].

3.17 Prove (3.90).

3.18 Prove that the time derivative of the Lyapunov function in (3.91) is given by (3.92).

3.19 Show that the manipulability measure defi ned in (3.52) is given by the product of the
singular values of the Jacobian matrix.

3.20 Consider the three-link planar arm in Figure 2.20, whose link lengths are respectively
0.5 m, 0.3 m, 0.3 m. Perform a computer implementation of the inverse kinematics
algorithm using the Jacobian pseudo-inverse along the operational space path given
by a straight line connecting the points of coordinates (0.8,0.2) m and (0.8, -0.2) m.
Add a constraint aimed at avoiding link collision with a circular object located at
o = [0.3 0 f m of radius 0.1 m. The initial arm confi guration is chosen so that
p(O) = Pd(O). The fi nal time is 2 s. Use sinusoidal motion time laws. Adopt the Euler
numerical integration scheme (3.44) with an integration time L1t = 1 ms.

3.21 Consider the SCARA manipulator in Figure 2.34, whose links both have a length of
0.5 m and are located at a height of 1 m from the supporting plane. Perform a computer
implementation of the inverse kinematics algorithms with both Jacobian inverse and
Jacobian transpose along the operational space path whose position is given by a straight
line connecting the points of coordinates (0.7,0,0) m and (0,0.8,0.5) m, and whose
orientation is given by a rotation from 0 rad to 1r/2 rad. The initial arm confi guration
is chosen so that x(O) = Xd(O). The fi nal time is 2 s. Use sinusoidal motion time
laws. Adopt the Euler numerical integration scheme (3.44) with an integration time
L1t = 1 ms.

3.22 Prove that the directions of the principal axes of the force and velocity manipulability
ellipsoids coincide while their dimensions are in inverse proportion.
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4. Dynamics

Derivation of the dynamic model of a manipulator plays an important role for simu­
lation of motion, analysis of manipulator structures, and design of control algorithms.
Simulating manipulator motion allows testing control strategies and motion planning
techniques without the need to use a physically available system. The analysis of the
dynamic model can be helpful for mechanical design of prototype arms. Computation
of the forces and torques required for the execution of typical motions provides useful
information for designing joints, transmissions and actuators. The goal of this chapter
is to present two methods for derivation of the equations of motion of a manipulator
in the joint space. The first method is based on the Lagrange formulation and is con­
ceptually simple and systematic. The second method is based on the Newton-Euler
formulation and allows obtaining the model in a recursive form; it is computationally
more efficient since it exploits the typically open structure of the manipulator kinematic
chain. The problem of dynamic parameter identification is also studied. The chapter
ends with the derivation of the dynamic model of a manipulator in the operational
space and the definition of the dynamic manipulability ellipsoid.

4.1 Lagrange Formulation

The dynamic model of a manipulator provides a description of the relationship between
the joint actuator torques and the motion of the structure.

With Lagrange formulation, the equations of motion can be derived in a systematic
way independently of the reference coordinate frame. Once a set of variables Ai,
i = 1, ... ,n, termed generalized coordinates, are chosen which effectively describe
the link positions of an n-degree-of-mobility manipulator, the Lagrangian of the
mechanical system can be defined as a function of the generalized coordinates:

£=T-U (4.1)

where T and U are respectively the total kinetic energy and potential energy of the
system.

The Lagrange's equations are expressed by

d o£ o£
dt O)...i - oAi = ~i i = 1, ... ,n (4.2)

where ~i is the generalized force associated with the generalized coordinate Ai.

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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Figure 4.1 Actuated pendulum.

For a manipulator with an open kinematic chain a natural choice for the generalized
coordinates is the vector of join! variables

(4.3)

The contributions to the generalized forces are given by the nonconservative forces,
i.e., the joint actuator torques, the joint friction torques, as well as the joint torques
induced by end-effector forces at the contact with the environment 1.

The equations in (4.2) establish the relations existing between the generalized
forces applied to the manipulator and the joint positions, velocities and accelerations.
Hence, they allow deriving the dynamic model of the manipulator starting from the
determination of kinetic energy and potential energy of the mechanical system.

Example 4.1

In order to understand the Lagrange formulation technique for deriving the dynamic
model, consider the simple case of a pendulum. Let T be the actuation torque about the
rotation axis; it is assumed that viscous friction occurs about the same axis (Figure 4.1).
The torque is supplied by a motor with reduction gear ratio kr > 1 and moment of
inertia 1m about the fast shaft. Let rJ denote the angle with respect to the reference po­
sition of the body hanging down (rJ = 0). By choosing rJ as the generalized coordinate,
the kinetic energy of the system is given by

T = ~102 + ~I k202

22 m r

where 1 is the body moment of inertia about the rotation axis. Further, the system
potential energy is expressed by

U = mg€(l - cos rJ)

1 The term torque is used as a synonym of joint generalized force.
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where m is the body mass, 9 is the gravity acceleration (9.81 m/s2
), and f. is the distance

of the body centre of mass from the rotation axis. Therefore, the Lagrangian of the
system is

Substituting this expression in the Lagrange's equation in (4.2) yields

The generalized force ~ is given by the contributions of the actuation torque T and of
the viscous friction torque -FiJ, i.e.,

~ = T - FiJ,

leading to the complete dynamic model of the system as the second-order differential
equation

4.1.1 Computation of Kinetic Energy

Consider a manipulator with n rigid links. The total kinetic energy is given by the sum
of the contributions relative to the motion of each link and the contributions relative to
the motion of each joint actuator: 2

n

1= L:Cre, + 1m ;),

i=l

(4.4)

where TR i is the kinetic energy of Link i and I mi is the kinetic energy of the motor
actuating Joint i.

The kinetic energy contribution of Link i is given by

(4.5)

where pi denotes the linear velocity vector and p is the density of the elementary
particle of volume dV; Vii is the volume of Link i.

Consider the position vector pi of the elementary particle and the position vector
PCi of the link centre of mass, both expressed in the base frame. One has

(4.6)

2 Link 0 is fi xed and thus gives no contribution.
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Figure 4.2 Kinematic description of Link i for Lagrange formulation.

with

(4.7)

where mti is the link mass. As a consequence, the link point velocity can be expressed
as

PT =Pti +Wi x ri

= Pti + S(wi)ri,

(4.8)

where Pti is the linear velocity of the centre of mass and Wi is the angular velocity of
the link (Figure 4.2).

By substituting the velocity expression (4.8) into (4.5), it can be recognized that
the kinetic energy of each link is formed by the following contributions.

Translational

The contribution is

(4.9)

Mutual

The contribution is



Dynamics 135

since, by virtue of (4.7), it is

1 pTpdV = Pti 1 pdV.
Vii Vii

Rotational

The contribution is

where the property S(Wi)ri = -S(ri)wi has been exploited. In view oftheexpression
of the matrix operator S (.)

it is

(4.10)

The matrix

Ie, = [f(r;, +:;~)PdV - J rixTiypdV

J(T;x + T;JpdV

*

[

Itixx

= *
* *

(4.11)

is symmetric3 and represents the inertia tensor relative to the centre of mass of Link i
when expressed in the base frame. Notice that the position of Link i depends on
the manipulator configuration and then the inertia tensor, when expressed in the base
frame, is configuration-dependent. If the angular velocity of Link i is expressed with
reference to a frame attached to the link (as in the Denavit-Hartenberg convention), it
is

where R i is the rotation matrix from Link i frame to the base frame. When referred to
the link frame, the inertia tensor is constant. Let It denote such tensor; then it is easy
to verify the following relation:

(4.12)

3 The symbol '*' has been used to avoid rewriting the symmetric elements.
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If the axes of Link i frame coincide with the central axes of inertia, then the inertia
products are null and the inertia tensor relative to the centre of mass is a diagonal
matrix.

By summing the translational and rotational contributions (4.9) and (4.10), the kinetic
energy of Link i is

(4.13)

At this point, it is necessary to express the kinetic energy as a function of the
generalized coordinates of the system, that are the joint variables. To this purpose, the
geometric method for Jacobian computation can be applied to the intermediate link
other than the end effector, yielding

. _ (ti)· (ti)· _ J(ti) .
Pii - JPI ql + ... + JPi qi - P q

(ti) . (ti) . J(ti) .
Wi = J01 ql + ... + JOi qi = 0 q,

(4.14)

(4.15)

where the contributions of the Jacobian columns relative to the joint velocities have
been taken into account up to current Link i. The Jacobians to consider are then:

(ii) 0
Jpi

(i,) 0
JOi

0]
0] ;

(4.16)

(4.17)

the columns of the matrices in (4.16) and (4.17) can be computed according to (3.26),
giving

(t,) _ { Zj-I
JPj - Zj-I x (Pii - pj-d

(ii) _ {o
Jo· -

J Zj-I

for a prismatic joint
for a revolute joint

for a prismatic joint
for a revolute joint,

(4.18)

(4.19)

where Pj-I is the position vector of the origin of Frame j - 1 and Zj-I is the unit
vector of axis z of Frame j - 1.

In sum, the kinetic energy of Link i in (4.13) can be written as

(4.20)

The kinetic energy contribution of the motor of Joint i can be computed in a for­
mally analogous way to that of the link. Consider the typical case of rotary electric
motors (that can actuate both revolute and prismatic joints by means of suitable trans­
missions). It can be assumed that the contribution of the fixed part (stator) is included
in that of the link on which such motor is located, and thus the sole contribution of the
rotor is to be computed.
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Yo

Figure 4.3 Kinematic description of Motor i.

With reference to Figure 4.3, the motor of Joint i is assumed to be located on
Link i-I. In practice, in the design of the mechanical structure of an open kinematic
chain manipulator one attempts to locate the motors as close as possible to the base of
the manipulator so as to lighten the dynamic load of the first joints of the chain. The joint
actuator torques are delivered by the motors by means of mechanical transmissions
(gears)4. The contribution of the gears to the kinetic energy can be suitably included
in that of the motor. It is assumed that no induced motion occurs, i. e., the motion of
Joint i does not actuate the motion of other joints.

The kinetic energy of Rotor i can be written as

(4.21)

where mmi is the mass of the rotor, Pmi denotes the linear velocity of the centre of
mass of the rotor, 1mi is the inertia tensor of the rotor relative to its centre of mass,
and w mi denotes the angular velocity of the rotor.

Let f)mi denote the angular position of the rotor. On the assumption of a rigid
transmission, one has

(4.22)

where kri is the gear reduction ratio. Notice that, in the case of actuation of a prismatic
joint, the gear reduction ratio is a dimensional quantity.

4Alternatively, the joints may be actuated by torque motors directly coupled to the rotation axis
without gears.
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According to the angular velocity composition rule (3.16) and the relation (4.22),
the total angular velocity of the rotor is

(4.23)

where Wi-1 is the angular velocity of Link i-Ion which the motor is located, and
zmi denotes the unit vector along the rotor axis.

To express the rotor kinetic energy as a function of the joint variables, it is worth
expressing the linear velocity of the rotor centre of mass-similarly to (4.14)-as

. _J(mi )'
Pmi - p q.

The Jacobian to compute is then

(4.24)

J(mi) _ [ (mi)
P - Jp1

whose columns are given by

(mil
Jp,i-1 0 oJ (4.25)

(mil _ {Zj-1
Jp' -

J Zj-1 X (Pmi - pj-d

for a prismatic joint
for a revolute joint

(4.26)

where Pj-1 is the position vector of the origin of Frame j - 1. Notice that J~rr;il = 0
in (4.25), since the centre of mass of the rotor has been taken along its axis of rotation.

The angular velocity in (4.23) can be expressed as a function of the joint variables,
Le.,

The Jacobian to compute is then

J(mi ) = [J(m i )o 01

J (m i )'wmi = 0 q.

(mi) (mi)
JO,i-1 JOi 0 oJ

(4.27)

(4.28)

whose columns, in view of (4.23) and (4.15), are respectively given by

j = 1, ... , i-I

j = i.
(4.29)

To compute the second relation in (4.29), it is sufficient to know the components of
the unit vector of the rotor rotation axis zmi with respect to the base frame. Hence, the
kinetic energy of Rotor i can be written as

(4.30)

Finally, by summing the various contributions relative to the single links (4.20)
and single rotors (4.30) as in (4.4), the total kinetic energy of the manipulator with
actuators is given by the quadratic form

(4.31)
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where

n
B(q) - '"' (m J(ii)T J(e;) + J(e;)T R-li R TJ(ii)- L.J ii P P 0 2 ii i 0

i=l

is the (n x n) inertia matrix which is:

• symmetric,

• positive definite,

• (in general) configuration-dependent.

4.1.2 Computation of Potential Energy

(4.32)

As done for kinetic energy, the potential energy stored in the manipulator is given by
the sum of the contributions relative to each link as well as to each rotor:

n

U = L(Uii +Umi ).
i=l

(4.33)

On the assumption of rigid links, the contribution due only to gravitational forces 5

is expressed by

(4.34)

where go is the gravity acceleration vector in the base frame (e.g., go = [0 0 - 9 jT
if z is the vertical axis), and (4.7) has been utilized for the coordinates of the centre of
mass of Link i. As regards the contribution of Rotor i, similarly to (4.34), one has

(4.35)

By substituting (4.34) and (4.35) into (4.33), the potential energy is given by

n

U = - L(miigifPii + mmigifPm,)
i=l

(4.36)

which reveals that potential energy, through the vectors Pii and Pmi is a function only
of the joint variables q, and not of the joint velocities q.

5 In the case of link fhibility, one would have an additional contribution due to elastic forces.
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4.1.3 Equations of Motion

Having computed the total kinetic and potential energy of the system as in (4.31) and
(4.36), the Lagrangian (4.1) for the manipulator can be written as

£(q, it) = T(q, it) - U(q) (4.37)
1 n n n

=:2 LLbij(q)qiqj + L (m£ig6P£i(q) +mmig6Pmi(q))·
i=1 j=1 i=1

Taking the derivatives required by Lagrange's equations in (4.2) and recalling that U
does not depend on it yields

and
aT 1~~ objk(q) ..
- = - L.J L.J qkqj
Oqi 2 j=1 k=1 Oqi

where the indices of summation have been conveniently switched. Further, in view of
(4.14) and (4.24), it is

(4.38)

where, again, the index of summation has been changed.
As a result, the equations of motion are

n n n

L bij(q)qj + L L hijk(q)qkqj + gi(q) = ~i
j=1 j=1k=1

where

i = 1, ... ,no (4.39)

(4.40)hijk = obij _ ~ objk .
Oqk 2 Oqi

A physical interpretation of (4.39) reveals that:

• For the acceleration terms:

The coefficient bii represents the moment of inertia at Joint i axis, in the current
manipulator configuration, when the other joints are blocked.
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The coefficient bij accounts for the effect of acceleration of Joint j on Joint j .

• For the quadratic velocity terms:

The term hijjq; represents the centrifugal effect induced on Joint i by velocity
of Joint j; notice that h iii = 0, since obidOqi = O.

The term hijkqjqk represents the Coriolis effect induced on Joint i by velocities
of Joints j and k .

• For the configuration-dependent terms:

The term gi represents the moment generated at Joint i axis of the manipulator,
in the current configuration, by the presence of gravity.

Some joint dynamic couplings, e.g., coefficients bij and h ijb may be reduced or
eliminated when designing the structure, so as to simplify the control problem.

Regarding the nonconservative forces doing work at the manipulator joints, these
are given by the actuation torques T minus the viscous friction torques Fvq and the
static friction torques fs(q, q): Fv denotes the (n x n) diagonal matrix of viscous
friction coefficients. As a simplified model of static friction torques, one may consider
the Coulomb friction torques Fs sgn (q), where Fs is an (n x n) diagonal matrix and
sgn (q) denotes the (n x 1) vector whose components are given by the sign functions
of the single joint velocities.

If the manipulator's end effector is in contact with an environment, a portion of
the actuation torques is used to balance the torques induced at the joints by the contact
forces. According to a relation formally analogous to (3.99), such torques are given by
JT(q)h where h denotes the vector of force and moment exerted by the end effector
on the environment.

In sum, the equations of motion in (4.39) can be rewritten in the compact matrix
form which represents the joint space dynamic model:

B(q)ij + C(q, q)q + Fvq + Fs sgn (q) + g(q) = T - JT (q)h, (4.41)

where C is a suitable (n x n) matrix such that its elements Cij satisfy the equation

n n n

L Ciji]j = L L hijkqkqj.
j=l j=l k=l

(4.42)

Finally, if the manipulator structure contains a closed chain, it is advisable to com­
pute first the dynamic model for the equivalent tree-structured open-chain manipulator.
Then, from (3.108) the torques corresponding to the actuated joints can be computed,
and thus the equations of motion can be cast in a form similar to (4.41) where q = qa
is the resulting vector of generalized coordinates.

4.2 Notable Properties of Dynamic Model

In the following, two notable properties of the dynamic model are presented which
will be useful for dynamic parameter identification as well as for deriving control
algorithms.
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4.2.1 Skew-symmetry of Matrix B - 2C

The choice of the matrix C is not unique, since there exist several matrices C whose
elements satisfy (4.42). A particular choice can be obtained by elaborating the term
on the right-hand side of (4.42) and accounting for the expressions of the coefficients
hijk in (4.40). To this purpose, one has

n n n

L Cijljj = L L hijkqkqj
j=l j=lk=l

_ ~~ (8bij 18bj k ) ..
-~~ a-28 qkqj·

j=l k=l qk qi

Splitting the first term on the right-hand side by an opportune switch of summation
between j and k yields

n 1 n n 8b.. 1 n n (8b'k 8b 'k ). 'J. . 'J ..L Cijqj = 2L L a qkqj + 2L L ~ - T qkqj·
j=l j=l k=l qk j=l k=l % q,

As a consequence, the generic element of C is

n

Cij = L Cijkqk
k=l

where the coefficients

(4.43)

(4.44)

are termed Christoffel symbols of the first type. Notice that, in view of the symmetry
of B, it is

Cijk = Cikj· (4.45)

This choice for the matrix C leads to deriving the following notable property of
the equations of motion (4.41). The matrix

N(q, q) = B(q) - 2C(q, q) (4.46)

is skew-symmetric; that is, given any (n x 1) vector w, the following relation holds:

(4.47)

In fact, substituting the coefficient (4.44) into (4.43) gives

1~ 8bij . 1~ (8bik 8bjk ).Cij = - ~ --qk + - ~ -- - -- qk
2 k=l 8qk 2 k=l 8qj 8qi

_lb' l L
n

(8bik 8bj k ).- - ij + - -- - -- qk,
2 2 8q· 8q·k=l J ,
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and then the expression of the generic element of the matrix N in (4.46) is

The result follows by observing that

An interesting property which is a direct implication of the skew-symmetry of N (q, q)
is that, by setting w = q,

(4.48)

notice that (4.48) does not imply (4.47), since N is a function of q, too.
It can be shown that (4.48) holds for any choice of the matrix C, since it is a result

of the principle of conservation of energy (Hamilton). By virtue of this principle, the
total time derivative of kinetic energy is balanced by the power generated by all the
forces acting on the manipulator joints. For the mechanical system at issue, one may
write

(4.49)

Taking the derivative on the left-hand side of (4.49) gives

~qTB(q)q + qTB(q)ij

and substituting the expression of B(q)ij in (4.41) yields

~ :t (qTB(q)q) = ~qT(B(q) - 2C(q,q))q (4.50)

+ qT (7 - Fvq - Fssgn (q) - g(q) - JT(q)h).

A direct comparison of the right-hand sides of (4.49) and (4.50) leads to the result
established by (4.48).

To summarize, the relation (4.48) holds for any choice of the matrix C, since it
is a direct consequence of the physical properties of the system, whereas the relation
(4.47) holds only for the particular choice of the elements of C as in (4.43) and (4.44).

4.2.2 Linearity in the Dynamic Parameters

An important property of the dynamic model is the linearity with respect to the dynamic
parameters characterizing the manipulator links and rotors.

In order to determine such parameters, it is worth associating the kinetic and
potential energy contributions of each rotor with those of the link on which it is
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located. Hence, by considering the union of Link i and Rotor i + 1 (augmented Link i),
the kinetic energy contribution is given by

(4.51)

where

and

(4.52)

(4.53)

With reference to the centre of mass of the augmented link, the linear velocities of the
link and rotor can be expressed according to (3.24) as:

with

pei = PCi + Wi X rCi,ei

Pmi+l = PCi + Wi X rCi,mHl

rCi,ei = Pei - PCi

(4.54)

(4.55)

(4.56)

(4.57)

where PCi denotes the position vector of the centre of mass of augmented Link i.
Substituting (4.54) into (4.52) gives

By virtue of Steiner's theorem, the matrix

- T
lei = lei + meiS (rCi,e;)S(rCi,e;)

(4.58)

(4.59)

represents the inertia tensor relative to the overall centre of mass PCi' which contains
an additional contribution due to the translation of the pole with respect to which the
tensor is evaluated, as in (4.56). Therefore, (4.58) can be written as

(4.60)

In a similar fashion, substituting (4.55) into (4.53) and exploiting (4.23) yields

., 1 . T . . T S( ) 1 Tl 6
ImHl = "2mmi+lPCiPCi + PCi Wi mmHl rCi,mHl + "2 Wi mHl Wi (4. 1)

. T 1 2 ·2 T+ kr ,i+l qi+l ZmHl I mH1 Wi + "2 kr ,i+l qi+l Zmi+l I mH1 ZmHl'
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where
I mi+1 = I mi+1 + mmi+1ST(rci,mi+l)S(rci,mi+J. (4.62)

Summing the contributions in (4.60) and (4.61) as in (4.51) gives the expression
of the kinetic energy of augmented Link i in the form

rr 1 . T . 1 TI- k . T I
Ii = "2miPCiPCi + "2 Wi iWi + r,i+l qi+l Zmi+l mi+l Wi

1 2 ·2 T+ "2 k r ,i+l qi+l Zmi+l Imi+l Zmi+l'

(4.63)

where mi = mei + mmi+l and Ii = lei + I mi+1 are respectively the overall mass and
inertia tensor. In deriving (4.63), the relations in (4.56) and (4.57) have been utilized
as well as the following relation between the positions of the centres of mass:

(4.64)

Notice that the first two terms on the right-hand side of (4.63) represent the kinetic
energy contribution of the rotor when this is still, whereas the remaining two terms
account for the rotor's own motion.

On the assumption that the rotor has a symmetric mass distribution about its axis
of rotation, its inertia tensor expressed in a frame R mi with origin at the centre of
mass and axis zmi aligned with the rotation axis can be written as

[

Imixx

I;;;: = 0
o

o
I miyy

o
(4.65)

where I miyy = I mixx . As a consequence, the inertia tensor is invariant with respect
to any rotation about axis zmi and is, anyhow, constant when referred to any frame
attached to Link i - 1.

Since the aim is to determine a set of dynamic parameters independent of the
manipulator joint configuration, it is worth referring the inertia tensor of the link Ii to
frame R i attached to the link and the inertia tensor I mi+1 to frame R mi+1 so that it is
diagonal. In view of (4.65) one has

(4.66)

where I mi+1 = Imi+lzz denotes the constant scalar moment of inertia of the rotor
about its rotation axis.

Therefore, the kinetic energy (4.63) becomes

(4.67)

According to the linear velocity composition rule for Link i in (3.13), one may
write

. i .iii
PCi = Pi + Wi X ri,Ci (4.68)
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where all the vectors have been referred to Frame i; note that rt,ci is fixed in such
frame. Substituting (4.68) into (4.67) gives

(4.69)

where
(4.70)

represents the inertia tensor with respect to the origin of Frame i according to Steiner's
theorem.

LetrI,ci = [fCiX fcw fCiz]T. Thefirstmomentofinertia is

(4.71)

From (4.70) the inertia tensor of augmented Link i is

-lixy - mifciXfCiY

- ( 2 2)I iyy + mi f CiX + f CiZ

*

*

(4.72)

Therefore, the kinetic energy of the augmented link is linear with respect to the dynamic
parameters; namely, the mass, the three components of the first moment of inertia in
(4.71), the six components ofthe inertia tensor in (4.72), and the moment ofinertia of
the rotor.

As regards potential energy, it is worth referring to the centre of mass of augmented
Link i defined as in (4.64), and thus the single contribution of potential energy can be
written as

iT iUi = -migo PCi

where the vectors have been referred to Frame i. According to the relation

i i + i
PCi = Pi ri,Ci'

The expression in (4.73) can be rewritten as

(4.73)

(4.74)

that is, the potential energy of the augmented link is linear with respect to the mass
and the three components of the first moment of inertia in (4.71).
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By summing the contributions of kinetic energy and potential energy for all aug­
mented links, the Lagrangian of the system (4.1) can be expressed in the form

n

£: = 2),B~i - ,BEi)1ri
i=1

where 1ri is the (11 x 1) vector of dynamic parameters

(4.75)

1ri = [mi mi€ciX mi€ciY mi€ciZ f ixx f ixy f ixz f iyy f iyz fizz I mi f,
(4.76)

in which the moment of inertia of Rotor i has been associated with the parameters of
Link i so as to simplify the notation.

In (4.75),,BTi and,BUi are two (11 x 1) vectors that allow writing the Lagrangian
as a function of 1r i. Such vectors are a function of the generalized coordinates of the
mechanical system (and also of their derivatives as regards ,BTi)' In particular, it can be
shown that,BTi = ,BTi (ql' qz, ... ,qi, iII, iIz, ... ,iIi) and ,BUi = ,BUi(ql, qz, ... ,qi),
i.e., they do not depend on the variables of the joints subsequent to Link i.

At this point, it should be observed how the derivations required by the Lagrange's
equations in (4.2) do not alter the property of linearity in the parameters, and then the
generalized force at Joint i can be written as

where

n

~i = Lyl;1rj
j=1

(4.77)

d o,Br o,Br o,Bu'Yij = - __J J + __J (4.78)
dt OiIi Oqi Oqi'

Since the partial derivatives of ,BTj and ,BUj appearing in (4.78) vanish for j < i, the
following notable result is obtained:

r~J ~
YG Yh yin 1r1

OT y!z Y!n 1rz
(4.79)

OT OT Y;n 1rn
which constitutes the property of linearity of the model of a manipulator with respect
to a suitable set of dynamic parameters.

In the simple case of no contact forces (h = 0), it may be worth including the
viscous friction coefficient Fvi and Coulomb friction coefficient F si in the parameters
of the vector 1ri, thus leading to a total number of 13 parameters per joint. In sum,
(4.79) can be compactly written as

T = Y(q, q, q)1r, (4.80)
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Figure 4.4 Two-link Cartesian arm.

where 7f' is a (p x 1) vector of constant parameters and Y is an (n x p) matrix which
is afunction ofjoint positions, velocities and accelerations; such a matrix is usually
called regressor. Regarding the dimension of the parameter vector, notice that p :::; 13n
since not all the thirteen parameters for each joint may explicitly appear in (4.80).

4.3 Dynamic Model of Simple Manipulator Structures

In the following, three examples of dynamic model computation are illustrated for
simple two-degree-of-mobility manipulator structures. Two degrees of mobility, in fact,
are enough to understand the physical meaning of all dynamic terms, especially the
joint coupling terms. On the other hand, dynamic model computation for manipulators
with more degrees of mobility would be quite tedious and prone to errors, when carried
out by paper and pencil. In those cases, it is advisable to perform it with the aid of a
symbolic programming software package.

4.3.1 Two-link Cartesian Arm

Consider the two-link Cartesian arm in Figure 4.4, for which the vector of generalized
coordinates is q = [d1 d2 jT. Let mel' me2 be the masses of the two links, and
mml' mm2 the masses of the rotors of the two joint motors. Let also 1ml , 1m2 be
the moments of inertia with respect to the axes of the two rotors. It is assumed that
Pmi = Pi-l and zmi = Zi-l, for i = 1,2, Le., the motors are located on the joint
axes with centres of mass located at the origins of the respective frames.

With the chosen coordinate frames, computation of the Jacobians in (4.16) and
(4.18) yields
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Obviously, in this case there are no angular velocity contributions for both links.
Computation of the Jacobians in (4.25), (4.26), (4.28), (4.29) yields

where kri is the gear reduction ratio of Motor i. It is obvious to see that Zl

[1 0 0 f, which greatly simplifies computation of the second term in (4.30).
From (4.32), the inertia matrix is

It has to be remarked that B is constant, i.e., it does not depend on the arm configuration.
This implies also that C = 0, i.e., there are no contributions of centrifugal and
Coriolis forces. As for the gravitational terms, since go = [0 0 _g]T (g is gravity
acceleration), (4.38) with the above Jacobians gives:

g2 = o.

In the absence of friction and tip contact forces, the resulting equations of motion are

where T1 and T2 denote the forces applied to the two joints. Notice that a completely
decoupled dynamics has been obtained. This is a consequence not only of the Cartesian
structures but also of the particular geometry; in other words, if the second joint axis
were not at a right angle with the first joint axis, the resulting inertia matrix would not
be diagonal.

4.3.2 Two-link Planar Arm

Consider the two-link planar arm in Figure 4.5, for which the vector of generalized
coordinates is q = [1J 1 1J2 ]T. Let £1, £2 be the distances of the centres of mass of the
two links from the respective joint axes. Let also mel' me2 be the masses of the two
links, and mml ' mm2 the masses of the rotors of the two joint motors. Finally, let I ml'

1m2 be the moments of inertia with respect to the axes of the two rotors, and leI' Ie2
the moments of inertia relative to the centres of mass of the two links, respectively. It
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Figure 4.5 Two-link planar arm.

is assumed that Pmi = Pi-1 and zmi = Zi-1, for i = 1, 2, i. e., the motors are located
on the joint axes with centres of mass located at the origins of the respective frames.

With the chosen coordinate frames, computation of the Jacobians in (4.16) and
(4.18) yields

[

-£181 O~] [-a181 - £2812
J (e l ) fl J(e2) fl

p = q~l P = a1 C1~ t-2 C12

whereas computation of the Jacobians in (4.17) and (4.19) yields

Jg') ~ [H] Jg') ~ [H]
Notice that Wi, for i = 1,2, is aligned with Zo, and thus R i has no effect. It is then
possible to refer to the scalar moments of inertia lei'

Computation of the Jacobians in (4.25) and (4.26) yields

J}md ~ [~~] J}m'l ~ [~~:' ~],
whereas computation of the Jacobians in (4.28) and (4.29) yields

J6m
,j = [~~o] J6mz

) = [~ ~],
kr1 1 kr2

where kri is the gear reduction ratio of Motor i.
From (4.32), the inertia matrix is

B(q) = [bll ('l92 ) b12 ('l92 )]
b21 ('l92 ) b22

bll = leI + mel £i + k;lIml + Iez + mez (ai + £~ + 2a1 £2 C2)

+ I mz + mmzai

b12 = b21 = Iez + mez(£~ + a1£2c2) + kr2 I mz

b22 = Iez + mez£~ + k;2 Imz·
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Compared to the previous example, the inertia matrix is now configuration-dependent
and computation of Christoffel symbols as in (4.44) gives:

lobll
Clll = --- = 0

2 Oql
lobll

C1l2 = C12l = 2" Oq2 = -me2 al£2 s2 = h

Cl22 = Ob12 _ ~ Ob22 = h
OQ2 2 OQl

C2ll = Ob2l _ ~ obll = -h
OQl 2 OQ2

lob22
C2l2 = C22l = --- = 0

2 OQl
lob22

C222 = 2" OQ2 = 0,

leading to the matrix

[
h{)2

C(q,it) = .
-hfh

Computing the matrix N in (4.46) gives

N(q, it) = B(q) - 2C(q, it)

that allows verifying the skew-symmetry property expressed by (4.47).
As for the gravitational terms, since go = [0 -g O]T, (4.38) with the above

Jacobians gives:

gl = (me,£l + mm2al + me2adgcl + me2£2gc12

g2 = me2 £2gc12.

In the absence of friction and tip contact forces, the resulting equations of motion are

(
2 2 2 2 2) ..Ie, + me'£l + krlIm, + Ie2 + me2(al + £2 + 2al£2C2) + 1m2 + mm2 al '191

+ (Ie2 + me2 (£~ + al£2C2) + kr2 Im2 ) -B2
. . '2

- 2me2al£2s2fh'l92 - me2al£2 s2'192
+ (me, £1 + mm2al + me2adgCl + me2£2gC12 = 71 (4.81)

(Ie2 + me2(£~ + al£2 c2) + kr2 Im2 ) -B l + (Ie2 + me2£~ + k;2Im2)-B2
'2+ me2al£2s2'19l + me2£2gC12 = 72
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where T1 and T2 denote the torques applied to the joints.
Finally, it is wished to derive a parameterization of the dynamic model (4.81)

according to the relation (4.80). By direct inspection of the expressions of the joint
torques, it is possible to find the following parameter vector:

(4.82)

Jr1 = m1 = me, + mm2

Jr2 = m1£c, = me, (£1 - ad
A 2

Jr3 = h = Ie, + me, (£1 - ad + 1m2
Jr4 = 1m ,

Jr5 = m2 = me2

Jr6 = m2£C2 = me2(£2 - a2)
A 2

Jr7 = h = Ie2 + me2(£2 - a2)

JrS = 1m2 ,

where the parameters for the augmented links have been found according to (4.76). It
can be recognized that the number of nonnull parameters is less than the maximum
number of twenty-two parameters allowed in this case6

. The regressor in (4.80) is

y = [Yll
Y21

Y12
Y22

Y13
Y23

Y14 Y15 Y16 Y17
Y24 Y25 Y26 Y27

Y1S]
Y2S

(4.83)

2 ..
Yll = a1191 + a1gc1

Y12 = 2a1l91 + gC1

Y13 = 191
2 ..

Y14 = kr1 191
2 2 .. 2 .. . .

Y15 = (a1 + 2a1 a2C2 + a2)191 + (a1 a2 C2 + a2)192 - 2a1 a2 s2191192
'2

- a1 a2s2192 + a1gc1 + a2gc12
.. ... . '2

Y16 = (2a1c2 + 2a2)191 + (a1 c2 + 2a2)192 - 2a1s2191192 - a1 s2192 + gC12

Y17 = 19 1 + 192

Y1S = kr2 l92

Y21 = 0

Y22 = 0

Y23 = 0
Y24 = 0

6 The number of parameters can be further reduced by resorting to a more accurate inspection,
which leads to fi nding a minimum number of fi ve parameters; those turn out to be a linear
combination of the parameters in (4.82).



Dynamics 153

2·· 2·· ·2
Y25 = (al a 2C2 + a 2 )19 1 + a 2192 + al a 2S219 1 + a2gc12

.. .. ·2
Y26 = (al C2 + 2a2)191 + 2a2192 + al S 2191 + gC12

Y27 = 191 + 192
.. 2"

Y28 = kr2 19 1 + kr2 f)2.

Example 4.2

In order to understand the relative weight of the various torque contributions in the
dynamic model (4.81), consider a two-link planar arm with the following data:

kr1 = kr2 = 100 mm, = mm2 = 5kg 1m , = 1m2 = 0.01kg·m2
.

The two links have been chosen equal to better illustrate the dynamic interaction
between the two joints.

Figure 4.6 shows the time history of positions, velocities, accelerations and torques
resulting from joint trajectories with typical triangular velocity profile and equal time
duration. The initial arm configuration is so that the tip is located at the point (0.2, 0) m
with a lower elbow posture. Both joints make a rotation of 1f/2 rad in a time of 0.5 s.

From the time history of the single torque contributions in Figure 4.7 it can be
recognized what follows:

• The inertia torque at Joint 1 due to Joint 1 acceleration follows the time history
of the acceleration.

• The inertia torque at Joint 2 due to Joint 2 acceleration is piecewise constant,
since the inertia moment at Joint 2 axis is constant.

• The inertia torques at each joint due to acceleration of the other joint confirm
the symmetry of the inertia matrix, since the acceleration profiles are the same
for both joints.

• The Coriolis effect is present only at Joint 1, since the arm tip moves with
respect to the mobile frame attached to Link 1 but is fixed with respect to the
frame attached to Link 2.

• The centrifugal and Coriolis torques reflect the above symmetry.

Figure 4.8 shows the time history ofpositions, velocities, accelerations and torques
resulting from joint trajectories with typical trapezoidal velocity profile and different
time duration. The initial configuration is the same as in the previous case. The two
joints make a rotation so as to take the tip to the point (1.8, 0) m. The acceleration time
is 0.15 s and the maximum velocity is 5 rad/s for both joints.

From the time history of the single torque contributions in Figure 4.9 it can be
recognized what follows:

• The inertia torque at Joint 1 due to Joint 2 acceleration is opposite to that at
Joint 2 due to Joint 1 acceleration in that portion of trajectory when the two
accelerations have the same magnitude but opposite sign.
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Figure 4.6 Time history of positions, velocities, accelerations and torques withjoint trajectories
of equal duration.
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Figure 4.7 Time history of torque contributions with joint trajectories of equal duration.
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Figure 4.8 Time history of positions, velocities, accelerations and torques with joint trajectories
of different duration.
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Figure 4.9 Time history of torque contributions with joint trajectories of different duration.
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Figure 4.10 Time history of tip position, velocity and acceleration with a straight line tip
trajectory along the horizontal axis.

• The different velocity profiles imply that the centrifugal effect induced at Joint
1 by Joint 2 velocity dies out later than the centrifugal effect induced at Joint
2 by Joint 1 velocity.

• The gravitational torque at Joint 2 is practically constant in the first portion
of the trajectory, since Link 2 is almost kept in the same posture. As for the
gravitational torque at Joint 1, instead, the centre of mass of the articulated
system moves away from the origin of the axes.

Finally, Figure 4.10 shows the time history of tip position, velocity and acceleration
for a trajectory with a trapezoidal velocity profile. Starting from the same initial
posture as above, the arm tip makes a translation of 1.6 m along the horizontal axis;
the acceleration time is 0.15 s and the maximum velocity is 5 m/s.
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Figure 4.11 Time history of joint positions, velocities, accelerations, and torques with a straight
line tip trajectory along the horizontal axis.
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Figure 4.12 Time history of joint torque contributions with a straight line tip trajectory along
the horizontal axis.
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As a result of an inverse kinematics procedure, the time history of joint positions,
velocities and accelerations have been computed which are illustrated in Figure 4.11,
together with the joint torques that are needed to execute the assigned trajectory.
It can be noticed that the time history of the represented quantities differs from the
corresponding ones in the operational space, in view of the nonlinear effects introduced
by kinematic relations.

For what concerns the time history of the individual torque contributions in Fig­
ure 4.12, it is possible to make a number of remarks similar to those made above for
trajectories assigned directly in the joint space.

4.3.3 Parallelogram Arm

Consider the parallelogram arm in Figure 4.13. Because of the presence of the closed
chain, the equivalent tree-structured open-chain arm is initially taken into account. Let
£1" £2" £3' and £1" be the distances of the centres of mass of the three links along one
branch of the tree, and of the single link along the other branch, from the respective
joint axes. Let also me", me

2
" me

3
, and me,,, be the masses of the respective links,

and Ie", Ie
2

" Ie
3

, and Ie,,, the moments of inertia relative to the centres of mass of
the respective links. For the sake of simplicity, the contributions of the motors are
neglected.

With the chosen coordinate frames, computation of the Jacobians in (4.16) and
(4.18) yields

H] -£2'81'2'

£2,C1'2'

o ~]
-a1" 81'2' - £3'81'2'3'

a1"C1'2' + £3'C1'2'3'

o

-£3'81'2'3' ]

£3' C1'2'3'

o
and

whereas computation of the Jacobians in (4.17) and (4.19) yields

J);") ~ [~
0

~] [~
0

~] [~
0

~]0 J(e2') - 0 J(e3,) _ 0o - o -
0 1 1

and

J);''')~ m.
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Figure 4.13 Parallelogram arm.

From (4.32), the inertia matrix of the virtual arm composed of joints 1J1" 1J2" 1J3 ,

IS

b1'2' (1J 2" 1J3,)

b2, 2' (1J 3 , )

b3'2' (1J 3 , )

b1'1' = Ie" + me"gi, + Ie 2 , + me2 , (ai, + g~, + 2al,g2'C2') + Ie3 ,

+me3 ,(ai, +ai" +g~, + 2al,al"C2' + 2al,g3'C2'3' + 2al"g3'C3')

b1'2' = b2'1' = Ie 2 , + me2 , (g~, + al,g2'C2') + Ie3 ,

+ me3 , (ai" + g~, + al,al"C2' + al,g3,c2'3' + 2al"g3'C3')

b1'3' = b3'1' = Ie3 , + me3 , (g~, + al,g3,c2'3' + al"g3'C3')

b2'2' = Ie 2 , + me2 , g~, + Ie3 , + me3 , (ai" + g~, + 2al',g3' C3')

b2'3' = b3'2' = Ie3 , + me3 , (g~, + al"g3'C3')

b3,3' = Ie
3

, + me
3

, g~,

while the moment of inertia of the virtual arm composed of just joint 1J 1" is

Therefore, the inertial torque contributions of the two virtual arms are respectively:

3'

Ti' = L bi'j,;jj'

j'=l'

At this point, in view of (2.59) and (3.109), the inertial torque contributions at the
actuated joints for the closed-chain arm turn out to be
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where qa = [f)l' f)l,,]T, 'Ta = [Tal Ta2]T and

B a = [ball ba12 ]
ba2l ba22

ball = 1£" + m£,,£i, + m£2' ai, + 1£3' + m£3'£~' + m£3' ai, - 2al,m£3,£3'

ba12 = ba2l = (al,m£2' £2' + al" m£3' (aI' - £3' )) cos (f)l" - f)l' )

ba22 = 1£,,, + m£,,, £i" + 1£2' + m£2' £~, + m£3' ai,,·

This expression reveals the possibility of obtaining a configuration-independent and
decoupled inertia matrix; to this purpose it is sufficient to design the four links of the
parallelogram so that

m£3,l3' all

m£2' £2' al"

where l3' = £3' - aI' is the distance of the centre of mass of Link 3' from the axis of
Joint 4. If this condition is satisfied, then the inertia matrix is diagonal (b a12 = ba2l =
0) with

2 2 ( £2,l3' )
ball = 1£" + m£" £1' + m£2' aI' 1 + --- + 1£3'

al,al"

2 2 ( al,al")ba22 = 1£,,, + m£,,, £1" + 1£2' + m£2' £2' 1 + ---- .
£2'£3'

As a consequence, no contributions of Coriolis and centrifugal torques are obtained.
Such a result could not be achieved with the previous two-link planar arm, no matter
how the design parameters were chosen.

As for the gravitational terms, since go = [0 -g O]T, (4.38) with the above
Jacobians gives:

gl' = (m£" £1' + m£2' aI' + m£3' aI' )gCl' + (m£2' £2' + m£3' al" )gCl'2'

+ m£3' £3' gCl'2'3'

g2' = (m£2' £2' + m£3' al" )gCl'2' + m£3' £3' gCl'2'3'

g3' = m£3' £3' gCl'2'3'

and

Composing the various contributions as done above yields

which, together with the inertial torques, completes the derivation of the sought dy­
namic model.

A final comment is in order. In spite of its kinematic equivalence with the two­
link planar arm, the dynamic model of the parallelogram is remarkably lighter. This
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property is quite advantageous for trajectory planning and control purposes. For this
reason, apart from obvious considerations related to manipulation of heavy payloads,
the adoption of closed kinematic chains in the design of industrial robots has received
a great deal of attention.

4.4 Dynamic Parameter Identification

The use of the dynamic model for solving simulation and control problems demands
the knowledge of the values of dynamic parameters of the manipulator model.

Computing such parameters from the design data of the mechanical structure is not
simple. CAD modelling techniques can be adopted which allow computing the values
of the inertial parameters of the various components (links, actuators and transmissions)
on the basis of their geometry and type of materials employed. Nevertheless, the
estimates obtained by such techniques are inaccurate because of the simplification
typically introduced by geometric modelling; moreover, complex dynamic effects,
such as joint friction, cannot be taken into account.

A heuristic approach could be to dismantle the various components of the manip­
ulator and perform a series of measurements to evaluate the inertial parameters. Such
technique is not easy to implement and may be troublesome to measure the relevant
quantities.

In order to find accurate estimates of dynamic parameters, it is worth resorting to
identification techniques which conveniently exploit the property of linearity (4.80)
of the manipulator model with respect to a suitable set of dynamic parameters. Such
techniques allow computing the parameter vector 1r from the measurements of joint
torques T and of relevant quantities for the evaluation of the matrix Y, when suitable
motion trajectories are imposed to the manipulator.

On the assumption that the kinematic parameters in the matrix Yare known
with good accuracy, e.g., as a result of a kinematic calibration, measurements of joint
positions q, velocities q and accelerations ij are required. Joint positions and velocities
can be actually measured while numerical reconstruction of accelerations is needed;
this can be performed on the basis of the position and velocity values recorded during
the execution of the trajectories. The reconstructing filter does not work in real time and
thus it can also be anti-causal, allowing an accurate reconstruction of the accelerations.

As regards joint torques, in the unusual case of torque sensors at the joint, these
can be measured directly. Otherwise, they can be evaluated from either wrist force
measurements or current measurements in the case of electric actuators.

If measurements of joint torques, positions, velocities and accelerations have been
obtained at given time instants tl, ... , tN along a given trajectory, one may write

(4.84)

The number of time instants sets the number of measurements to perform and shall be
large enough (typically N n » p) so as to avoid ill-conditioning of matrix Y. Solving



Dynamics 165

(4.84) by a least-squares technique leads to the solution in the form

(4.85)

where CyTy) -1 yT is the left pseudo-inverse matrix of Y.
It should be noticed that, in view of the block triangular structure of matrix Y

in (4.79), computation of parameter estimates could be simplified by resorting to a
sequential procedure. Take the equation Tn = Y'[;n 7l"n and solve it for 7l"n by specifying
Tn and Y'[;n for a given trajectory on Joint n. By iterating the procedure, the manipulator
parameters can be identified on the basis of measurements performed joint by joint
from the outer link to the base. Such procedure, however, may have the inconvenience
to accumulate any error due to ill-conditioning of the matrices involved step by step.
It may then be worth operating with a global procedure by imposing motions on all
manipulator joints at the same time.

Regarding the rank of matrix y, it is possible to identify only the dynamic param­
eters of the manipulator that contribute to the dynamic model. Example 4.2 has indeed
shown that for the two-link planar arm considered, only eight out of the twenty-two
possible dynamic parameters appear in the dynamic model. Hence, there exist some
dynamic parameters which, in view of the disposition of manipulator links and joints,
are non identifiable, since for any trajectory assigned to the structure they do not con­
tribute to the equations of motion. A direct consequence is that the columns of the
matrix Yin (4.79) corresponding to such parameters are null and thus they have to be
removed from the matrix itself; e.g., the resulting (2 x 8) matrix in (4.83).

Another issue to consider about determination of the effective number of parame­
ters that can be identified by (4.85) is that some parameters can be identified in linear
combinations whenever they do not appear isolated in the equations. In such case, it is
necessary, for each linear combination, to remove as many columns of the matrix Y
as the number of parameters in the linear combination minus one.

For the determination of the minimum number of identifiable parameters that
allow direct application of the least-squares technique based on (4.85), it is possible
to directly inspect the equations of the dynamic model, as long as the manipulator has
few joints. Otherwise, numerical techniques based on singular value decomposition of
matrix Y have to be used. If the matrix Y resulting from a series of measurements is
not full-rank, one has to resort to a damped least-squares inverse of Y where solution
accuracy depends on the weight of the damping factor.

In the above discussion, the type of trajectory imposed to the manipulator joints
has not been explicitly addressed. It can be generally ascertained that the choice shall
be oriented in favor of polynomial type trajectories which are sufficiently rich so as
to allow an accurate evaluation of the identifiable parameters. This corresponds to
achieving a low condition number of the matrix yTy along the trajectory. On the
other hand, such trajectories shall not excite any unmodeled dynamic effects such
as joint elasticity or link flexibility that would naturally lead to obtaining unreliable
estimates of the dynamic parameters to identify.

Finally, it is worth observing that the technique presented above can be extended
also to the identification of the dynamic parameters of an unknown payload at the
manipulator's end effector. In such case, the payload can be regarded as a structural
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modification of the last link and one may proceed to identify the dynamic parameters
of the modified link. To this purpose, if a force sensor is available at the manipulator's
wrist, it is possible to directly characterize the dynamic parameters of the payload
starting from force sensor measurements.

4.5 Newton-Euler Formulation

In the Lagrange formulation, the manipulator dynamic model is derived starting from
the total Lagrangian of the system. On the other hand, the Newton-Euler formulation
is based on a balance of all the forces acting on the generic link of the manipulator.
This leads to a set of equations whose structure allows a recursive type of solution;
a forward recursion is performed for propagating link velocities and accelerations,
followed by a backward recursion for propagating forces.

Consider the generic augmented Link i (Link i plus motor of Joint i + 1) of
the manipulator kinematic chain (Figure 4.14). According to what was presented
in Section 4.2.2, one can refer to the centre of mass Ci of the augmented link to
characterize the following parameters:

mi mass of augmented link,

Ii inertia tensor of augmented link,

1mi moment of inertia of rotor,

Ti-l,Ci vectorfrom origin of Frame (i - 1) to centre of mass Ci ,

Ti,Ci vector from origin of Frame i to centre of mass Ci ,

Ti-l,i vector from origin of Frame (i - 1) to origin of Frame i.

The velocities and accelerations to be considered are:

PCi linear velocity of centre of mass Ci ,

Pi linear velocity of origin of Frame i,

Wi angular velocity of link,

wmi angular velocity of rotor,

PCi linear acceleration of centre of mass C i ,

Pi linear acceleration of origin of Frame i,

Wi angular acceleration of link,

wmi angular acceleration of rotor,

go gravity acceleration.

The forces and moments to be considered are:

fi force exerted by Link i-Ion Link i,

- fHl force exerted by Link i + 1 on Link i,

J-Li moment exerted by Link i -Ion Link i with respect to origin ofFrame i-I,
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Figure 4.14 Characterization of Link i for Newton-Euler formulation.

- J..Li+l moment exerted by Link i + 1 on Link i with respect to origin of Frame i.

Initially, all the vectors and matrices are assumed to be expressed with reference to the
base frame.

As already anticipated, the Newton-Euler formulation describes the motion of the
link in terms of a balance of forces and moments acting on it.

The Newton equation for the translational motion of the centre of mass can be
written as

(4.86)

The Euler equation for the rotational motion of the link (referring moments to the
centre of mass) can be written as

where (4.66) has been used for the angular momentum of the rotor. Notice that the
gravitational force mi90 does not generate any moment, since it is concentrated at the
centre of mass.

As pointed out in the above Lagrange formulation, it is convenient to express the
inertia tensor in the current frame (constant tensor). Hence, according to (4.12), one
has Ii = RJtRf, where R i is the rotation matrix from Frame i to the base frame.
Substituting this relation in the first term on the right-hand side of (4.87) yields

d - . _. T _., T _. T
dt (Iiwi) = Ri1iRi Wi + Ri1iRi Wi + Ri1iRi Wi (4.88)

-i T -i T T -i T·
= S(wi)RiliRi Wi + RiliRi S (Wi)Wi + RiliRi Wi
= IiWi + Wi X (Iiwi)
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where the second term represents the gyroscopic torque induced by the dependence
of Ii on link orientation7

. Moreover, by observing that the unit vector zmi+l rotates
accordingly to Link i, the derivative needed in the second term on the right-hand side
of (4.87) is

By substituting (4.88) and (4.89) in (4.87), the resulting Euler equation is

J-Li + Ii x Ti-l,Ci - J-LHI - IHI x Ti,Ci = liwi + Wi X (liw;)

(4.89)

(4.90)

The generalized force at Joint i can be computed by projecting the force Ii for
a prismatic joint, or the moment J-Li for a revolute joint, along the joint axis. In
addition, there is the contribution of the rotor inertia torque krilmiw;;;"i zmi' Hence,
the generalized force at Joint i is expressed by:

4.5.1 Link Acceleration

for a prismatic joint

for a revolute joint.
(4.91)

The Newton-Euler equations in (4.86) and (4.90) and the equation in (4.91) require the
computation of linear and angular acceleration of Link i and Rotor i. This computation
can be carried out on the basis of the relations expressing the linear and angular
velocities previously derived. The equations in (3.19), (3.20), (3.23), (3.24) can be
briefly rewritten as

and

{
Wi-l

Wi = .
Wi-l + 'lJiZi - 1

for a prismatic joint

for a revolute joint
(4.92)

. { Pi-l + dizi - 1 + Wi X Ti-l,i
Pi=

Pi-l + Wi X Ti-l,i

for a prismatic joint

for a revolute joint.
(4.93)

As for the angular acceleration of the link, it can be seen that, for a prismatic joint,
differentiating (3.19) with respect to time gives

(4.94)

7 In deriving (4.88), the operator S has been introduced to compute the derivative of R, as
in (3.7); also, the property ST (Wi)Wi = 0 has been utilized.
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whereas, for a revolute joint, differentiating (3.23) with respect to time gives

(4.95)

As for the linear acceleration of the link, for a prismatic joint, differentiating (3.20)
with respect to time gives

Pi = Pi-1 + di z i - 1 + di W i-1 X Zi-1 + Wi x Ti-1,i

+ Wi X di z i - 1 + Wi X (Wi-1 x Ti-1,;)

(4.96)

where the relation 1'i-1,i = di z i - 1 + Wi-1 x Ti-1,i has been used. Hence, in view of
(3.19), the equation in (4.96) can be rewritten as

Also, for a revolute joint, differentiating (3.24) with respect to time gives

(4.98)

In sum, the equations in (4.94), (4.95), (4.97), (4.98) can be briefly rewritten as

and

for a prismatic joint

for a revolute joint
(4.99)

for a prismatic joint (4.100)

for a revolute joint.

The acceleration of the centre of mass of Link i required by the Newton equation
in (4.86) can be derived from (3.13), since 1'1,0; = 0; by differentiating (3.13) with
respect to time, the acceleration of the centre of mass C i can be expressed as a function
of the velocity and acceleration of the origin of Frame i, i.e.,

(4.101)

Finally, the angular acceleration of the rotor can be obtained by time differentiation
of (4.23), i.e.,

(4.102)

4.5.2 Recursive Algorithm

It is worth remarking that the resulting Newton-Euler equations of motion are not in
closed form, since the motion of a single link is coupled to the motion of the other
links through the kinematic relationship for velocities and accelerations.
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Once the joint positions, velocities and accelerations are known, one can compute
the link velocities and accelerations, and the Newton-Euler equations can be utilized
to find the forces and moments acting on each link in a recursive fashion, starting from
the force and moment applied to the end effector. On the other hand, also link and rotor
velocities and accelerations can be computed recursively starting from the velocity and
acceleration of the base link. In sum, a computationally recursive algorithm can be
constructed that features ajorward recursion relative to the propagation of velocities
and accelerations and a backward recursion for the propagation ofjorces and moments
along the structure.

For the forward recursion, once q, q, q, and the velocity and acceleration of the
base link wo, Po - go, Wo are specified, Wi, Wi, Pi, PCi' wmi can be computed using
(4.92), (4.99), (4.100), (4.101), (4.102), respectively. Notice that the linear acceleration
has been taken as Po - go so as to incorporate the term -go in the computation of the
acceleration of the centre of mass PCi via (4.100) and (4.101).

Having computed the velocities and accelerations with the forward recursion from
the base link to the end effector, a backward recursion can be carried out for the forces.
In detail, once h = [/;;+1 1-£;+1 jT is given (eventually h = 0), the Newton equation
in (4.86) to be used for the recursion can be rewritten as

(4.103)

since the contribution ofgravity acceleration has already been included in PCi' Further,
the Euler equation gives

I-£i = - Ii x (Ti-l,i + Ti,C,) + I-£i+l + Ii+l x Ti,Ci + liWi + Wi X (liwi)

+ kr,i+lQi+lImi+1ZmHl + k r,i+lqi+lImi+1Wi x zmHl (4.104)

which derives from (4.90), where Ti-l,Ci has been expressed as the sum of the two
vectors appearing already in the forward recursion. Finally, the generalized forces
resulting at the joints can be computed from (4.91) as

for a prismatic joint

for a revolute joint,
(4.105)

where joint viscous and Coulomb friction torques have been included.
In the above derivation, it has been assumed that all vectors were referred to the

base frame. To greatly simplify computation, however, the recursion is computationally
more efficient if all vectors are referred to the current frame on Link i. This implies
that all vectors that need to be transformed from Frame i + 1 into Frame i have to be
multiplied by the rotation matrix R}+I' whereas all vectors that need to be transformed
from Frame i-I into Frame i have to be multiplied by the rotation matrix R~-1T.
Therefore, the equations in (4.92), (4.99), (4.100), (4.101), (4.102), (4.103), (4.104)
and (4.105) can be rewritten as:

{Ri-1T i-I
. W· 1

wI = R:-IT(~~-1 + iJ.Z )
2 "-1 "0

for a prismatic joint

for a revolute joint
(4.106)
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-----.l~1 ''''OJ I '~

(4.111)

(4112)

Figure 4.15 Computational structure of the Newton-Euler recursive algorithm.

for a prismatic joint

for a revolute joint
(4.107)

.. i
Pi=

R~-lT(p~=~+dizO) +2diwI X R~-lTZo

+Wi x T i 1 . + wi X (wi x T i 1 .)'l 2- ,2 'l 'l 2- ,2

R i-1T··i-1 . i i
i Pi-1 + Wi X Ti- 1,i

+wI x (wI x TL1,i)

for a prismatic joint

for a revolute joint

(4.108)

··i ··i .iii (i i)
PCi = Pi + Wi X Ti,Ci + Wi X Wi X Ti,Ci

. i-I . i-I k" i-I k . i-I i 1
Wmi = Wi- 1 + riqiZmi + riQiWi-1 X Z,;;:;

f i Ri fH1 .. i
i = HI HI + miPCi

(4.109)

(4.110)

(4.111)

i _ iii i HI i HI i -i . i
J..ti -- fi x (Ti- 1,i+Ti,C,) + R H1 J..tH1 + RHdH1 x Ti,Ci + Iiwi (4.112)

+ wI x (lIwI) + kr,H1Qi+I1mi+l Z:ni+1 + kr,i+IQH1Imi+l wI x Z:ni+l
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for a prismatic joint
(4.113)

for a revolute joint.

The above equations have the advantage that the quantities It, ri,ci ' z~1 are constant;
further,itiszo=[O 0 I]T.

To summarize, for given joint positions, velocities and accelerations, the recursive
algorithm is carried out in the following two phases:

• With known initial conditions wg, pg - gg, and wg, use (4.106), (4.107),
(4.108), (4.109), (4.110), for i = 1, ... , n, to compute wt, wt, pL pb

i
, W~l .

• With known terminal conditions i;:t; and JL~t~, use (4.111) and (4.112),for
i = n, ... , 1, to compute it and JLL and then (4.113) to compute Ti.

The computational structure of the algorithm is schematically illustrated in Fig­
ure 4.15.

4.5.3 Example

In the following, an example to illustrate the single steps of the Newton-Euler algorithm
is developed. Consider the two-link planar arm whose dynamic model has already been
derived in Example 4.2.

Start by imposing the initial conditions for the velocities and accelerations:

··0 0 [0Po - go = g o . 0 0wo = wo = ,

and the terminal conditions for the forces:

it = 0 JL~ = O.

All quantities are referred to the current link frame. As a consequence, the following
constant vectors are obtained:

where eCl and eC2 are both negative quantities. The rotation matrices needed for vector
transformation from one frame to another are:

[

Ci
i-l

R i = ~

-Si

Ci

o
i = 1,2 R~ =1.

Further, it is assumed that the axes of rotation of the two rotors coincide with the
respective joint axes, i.e., Z~l = Zo = [0 0 I]T fori = 1,2.
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According to (4.106)-(4.113), the Newton-Euler algorithm requires the execution
of the following steps.

• Forward recursion: Link 1

• Forward recursion: Link 2

W 2 ­2-

W· 2 ­2-

[J,:J
[J,:J

··2PC2 =
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• Backward recursion: Link 2

f 2 -
2 -

,,2 _
,..,2 -

[

m2(a1S201 - a1C20i - (.eC2+ a2)(01+ O2)2 + 9S12)]

m2 (a1C201 + (.eC2 + a2)(~1 + O2 ) + a1S20i + gC12)

T2 = (12zz + m2 ((.eC2 + a2)2 + ad.ec2 + a2)C2) + kr2Im2)01

+ (12zz + m2(.eC2 + a2)2 + k;2Im2) O2

+m2a1(.ec2 +a2)s20i +m2(.ec2+a2)gc12 o

• Backward recursion: Link 1

-m2(.ec2+ a2)s2(01+ O2 ) - m1 (.ec, + ad0i - m2a10i
-m2(.ec2+ a2)c2(01+ O2)2 + (m1 + m2)gsl

it = md.ec , + ad01+ m2a101 + m2(.ec2 + a2)c2(01+ O2 )

-m2(.ec2 + a2)s2(01 + O2)2 + (m1 + m2)gc1

o

*
*

,,1 _
,..,1-

11zz01+ m2ai01 + m1 (.ec, + ad201+ m2a1 (.ec2+ a2)c201
+12zz(01+ O2 ) + m2a1(.ec2 + a2)c2(01+ O2 )

+m2(.ec2+ a2)2(01+ O2 ) + kr2Im202
+m2a1 (.ec2+ a2)s20i - m2a1 (.ec2+ a2)s2(01+ O2)2

+m1 (.ec, + adgc1 + m2a1gc1 + m2(.ec2+ a2)gc12

(
- 2 2 -

T1 = hzz + md.ec , + ad + krllm, + Izzz

+m2 (ai + (.eC2 + a2)2 + 2a1(.ec2 + a2)c2) )01

+ (I2ZZ + m2 ((.ec2+ a2)2 + a1(.ec2+ a2)c2) + kr2 Im2 )02
o 0 O

2-2m2a1(.ec2 + a2)S2'l91'l92 - m2a1(.ec2 + a2)S2'l92



Dynamics 175

As for the moment components, those marked by the symbol '*' have not been
computed, since they are not related to the joint torques T2 and Tl.

Expressing the dynamic parameters in the above torques as a function of the link
and rotor parameters as in (4.82) yields:

ml = me, +mm2
ml£c, = me, (£1 - ad

- 2 A 2
hzz + ml£C, = h = Ie, + me, (£1 - ad + 1m2

m2 = me2
m2£c2 = me2(£2 - a2)

- 2 A 2Izzz + m2£C2 = 12 = le2 + me2(£2 - a2) .

On the basis of these relations, it can be verified that the resulting dynamic model
coincides with the model derived in (4.81) with Lagrange formulation.

4.6 Direct Dynamics and Inverse Dynamics

Both Lagrange formulation and Newton-Euler formulation allow computing the re­
lationship between the joint torques-and, if present, the end-effector forces-and
the motion of the structure. A comparison between the two approaches reveals what
follows. The Lagrange formulation has the following advantages:

• It is systematic and of immediate comprehension.

• It provides the equations of motion in a compact analytical form containing
the inertia matrix, the matrix in the centrifugal and Coriolis forces, and the
vector of gravitational forces. Such a form is advantageous for control design.

• It is effective if it is wished to include more complex mechanical effects such
as flexible link deformation.

The Newton-Euler formulation has the following fundamental advantage:

• It is an inherently recursive method that is computationally efficient.

In the study of dynamics, it is relevant to find a solution to two kinds of problems
concerning computation of direct dynamics and inverse dynamics.

The direct dynamics problem consists of determining, for t > to, the joint accel­
erations ij(t) (and thus q(t), q(t» resulting from the given joint torques r(t)-and
the possible end-effector forces h(t)-once the initial positions q(to) and velocities
q(to) are known (initial state of the system).

The inverse dynamics problem consists of determining the joint torques r(t) which
are needed to generate the motion specified by the joint accelerations ij(t), velocities
q(t), and positions q(t)-once the possible end-effector forces h(t) are known.

Solving the direct dynamics problem is useful for manipulator simulation. Direct
dynamics allows describing the motion of the real physical system in terms of the
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joint accelerations, when a set of assigned joint torques is applied to the manipulator;
joint velocities and positions can be obtained by integrating the system of nonlinear
differential equations.

Since the equations of motion obtained with Lagrange formulation give the ana­
lytical relationship between the joint torques (and the end-effector forces) and the joint
positions, velocities and accelerations, these can be computed from (4.41) as

ij = B-1(q)(r - r') (4.114)

where

r'(q, q) = C(q, q)q + Fvq + Fs sgn (q) + g(q) + JT (q)h (4.115)

denotes the torque contributions depending on joint positions and velocities. There­
fore, for simulation of manipulator motion, once the state at the time instant tk is
known in terms of the position q(tk) and velocity q(tk), the acceleration ij(tk) can be
computed by (4.114). Then using a numerical integration method, e.g., Runge-Kutta,
with integration step ilt, the velocity q(tk+d and position q(tkH) at the instant
tkH = tk + ilt can be computed.

If the equations of motion are obtained with Newton-Euler formulation, it is
possible to compute direct dynamics by using a computationally more efficient method.
In fact, for given q and q, the torques r' (q, q) in (4.115) can be computed as the torques
given by the algorithm of Figure 4.15 with ij = O. Further, column bi of matrix B(q)
can be computed as the torque vector given by the algorithm of Figure 4.15 with
go = 0, q = 0, qi = 1 and qj = 0 for j i- i; iterating this procedure for i = 1, ... ,n
leads to constructing the matrix B(q). Hence, from the current values of B(q) and
r'(q,q), and the given r, the equations in (4.114) can be integrated as illustrated
above.

Solving the inverse dynamics problem is useful for manipulator trajectory planning
and control algorithm implementation. Once a joint trajectory is specified in terms of
positions, velocities and accelerations (typically as a result of an inverse kinematics
procedure), and if the end-effector forces are known, inverse dynamics allows com­
putation of the torques to be applied to the joints to obtain the desired motion. This
computation turns out to be useful both for verifying feasibility of the imposed tra­
jectory and for compensating nonlinear terms in the dynamic model of a manipulator.
To this purpose, Newton-Euler formulation provides a computationally efficient re­
cursive method for on-line computation of inverse dynamics. Nevertheless, it can be
shown that also Lagrange formulation is liable to a computationally efficient recursive
implementation, though with a nonnegligible reformulation effort.

For an n-joint manipulator the number ofoperations required is:

• 0 (n2
) for computing direct dynamics,

• O(n) for computing inverse dynamics.

4.7 Operational Space Dynamic Model

As an alternative to the joint space dynamic model, the equations of motion of the
system can be expressed directly in the operational space; to this purpose it is necessary
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to find a dynamic model which describes the relationship between the generalized forces
acting on the manipulator and the number of minimal variables chosen to describe the
end-effector position and orientation in the operational space.

Similarly to kinematic description of a manipulator in the operational space, the
presence of redundant degrees of freedom and/or kinematic and representation singu­
larities deserves careful attention in the derivation of an operational space dynamic
model.

The determination of the dynamic model with Lagrange formulation using oper­
ational space variables allows a complete description of the system motion only in
the case of a nonredundant manipulator, when the above variables constitute a set of
generalized coordinates in terms of which the kinetic energy, the potential energy, and
the nonconservative forces doing work on them can be expressed.

This way of proceeding does not provide a complete description of dynamics for
a redundant manipulator; in this case, in fact, it is reasonable to expect the occurrence
of internal motions of the structure caused by those joint generalized forces which do
not affect the end-effector motion.

To develop an operational space model which can be adopted for both redundant
and nonredundant manipulators, it is then convenient to start from the joint space
model which is in all general. In fact, solving (4.41) for the joint accelerations, and
neglecting the joint friction torques for simplicity, yields

(4.116)

where the joint torques T have been expressed in terms of the equivalent end-effector
forces I according to (3.99). It is worth remarking that h represents the contribution
of the end-effector forces due to contact with the environment, whereas I expresses
the contribution of the end-effector forces due to joint actuation.

On the other hand, the differential kinematics equation in (3.58) can be differen­
tiated with respect to time to get the relationship between joint space and operational
space accelerations, i.e.,

(4.117)

The solution in (4.116) features the geometric Jacobian J, whereas the analytical
Jacobian J A appears in (4.117). For notation uniformity, in view of (3.62), one can set

(4.118)

where TA is the transformation matrix between the two Jacobians. Substituting (4.116)
into (4.117) and accounting for (4.118) gives

where the dependence on q and q has been omitted. With the positions

BA = (JAB-1fi)-1

CAX = BAJAB-1Cq - BAjAq
gA = BAJAB-1g,

(4.119)

(4.120)

(4.121)

(4.122)
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The expression in (4.119) can be rewritten as

(4.123)

which is formally analogous to the joint space dynamic model (4.41). Notice that the
matrix J A B- 1J'I is invertible if and only if J A is full-rank, that is, in the absence of
both kinematic and representation singularities.

For a nonredundant manipulator in a nonsingular configuration, the expressions
in (4.120)-(4. 122) become:

BA = J;;.TBJ;;.1

CAx = J;;.TCq - BAjAq

J - TgA = A g.

(4.120/)

(4.121/)

(4.122/)

As anticipated above, the main feature of the obtained model is its formal validity also
for a redundant manipulator, even though the variables x do not constitute a set of
generalized coordinates for the system; in this case, the matrix B A is representative
of a kinetic pseudo-energy.

In the remainder, the utility of the operational space dynamic model in (4.123) for
solving direct and inverse dynamics problems is investigated. The following derivation
is meaningful for redundant manipulators; for a nonredundant manipulator, in fact,
using (4.123) does not pose specific problems as long as JA is nonsingular (see
(4.120/)-(4.122/».

With reference to operational space, the direct dynamics problem consists of
determining the resulting end-effector accelerations x(t) (and thus x(t), x(t» from
the given joint torques T( t) and end-effector forces h(t). For a redundant manipulator,
(4.123) cannot be directly used, since (3.99) has a solution in I only if T E R(JT). It
follows that for simulation purposes, the solution to the problem is naturally obtained
in the joint space; in fact, the expression in (4.41) allows computing q, q, ij which,
substituted into the direct kinematics equations in (2.70), (3.58), (4.117), give x, X, X,
respectively.

Formulation of an inverse dynamics problem in the operational space requires the
determination of the joint torques T( t) that are needed to generate a specific motion
assigned in terms of x(t), x(t), x(t), for given end-effector forces h(t). A possible
way of solution is to solve a complete inverse kinematics problem for (2.70), (3.58),
(4.117), and then compute the required torques with the joint space inverse dynamics
as in (4.41). Hence, for redundant manipulators, redundancy resolution is performed
at kinematic level.

An alternative solution to the inverse dynamics problem consists of computing I A

as in (4.123) and the joint torques T as in (3.99). In this way, however, the presence
of redundant degrees of freedom is not exploited at all, since the computed torques do
not generate internal motions of the structure.

If it is desired to find a formal solution that allows redundancy resolution at dynamic
level, it is necessary to determine those torques corresponding to the equivalent end­
effector forces computed as in (4.123). By analogy with the differential kinematics
solution (3.50), the expression ofthe torques to be determined will feature the presence
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of a minimum-norm term and a homogeneous term. Since the joint torques have to
be computed, it is convenient to express the model (4.123) in terms of q, q, ij. By
recalling the positions (4.121) and (4.122), the expression in (4.123) becomes

and, in view of (4.117),

By setting

(4.124)

(4.125)

the expression in (4.124) becomes

JI(Bij + Gq + g) = IA - hA. (4.126)

At this point, from the joint space dynamic model in (4.41), it is easy to recognize that
(4.126) can be written as

from which
-T
JAT='A.

The general solution to (4.127) is of the form

(4.127)

(4.128)

that can be derived by observing that fI is a right pseudo-inverse of JI weighted
by the inverse of the inertia matrix B-1 . The (n x 1) vector of arbitrary torques TO

in (4.128) does not contribute to the end-effector forces, since it is projected in the null
space of JI.

To summarize, for given x, X, x and hA, the expression in (4.123) allows com­
puting IA. Then, (4.128) gives the torques T which, besides executing the assigned
end-effector motion, generate internal motions of the structure to be employed for
handling redundancy at dynamic level through a suitable choice of TO.

4.8 Dynamic Manipulability Ellipsoid

The availability of the dynamic model allows formulation of the dynamic manipu­
lability ellipsoid which provides a useful tool for manipulator dynamic performance
analysis. This can be used for mechanical structure design as well as for seeking
optimal manipulator configurations.

Consider the set of joint torques of constant (unit) norm

(4.129)
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describing the points on the surface of a sphere. It is desired to describe the operational
space accelerations that can be generated by the given set of joint torques.

For studying dynamic manipulability, suppose to consider the case of a manipulator
standing still (q = 0), not in contact with the environment (h = 0). The simplified
model is

B(q)ij + g(q) = T. (4.130)

The joint accelerations ij can be computed from the second-order differential kinemat­
ics that can be obtained by differentiating (3.35), and imposing successively q = 0,
leading to

v = J(q)ij. (4.131)

Solving for minimum-norm accelerations only, for a nonsingular Jacobian, and sub­
stituting in (4.130) yields the expression of the torques

T = B(q)Jt (q)v + g(q)

needed to derive the ellipsoid. In fact, substituting (4.132) into (4.129) gives

The vector on the right-hand side of (4.132) can be rewritten as

BJtv + g = B(Jtv + B-1g)

= B(Jtv + B-1g + JtJ B-1g - JtJ B-1g)

= B(Jtv + JtJB-1g + (1 - JtJ)B-1g).

(4.132)

(4.133)

where the dependence on q has been omitted. According to what was done for solv­
ing (4.131), one can neglect the contribution of the accelerations given by B-1g which
are in the null space ofJ and then produce no end-effector acceleration. Hence, (4.133)
becomes

(4.134)

and the dynamic manipulability ellipsoid can be expressed in the form

(4.135)

The core of the quadratic form Jt T B T BJt depends on the geometrical and inertial
characteristics of the manipulator and determines the volume and principal axes of
the ellipsoid. The vector -JB-1g, describing the contribution of gravity, produces a
constant translation of the centre of the ellipsoid (for each manipulator configuration)
with respect to the origin of the reference frame; see the example in Figure 4.16 for a
three-link planar arm.

The meaning of the dynamic manipulability ellipsoid is conceptually similar to that
of the ellipsoids considered with reference to kineto-statics duality. In fact, the distance
of a point on the surface of the ellipsoid from the end effector gives a measure of the



Dynamics 181

0.5o
-0.5 '-----~--~----'

-0.5
[ml

Figure 4.16 Effect of gravity on the dynamic manipulability ellipsoid for a three-link planar
arm.

accelerations which can be imposed to the end effector along the given direction, with
respect to the constraint (4.129). With reference to Figure 4.16, it is worth noticing how
the presence ofgravity acceleration allows performing larger accelerations downwards,
as natural to predict.

In the case of a nonredundant manipulator, the ellipsoid reduces to

(4.135')

Problems

4.1 Find the dynamic model of a two-link Cartesian arm in the case when the second joint
axis forms an angle of Jr / 4 with the fi rst joint axis; compare the result with the model
of the manipulator in Figure 4.4.

4.2 For the planar arm of Section 4.3.2, fi nd a minimal parameterization of the dynamic
model in (4.81).

4.3 Find the dynamic model of the two-link planar arm with a prismatic joint and a
revolute joint in Figure 4.17 with Lagrange formulation. Then, consider the addition
of a concentrated tip payload of mass mL, and express the resulting model in a linear
form with respect to a suitable set of dynamic parameters as in (4.80).

4.4 For the two-link planar arm of Figure 4.5, prove that with a different choice of the
matrix C, (4.48) holds true while (4.47) does not.

4.5 For the two-link planar arm of Figure 4.5, fi nd the dynamic model with the Lagrange
formulation when the absolute angles with respect to the base frame are chosen as
generalized coordinates. Discuss the result in view of a comparison with the model
derived in (4.81).

4.6 Compute the joint torques for the two-link planar arm of Figure 4.5 with the data and
along the trajectories of Example 4.2, in the case of tip forces f = [500 500 f N.

4.7 Find the dynamic model of the two-link planar arm with a prismatic joint and a revolute
joint in Figure 4.17 by using the recursive Newton-Euler algorithm.
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7777

Figure 4.17 1\vo-link planar arm with a prismatic joint and a revolute joint.

4.8 Show that for the operational space dynamic model (4.123) a skew-symmetry property
holds which is analogous to (4.47).

4.9 Show how to obtain the general solution to (4.127) in the form (4.128).

4.10 For a nonredundant manipulator, compute the relationship between the dynamic ma­
nipulability measure that can be deli ned for the dynamic manipulability ellipsoid and
the manipulability measure deli ned in (3.52).
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5. Trajectory Planning

The previous chapters focused on mathematical modelling of mechanical manipula­
tors in terms of kinematics, differential kinematics and statics, and dynamics. Before
studying the problem of controlling a manipulation structure, it is worth presenting the
main features of motion planning algorithms for the execution of specific manipulator
tasks. The goal of trajectory planning is to generate the reference inputs to the motion
control system which ensures that the manipulator executes the planned trajectories.
The user typically specifies a number of parameters to describe the desired trajectory.
Planning consists of generating a time sequence of the values attained by a polynomial
function interpolating the desired trajectory. This chapter presents some techniques
for trajectory generation both in the case when the initial and final point of the path
are assigned (point-to-point motion), and in the case when a finite sequence of points
are assigned along the path (path motion). First, the problem of trajectory planning
in the joint space is considered, and then the basic concepts of trajectory planning
in the operational space are illustrated. The chapter ends with the presentation of a
technique for dynamic scaling a trajectory which allows adapting trajectory planning
to manipulator dynamic characteristics.

5.1 Path and Trajectory

The minimal requirement for a manipulator is the capability to move from an initial
posture to a final assigned posture. The transition should be characterized by motion
laws requiring the actuators to exert joint generalized forces which do not violate
the saturation limits and do not excite the typically unmodeled resonant modes of
the structure. It is then necessary to devise planning algorithms that generate suitably
smooth trajectories.

In order to avoid confusion between terms often used as synonyms, the difference
between a path and a trajectory is to be explained. A path denotes the locus of points
in the joint space, or in the operational space, the manipulator has to follow in the
execution of the assigned motion; a path is then a pure geometric description of
motion. On the other hand, a trajectory is a path on which a time law is specified, for
instance in terms of velocities and/or accelerations at each point.

In principle, it can be conceived that the inputs to a trajectory planning algorithm
are the path description, the path constraints, and the constraints imposed by manip­
ulator dynamics, whereas the outputs are the joint (end-effector) trajectories in terms

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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of a time sequence of the values attained by position, velocity and acceleration. A
path can be defined either in the joint space or in the operational space. Usually, the
latter is preferred since it allows a natural description of the task the manipulator has
to perform.

A geometric path cannot be fully specified by the user for obvious complexity
reasons. Typically, a reduced number of parameters is specified such as extremal
points, possible intermediate points, and geometric primitives interpolating the points.
Also, the motion time law is not typically specified at each point of the geometric
path, but rather it regards the total trajectory time, the constraints on the maximum
velocities and accelerations, and eventually the assignment of velocity and acceleration
at points of particular interest. On the basis of the above information, the trajectory
planning algorithm generates a time sequence of variables that describe end-effector
position and orientation over time in respect of the imposed constraints. Since the
control action on the manipulator is carried out in the joint space, a suitable inverse
kinematics algorithm is to be used to reconstruct the time sequence of joint variables
corresponding to the above sequence in the operational space.

Trajectory planning in the operational space naturally allows accounting for the
presence of path constraints; these are due to regions of workspace which are forbidden
to the manipulator, e.g., due to the presence of obstacles. In fact, such constraints are
typically better described in the operational space, since their corresponding points in
the joint space are difficult to compute.

With regard to motion in the neighbourhood ofsingular configurations and presence
of redundant degrees of freedom, trajectory planning in the operational space may
involve problems difficult to solve. In such cases, it may be advisable to specify the
path in the joint space, still in terms of a reduced number of parameters. Hence, a time
sequence of joint variables has to be generated which satisfy the constraints imposed
on the trajectory.

For the sake of clarity, in the following, the case of joint space trajectory planning
is treated first. The results will then be extended to the case of trajectories in the
operational space.

5.2 Joint Space Trajectories

A manipulator motion is typically assigned in the operational space in terms of trajec­
tory parameters such as the initial and final end-effector location, possible intermediate
locations, and traveling time along particular geometric paths. If it is desired to plan a
trajectory in the joint space, the values of the joint variables have to be determined first
from the end-effector position and orientation specified by the user. It is then necessary
to resort to an inverse kinematics algorithm, if planning is done off-line, or to directly
measure the above variables, if planning is done by the teaching-by-showing technique
(see Chapter 9).

The planning algorithm generates a function q(t) interpolating the given vectors
of joint variables at each point, in respect of the imposed constraints.

In general, a joint space trajectory planning algorithm is required to have the
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following features:

• the generated trajectories be not very demanding from a computational view­
point,

• joint positions and velocities be continuous functions of time (continuity of
accelerations may be imposed, too),

• undesirable effects be minimized, e.g., nonsmooth trajectories interpolating a
sequence of points on a path.

At first, the case is examined when only the initial and final points on the path and
the traveling time are specified (point-to-point motion); the results are then generalized
to the case when also intermediate points along the path are specified (path motion).
Without loss of generality, the single joint variable q(t) is considered.

5.2.1 Point-to-point Motion

In the point-to-point motion, the manipulator has to move from an initial to a final
joint configuration in a given time t f. In this case, the actual end-effector path is of
no concern. The algorithm should generate a trajectory which, in respect to the above
general requirements, is also capable to optimize some performance index when the
joint is moved from one position to another.

A suggestion for choosing the motion primitive may stem from the analysis of an
incremental motion problem. Let 1 be the moment of inertia of a rigid body about its
rotation axis. It is required to take the angle q from an initial value qi to a final value
qf in a time tf. It is obvious that infinite solutions exist to this problem. Assuming that
rotation is executed through a torque T supplied by a motor, a solution can be found
which minimizes the energy dissipated in the motor. This optimization problem can
be formalized as follows. Having set q= w, determine the solution to the differential
equation

1w = T

subject to the condition it!w(t)dt = qf - qi,

so as to minimize the performance index

I t
! T

2 (t)dt.

It can be shown that the resulting solution is of the type

w(t) = ae + bt + c.

Even though the joint dynamics cannot be described in the above simple manner l
, the

1 In fact, recall that the moment of inertia about the joint axis is a function of manipulator
conti guration.
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choice of a third-order polynomial function to generate a joint trajectory represents a
valid solution for the problem at issue.

Therefore, to determine a joint motion, the cubic polynomial can be chosen

(5.1)

resulting into a parabolic velocity profile

and a linear acceleration profile

Since four coefficients are available, it is possible to impose, besides the initial and
final joint position values qi and qf, also the initial and final joint velocity values qi
and qf which are usually set to zero. Determination of a specific trajectory is given by
the solution to the following system of equations:

ao = qi

al = qi
3 2

a3tf + a2tf + altf + ao = qf

3a3t} + 2a2tf + al = qf,

that allows computing the coefficients of the polynomial in (5.1). Figure 5.1 illustrates
the time law obtained with the following data: qi = O,qf = Jr,tf = 1, and qi = qf = O.
As anticipated, velocity has a parabolic profile, while acceleration has a linear profile
with initial and final discontinuity.

If it is desired to assign also the initial and final values of acceleration, six con­
straints have to be satisfied and then a polynomial of at least fifth order is needed. The
motion time law for the generic joint is then given by

(5.2)

whose coefficients can be computed, as for the previous case, by imposing the condi­
tions for t = 0 and t = t f on the joint variable q(t) and on its first two derivatives. With
the choice (5.2), one obviously gives up minimizing the above performance index.

An alternative approach with time laws of blended polynomial type is frequently
adopted in industrial practice, which allows directly verifying whether the resulting
velocities and accelerations can be supported by the physical mechanical manipulator.

In this case, a trapezoidal velocity profile is assigned, which imposes a constant
acceleration in the start phase, a cruise velocity, and a constant deceleration in the
arrival phase. The resulting trajectory is formed by a linear segment connected by two
parabolic segments to the initial and final positions.

As can be seen from the velocity profiles in Figure 5.2, it is assumed that both
initial and final velocities are null and the segments with constant accelerations have
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Figure 5.1 Time history of position, velocity and acceleration with a cubic polynomial time
law.

the same time duration; this implies an equal magnitude iic in the two segments. Notice
also that the above choice leads to a symmetric trajectory with respect to the average
pointqm = (qf + qi)/2 at t m = tf/2.

The trajectory has to satisfy some constraints to ensure the transition from qi to qf
in a time t f. The velocity at the end of the parabolic segment must be equal to the
(constant) velocity of the linear segment, i.e.,

(5.3)

where qc is the value attained by the joint variable at the end of the parabolic segment
at time t e with constant acceleration iie (recall that q(O) = 0). It is then

1.. 2
qe = qi + 2qctc' (5.4)



190 Modelling and Control of Robot Manipulators

q;"
qf ----------------------

qmf--- -------~
q,
q,
-+-~-~---'------"--->

o t c tm trtc tf t
riA

gc ------,,--,---"

---l"-~---~-"---'>

trtc tf t

o

- g, -------------------

Figure 5.2 Characterization of a time law with trapezoidal velocity profi Ie in terms of position,
velocity and acceleration.

Combining (5.3) with (5.4) gives

(5.5)

Usually, qc is specified with the constraint that sgn qc = sgn (qf - qi); hence, for given
t f, qi and qf, the solution for t c is computed from (5.5) as (t c ::; t f /2)

(5.6)

Acceleration is then subject to the constraint

(5.7)

When the acceleration qc is chosen so as to satisfy (5.7) with the equality sign, the
resulting trajectory does not feature the constant velocity segment any more and has
only the acceleration and deceleration segments (triangular profile).

Given qi, qf and tf, and thus also an average transition velocity, the constraint
in (5.7) allows imposing a value of acceleration consistent with the trajectory. Then,
tc is computed from (5.6), and the following sequence of polynomials is generated:

o::; t ::; tc

t c < t ::; t f - t c

t f - t c < t ::; t f·

(5.8)
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Figure 5.3 Time history of position, velocity and acceleration with a trapezoidal velocity profi Ie
time law.

Figure 5.3 illustrates a representation of the motion time law obtained by imposing the
data: qi = 0, qf = 1r, tf = 1, and Iqel = 61r.

Specifying acceleration in the parabolic segment is not the only way to determine
trajectories with trapezoidal velocity profile. Besides qi, qf and t f, one can specify
also the cruise velocity qe which is subject to the constraint

By recognizing that qe = qete, (5.5) allows computing teas

t - qi - qf + qe t f
c - . ,

qc

(5.9)

(5.10)
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and thus the resulting acceleration is

.. q~
qc = .

qi - qj + qctj

The computed values of t c and iic as in (5.10) and (5.11) allow generating the sequence
of polynomials expressed by (5.8).

The adoption of a trapezoidal velocity profile results in a worse performance index
compared to the cubic polynomial. The decrease is, however, limited; the term J~ f 7 2dt
increases by 12.5% with respect to the optimal case.

5.2.2 Path Motion

In several applications, the path is described in terms of a number of points greater
than two. For instance, even for the simple point-to-point motion of a pick-and-place
task, it may be worth assigning two intermediate points between the initial point and
the final point; suitable positions can be set for lifting off and setting down the object,
so that reduced velocities are obtained with respect to direct transfer of the object. For
more complex applications, it may be convenient to assign a sequence ofpoints so as to
guarantee better monitoring on the executed trajectories; the points are to be specified
more densely in those segments of the path where obstacles have to be avoided or a
high path curvature is expected. It should not be forgotten that the corresponding joint
variables have to be computed from the operational space locations.

Therefore, the problem is to generate a trajectory when N points, termed path
points, are specified and have to be reached by the manipulator at certain instants of
time. For each joint variable there are N constraints, and then one might want to use
an (N - I)-order polynomial. This choice, however, has the following disadvantages:

• It is not possible to assign the initial and final velocities.

• As the order of a polynomial increases, its oscillatory behaviour increases, and
this may lead to trajectories which are not natural for the manipulator.

• Numerical accuracy for computation of polynomial coefficients decreases as
order increases.

• The resulting system of constraint equations is heavy to solve.

• Polynomial coefficients depend on all the assigned points; thus, if it is desired
to change a point, all of them have to be recomputed.

These drawbacks can be overcome if a suitable number of low-order interpolating
polynomials, continuous at the path points, are considered in place of a single high­
order polynomial.

According to the previous section, the interpolating polynomial of lowest order
is the cubic polynomial, since it allows imposing continuity of velocities at the path
points. With reference to the single joint variable, a function q( t) is sought, formed
by a sequence of N - 1 cubic polynomials Ih (t), for k = 1, ... , N - 1, continuous
with continuous first derivatives. The function q( t) attains the values qk for t = tk
(k = 1, ... , N), and ql = qi, t 1 = 0, qN = qj, tN = tj; the qk's represent the path
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Figure 5.4 Characterization of a trajectory on a given path obtained through interpolating
polynomials.

points describing the desired trajectory at t = tk (Figure 5.4). The following situations
can be considered:

• Arbitrary values of q(t) are imposed at the path points.

• The values of q( t) at the path points are assigned according to a certain
criterion.

• The acceleration ij(t) shall be continuous at the path points.

To simplify the problem, it is also possible to find interpolating polynomials of order
less than three which determine trajectories passing nearby the path points at the given
instants of time.

Interpolating Polynomials with Velocity Constraints at Path Points

This solution requires the user to be able to specify the desired velocity at each path
point; the solution does not possess any novelty with respect to the above concepts.

The system of equations allowing computation of the coefficients of the N - 1
cubic polynomials interpolating the N path points is obtained by imposing the fol­
lowing conditions on the generic polynomial IIk(t) interpolating qk and qk+l, for
k = 1, ... ,N-1:

IIk(tk) = qk
IIk(tkH) = qk+l

llk(tk) = qk

llk(tk+d = qk+l.
The result is N - 1 systems of four equations in the four unknown coefficients of the
generic polynomial; these can be solved one independently of the other. The initial and
final velocities of the trajectory are typically set to zero (ql = qN = 0) and continuity
of velocity at the path points is ensured by setting

llk(tk+d = llk+dtk+d
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Figure 5.5 Time history of position, velocity and acceleration with a time law of interpolating
polynomials with velocity constraints at path points.

for k = 1, ... , N - 2.

Figure 5.5 illustrates the time history ofposition, velocity and acceleration obtained
with the data: ql = 0, q2 = 2Jr, q3 = Jr /2, q4 = Jr, tl = 0, t2 = 2, t3 = 3,
t4 = 5, lil = 0, q2 = Jr, q3 = -Jr, q4 = O. Notice the resulting discontinuity on the
acceleration, since only continuity of velocity is guaranteed.

Interpolating Polynomials with Computed Velocities at Path Points

In this case, the joint velocity at a path point has to be computed according to a certain
criterion. By interpolating the path points with linear segments, the relative velocities
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Figure 5.6 Time history of position, velocity and acceleration with a time law of interpolating
polynomials with computed velocities at path points.

can be computed according to the following rules:

sgn(Vk):j:. sgn(vk+d
sgn(Vk) = sgn(vk+d

(5.12)

where Vk = (qk - qk-l) /(tk - tk-l) gives the slope of the segment in the time interval
[tk-l, tk]' With the above settings, the determination of the interpolating polynomials
is reduced to the previous case.

Figure 5.6 illustrates the time history ofposition, velocity and acceleration obtained
with the following data: ql = 0, q2 = 2Jr, q3 = Jr /2, q4 = Jr, tl = 0, t2 = 2, t3 = 3,
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t4 = 5, (il = 0, q4 = O. It is easy to recognize that the imposed sequence of path
points leads to having zero velocity at the intermediate points.

Interpolating Polynomials with Continuous Accelerations at Path Points (Splines)

Both the above two solutions do not ensure continuity of accelerations at the path
points. Given a sequence of N path points, also the acceleration is continuous at
each tk if four constraints are imposed; namely, two position constraints for each
of the adjacent cubics and two constraints guaranteeing continuity of velocity and
acceleration. The following equations have then to be satisfied:

Ih-dtk) = qk

Ih-dtk) = Ih(tk)

ih-dtk) = ih(tk)

iIk-l(tk) = iIk(tk).

The resulting system for the N path points, including the initial and final points, cannot
be solved. In fact, it is formed by 4(N - 2) equations for the intermediate points
and 6 equations for the extremal points; the position constraints for the polynomials
Ilo(td = qi and IlN(tf) = qf have to be excluded since they are not defined. Also,
llo( tl), iIo(tl), llN (t f), iIN (t f) do not have to be counted as polynomials since they
are just the imposed values of initial and final velocities and accelerations. In sum, one
has 4N - 2 equations in 4(N - 1) unknowns.

The system can be solved only if one eliminates the two equations which allow
arbitrarily assigning the initial and final acceleration values. Fourth-order polynomials
should be used to include this possibility for the first and last segment.

On the other hand, if only third-order polynomials are to be used, the following
deception can be operated. Two virtual points are introduced for which continuity
constraints on position, velocity and acceleration can be imposed, without specifying
the actual positions, though. It is worth remarking that the effective location of these
points is irrelevant, since their position constraints regard continuity only. Hence, the
introduction of two virtual points implies the determination ofN +1cubic polynomials.

Consider N + 2 time instants tk, where t2 and tN+l conventionally refer to the
virtual points. The system of equations for determining the N + 1 cubic polynomials
can be found by taking the 4(N - 2) equations:

Ilk- l (tk) = qk

Ilk-dtk) = Ilk (tk)

llk-dtk) = llk(tk)

iIk-l(tk) = iIk(tk)

(5.13)

(5.14)

(5.15)

(5.16)

for k = 3, ... ,N, written for the N - 2 intermediate path points, the 6 equations:

Ildtd = qi

III (td = qi
iIdt l ) = iii

(5.17)

(5.18)

(5.19)
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and

IIN+dtN+2) = qf

llN+dtN+2) = qf

iIN+I (tN+2) = iif

written for the initial and final points, and the 6 equations:

IIk-dtk) = IIk(tk)
llk-dtk) = llk(tk)
iIk-l(tk) = iIk(tk)

(5.17')

(5.18')

(5.19')

(5.20)

(5.21)

(5.22)

for k = 2, N +1, written for the two virtual points. The resulting system has 4(N + 1)
equations in 4(N + 1) unknowns, that are the coefficients of the N + 1 cubic polyno­
mials.

The solution to the system is computationally demanding, even for low values
of N. Nonetheless, the problem can be cast in a suitable form so as to solve the
resulting system of equations with a computationally efficient algorithm. Since the
generic polynomial IIk (t) is a cubic, its second derivative must be a linear function of
time which then can be written as

k = 1, ... , N + 1, (5.23)

where LJ.tk = tk+1 - tk indicates the time interval to reach qkH from qk. By integrat­
ing (5.23) twice over time, the generic polynomial can be written as

which depends on the 4 unknowns: IIk(tk), IIk(tk+d, iIk(tk), iIk(tk+d.
Notice that the N variables qk for k :j:. 2, N + 1 are given via (5.13), while

continuity is imposed for q2 and qNH via (5.20). By using (5.14), (5.17), (5.17'), the
unknowns in the N + 1 equations in (5.24) reduce to 2(N + 2). By observing that the
equations in (5.18) and (5.18') depend on q2 and qNH, and that qi and qf are given,
q2 and qNH can be computed as a function of iII (td and iIN+I (tN+2), respectively.
Thus, a number of 2(N + 1) unknowns are left.

By accounting for (5.16) and (5.22), and noticing that in (5.19) and (5.19') iii and
iif are given, the unknowns reduce to N.
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At this point, (5.15) and (5.21) can be utilized to write the system of N equations
in N unknowns:

ilN(tN+d = ilN+dtN+d·

Time-differentiation of(5.24) gives both ilk (tk+d and ilk+1 (tk+d for k = 1, ... ,N,
and thus it is possible to write a system of linear equations of the kind

(5.25)

which presents a vector b of known terms and a nonsingular coefficient matrix A; the
solution to this system always exists and is unique. It can be shown that the matrix A
has a tridiagonal band structure of the type

all aI2 0 0
a2I a22 0 0

A=
0 0 aN-I,N-I aN-I,N
0 0 aN,N-I aNN

which simplifies the solution to the system. This matrix is the same for all joints, since
it depends only on the time intervals L1tk specified.

An efficient solution algorithm exists for the above system which is given by a
forward computation followed by a backward computation. From the first equation,
iI2(t2) can be computed as a function of iI3(t3) and then substituted in the second
equation, which then becomes an equation in the unknowns iI3(t3) and iI4(t4). This is
carried out forward by transforming all the equations in equations with two unknowns,
except the last one which will have iIN+dtN+d only as unknown. At this point, all
the unknowns can be determined step by step through a backward computation.

The above sequence of cubic polynomials is termed spline to indicate smooth
functions that interpolate a sequence ofgiven points ensuring continuity of the function
and its derivatives.

Figure 5.7 illustrates the time history ofposition, velocity and acceleration obtained
with the data: ql = 0, q3 = 2Jr, q4 = Jr /2, q6 = Jr, t l = 0, t3 = 2, t4 = 3, t6 = 5,
(h = 0, 46 = O. Two different pairs of virtual points were considered at the time
instants: t2 = 0.5, t5 = 4.5 (solid line in the figure), and t2 = 1.5, t5 = 3.5 (dashed
line in the figure), respectively. Notice the parabolic velocity profile and the linear
acceleration profile. Further, for the second pair, larger values of acceleration are
obtained, since the relative time instants are closer to those of the two intermediate
points.

Interpolating Linear Polynomials with Parabolic Blends

A simplification in trajectory planning can be achieved as follows. Consider the case
when it is desired to interpolate N path points ql, ... ,qN at time instants tl, ... , tN
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Figure 5.7 Time history of position, velocity and acceleration with a time law of cubic splines
for two different pairs of virtual points.

with linear segments. To avoid discontinuity problems on the first derivative at the
time instants th, the function q(t) shall have a parabolic profile (blend) around tk; as a
consequence, the entire trajectory is composed by a sequence of linear and quadratic
polynomials, which in turn implies that a discontinuity on q(t) is tolerated.

Let then l1tk = tkH - tk be the time distance between qk and qkH, and l1tk,k+I
be the time interval during which the trajectory interpolating qk and qk+I is a linear
function of time. Let also qk,k+I be the constant velocity and qk be the acceleration
in the parabolic blend whose duration is l1t~. The resulting trajectory is illustrated
in Figure 5.8. The values of qh, 11th, and l1t~ are assumed to be given. Velocity and
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Figure 5.8 Characterization of a trajectory with interpolating linear polynomials with parabolic
blends.

acceleration for the intermediate points are computed as

. qk - qk-1
qk-1,k = At

L.1 k-1

.. qk,kH - qk-1,k
qk = Llt'

k

(5.26)

these equations are straightforward.
The first and last segments deserve special care. In fact, if it is desired to maintain

the coincidence of the trajectory with the first and last segments, at least for a portion
of time, the resulting trajectory has a longer duration given by tN - t1 + (Llt~ +
Llt~) /2, where qO,1 = QN,N+1 = 0 has been imposed for computing initial and final
accelerations.

Notice that q(t) reaches none of the path points qk but passes nearby (Figure 5.8).
In this situation, the path points are more appropriately termed via points; the larger
the blending acceleration, the closer the passage to a via point.

On the basis of the given qk, Lltk and Llt~, the values of ilk-1,k and qk are computed
via (5.26) and a sequence of linear polynomials with parabolic blends is generated.
Their expressions as a function of time are not derived here to avoid further loading of
the analytic presentation.

Figure 5.9 illustrates the time history of position, velocity and acceleration obtained
with the data: q1 = 0, q2 = 21r, q3 = 1r/2, q4 = 1r, t1 = 0, t2 = 2, t3 = 3, t4 = 5,
Q1 = 0, Q4 = O. Two different values for the blend times have been considered:
Llt~ = 0.2 (solid line in the figure) and Llt~ = 0.6 (dashed line in the figure), for
k = 1, ... ,4, respectively. Notice that in the first case the passage of q(t) is closer to
the via points, though at the expense of higher acceleration values.

The above presented technique turns out to be an application of the trapezoidal
velocity profile law to the interpolation problem. If one gives up a trajectory passing
near a via point at a prescribed instant of time, the use of trapezoidal velocity profiles
allows developing a trajectory planning algorithm which is attractive for its simplicity.
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Figure 5.9 Time history of position, velocity and acceleration with a time law of interpolating
linear polynomials with parabolic blends.

In particular, consider the case of one intermediate point only, and suppose that
trapezoidal velocity profiles are considered as motion primitives with the possibility to
specify the initial and final point and the duration of the motion only; it is assumed that
qi = qf = O. If two segments with trapezoidal velocity profiles were generated, the
manipulator joint would certainly reach the intermediate point, but it would be forced
to stop there, before continuing the motion towards the final point. A keen alternative
is to start generating the second segment ahead of time with respect to the end of the
first segment, using the sum of velocities (or positions) as a reference. In this way, the
joint is guaranteed to reach the final position; crossing of the intermediate point at the
specified instant of time is not guaranteed, though.

Figure 5.10 illustrates the time history of position, velocity and acceleration ob­
tained with the data: qi = 0, qf = 37f/2, ti = 0, t f = 2. The intermediate point is
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Figure 5.10 Time history of position, velocity and acceleration with a time law of interpolating
linear polynomials with parabolic blends obtained by anticipating the generation
of the second segment of trajectory.

located at q = 7r with t = 1, the maximum acceleration values in the two segments are
respectively Iiicl = 67r and Iqcl = 37r, and the time anticipation is 0.18. As predicted,
with time anticipation, the assigned intermediate position becomes a via point with
the advantage of an overall shorter time duration. Notice, also, that velocity does not
vanish at the intermediate point.

5.3 Operational Space Trajectories

A joint space trajectory planning algorithm generates a time sequence of values for
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the joint variables q(t) so that the manipulator is taken from the initial to the final
configuration, eventually by moving through a sequence of intermediate configurations.
The resulting end-effector motion is not easily predictable, in view of the nonlinear
effects introduced by direct kinematics. Whenever it is desired that the end-effector
motion follows a geometrically specified path in the operational space, it is necessary
to plan trajectory execution directly in the same space. Planning can be done either
by interpolating a sequence of prescribed path points or by generating the analytical
motion primitive and the relative trajectory in a punctual way.

In both cases the time sequence of the values attained by the operational space
variables is utilized in real time to obtain the corresponding sequence of values of
the joint space variables, via an inverse kinematics algorithm. In this regard, the
computational complexity induced by trajectory generation in the operational space
and related kinematic inversion sets an upper limit on the maximum sampling rate to
generate the above sequences. Since these sequences constitute the reference inputs to
the motion control system, a linear microinterpolation is typically carried out. In this
way, the frequency at which reference inputs are updated is increased so as to enhance
dynamic performance of the system.

Whenever the path is not to be followed exactly, its characterization can be per­
formed through the assignment of N points specifying the values of the variables x
chosen to describe the end-effector location in the operational space at given time
instants tk, for k = 1, ... ,N. Similarly to what was presented in the above sections,
the trajectory is generated by determining a smooth interpolating vector function be­
tween the various path points. Such a function can be computed by applying to each
component of x any of the interpolation techniques illustrated in Section 5.2.2 for the
single joint variable.

Therefore, for given path (or via) points X(tk), the corresponding components
Xi (tk), for i = 1, ... r (where r is the dimension of the operational space of interest) can
be interpolated with a sequence of cubic polynomials, a sequence oflinear polynomials
with parabolic blends, and so on.

On the other hand, if the end-effector motion has to follow a prescribed trajectory
of motion, this must be expressed analytically. It is then necessary to refer to motion
primitives defining the geometric features of the path and time primitives defining the
time law on the path itself.

5.3.1 Path Primitives

For the definition ofpath primitives it is convenient to refer to the parametric description
of paths in space. Let then p be a (3 x 1) vector and f (CJ) a continuous vector function
defined in the interval [CJ i, CJf ]. Consider the equation

p = f(CJ); (5.27)

with reference to its geometric description, the sequence of values of p with CJ varying
in [CJi, CJf] is termed path in space. The equation in (5.27) defines the parametric
representation of the path r and the scalar CJ is called parameter. As CJ increases,
the point p moves on the path in a given direction. This direction is said to be the
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Figure 5.11 Parametric representation of a path in space.

direction induced on r by the parametric representation (5.27). A path is closed when
p( (Jf) = p((Ji); otherwise it is open.

Let Pi be a point on the open path r on which a direction has been fixed. The path
coordinate s of the generic point P is the length of the arc of r with extremes P and
Pi if P follows Pi, the opposite of this length if P precedes Pi. The point Pi is said to
be the origin of the path coordinate (s = 0).

From the above presentation it follows that to each value of s a well-determined
path point corresponds, and then the path coordinate can be used as a parameter in a
different parametric representation of the path r:

P = f(s); (5.28)

the range of variation of the parameter s will be the sequence of path coordinates
associated with the points of r.

Consider a path r represented by (5.28). Let P be a point corresponding to the
path coordinate s. Except for special cases, P allows the definition of three unit vectors
characterizing the path. The orientation of such vectors depends exclusively on the
path geometry, while their direction depends also on the direction induced by (5.28)
on the path.

The first of such unit vectors is the tangent unit vector denoted by t. This vector is
oriented along the direction induced on the path by s.

The second unit vector is the normal unit vector denoted by n. This vector is
oriented along the line intersecting P at a right angle with t and lies in the so-called
osculating plane 0 (Figure 5.11); such plane is the limit position of the plane containing
the unit vector t and a point p' E r when p' tends to P along the path. The direction
of n is so that the path r, in the neighbourhood ofP with respect to the plane containing
t and normal to n, lies on the same side of n.

The third unit vector is the binormal unit vector denoted by b. This vector is so that
the frame (t, n, b) is right-handed (Figure 5.11). Notice that it is not always possible
to uniquely define such frame.
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It can be shown that the above three unit vectors are related by simple relations to
the path representation r as a function of the path coordinate. In particular, it is:

(5.29)

(5.30)

b = t x n.

Typical path parametric representations are reported below which are useful for tra­
jectory generation in the operational space.

Segment in Space

Consider the linear segment connecting point Pi to point PI' The parametric represen­
tation of this path is

s
p(s) = Pi + II II (PI - Pi).

PI - Pi

Notice that p(O) = Pi and p(llpl - Pill) = PI' Hence, the direction induced on r by
the parametric representation (5.30) is that going from Pi to PI' Differentiating (5.30)
with respect to s gives

dp 1
-d II II (PI - Pi)s PI - Pi

d2 p
ds 2 = O.

In this case it is not possible to define the frame (t, n, b) uniquely.

(5.31)

Circle in Space

Consider a circle r in space. Before deriving its parametric representation, it is nec­
essary to introduce its significant parameters. Suppose that the circle is specified by
assigning (Figure 5.12):

• the unit vector of the circle axis r,

• the position vector d of a point along the circle axis,

• the position vector Pi of a point on the circle.

With these parameters, the position vector c of the centre of the circle can be found.
Let 8 = Pi - d; for Pi not to be on the axis, i.e., for the circle not to degenerate into a
point, it must be

in this case it is
c=d+(8T r)r. (5.32)

It is now desired to find a parametric representation of the circle as a function of the
path coordinate. Notice that this representation is very simple for a suitable choice of
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Figure 5.12 Parametric representation of a circle in space.

the reference frame. To see this, consider the frame O'-X' y'Z', where 0 ' coincides
with the centre of the circle, axis x' is oriented along the direction of the vector Pi - e,
axis Zl is oriented along r and axis y' is chosen so as to complete a right-handed frame.
When expressed in this reference frame, the parametric representation of the circle is

[

PCOS(SIP)]
p' (s) = PsinJsip) , (5.33)

where P = Ilpi - ell is the radius of the circle and the point Pi has been assumed as the
origin of the path coordinate. For a different reference frame, the path representation
becomes

p(s) = e + Rp'(s), (5.34)

where e is expressed in the frame O-xyz and R is the rotation matrix of frame 0 ,_
x' y'Zl with respect to frame O-xyz which, in view of (2.3), can be written as

R = [x' y' Zl];

x', y', z' indicate the unit vectors of the frame expressed in the frame O-xyz.
Differentiating (5.34) with respect to s gives

d [-Sin (s1P)]
d~ = R cos ~1p)

d2 [-COS (sl p)1P]
ds; = R -sin (~Ip)1P

(5.35)
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Trajectory Planning 207

5.3.2 Position

Let x be the vector of operational space variables expressing position and orientation
of the manipulator's end effector as in (2.68). Generating a trajectory in the operational
space means to determine a function x (t) taking the end-effector frame from the initial
to the final location in a time t I along a given path with a specific motion time law.
First, consider end-effector position. Orientation will follow.

Let P = f(s) be the (3 x 1) vector of the parametric representation of the path r
as a function of the path coordinate s; the origin of the end-effector frame moves from
Pi to PI in a time t I. For simplicity, suppose that the origin of the path coordinate is
at Pi and the direction induced on r is that going from Pi to PI' The path coordinate
then goes from the value s = 0 at t = 0 to the value s = sI (path length) at t = t I.
The time law along the path is described by the function s(t).

In order to find an analytic expression for s(t), any of the above techniques for
joint trajectory generation can be employed. In particular, either a cubic polynomial
or a sequence of linear segments with parabolic blends can be chosen for s(t).

It is worth making some remarks on the time evolution of P on r, for a given time
law s(t). The velocity of point P is given by the time derivative of P

. .dp 't
P=sds=s,

where t is the tangent vector to the path at point P in (5.29). Then, s represents the
magnitude of the velocity vector relative to point P, taken with the positive or negative
sign depending on the direction of P along t. The magnitude of P starts from zero at
t = 0, then it varies with a parabolic or trapezoidal profile as per either of the above
choices for s(t), and finally it returns to zero at t = t I.

As a first example, consider the segment connecting point Pi with point PI' The
parametric representation ofthis path is given by (5.30). Velocity and acceleration ofP
can be easily computed by recalling the rule of differentiation of compound functions,
Le.,

P = II S II (PI - Pi) = st
PI - Pi

P = II s II (PI - Pi) = st.
PI - Pi

As a further example, consider a circle r in space. From the parametric repre­
sentation derived above, in view of (5.35), velocity and acceleration of point P on the
circle are:

[
-s sin (s / p)]

P = R SCOSJs/p)

[

-S2COS (s/ p)/p - s sin (s/ p)]
p=R -s2sin(s/p)/b+scos(s/p)

(5.37)

Notice that the velocity vector is aligned with t, and the acceleration vector is given
by two contributions: the first one is aligned with n and represents the centripetal
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acceleration, while the second one is aligned with t and represents the tangential
acceleration.

5.3.3 Orientation

Consider now end-effector orientation. Typically, this is specified in terms of the
rotation matrix of the (time-varying) end-effector frame with respect to the base frame.
As well known, the three columns of the rotation matrix represent the three unit vectors
of the end-effector frame with respect to the base frame. To generate a trajectory,
however, a linear interpolation on the unit vectors n, s, a describing the initial and
final orientation does not guarantee orthonormality of the above vectors at each instant
of time.

Euler Angles

In view of the above difficulty, for trajectory generation purposes, orientation is often
described in terms of the Euler angles triplet <P = (ip, {), 'l/J) for which a time law can
be specified. Usually, <P moves along the segment connecting its initial value <Pi to its
final value <PI' Also in this case, it is convenient to choose a cubic polynomial or a
linear segment with parabolic blends time law. In t~is way, in fact, the angular velocity
w of the time-varying frame, which is related to <P by the linear relationship (3.60),
will have continuous magnitude.

Therefore, for given <Pi and <PI, the position, velocity and acceleration profiles are:

s
<P = <Pi + II<pI _ <Pill (<PI - <Pi)
. s

<P = II<pI _ <Pill (<PI - <p;)
.. s

<P = II<pI _ <Pill (<PI - <Pi),

(5.38)

where the time law for s(t) has to be specified. The three unit vectors of the end­
effector frame can be computed-with reference to Euler angles ZYZ-as in (2.18),
the end-effector frame angular velocity as in (3.60), and the angular acceleration by
differentiating (3.60) itself.

Angle and Axis

An alternative way to generate a trajectory for orientation of clearer interpretation in
the Cartesian space can be derived by resorting to the the angle and axis description
presented in Section 2.5. Given two coordinate frames in the Cartesian space with the
same origin and different orientation, it is always possible to determine a unit vector
so that the second frame can be obtained from the first frame by a rotation of a proper
angle about the axis of such unit vector.

Let R i and RI denote respectively the rotation matrices of the initial frame Oi­
XiYiZi and the final frame 0 r-xIYIZI, both with respect to the base frame. The rotation
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matrix between the two frames can be computed by recalling that R f = RiR}; the
expression in (2.5) allows writing

If the matrix Ri(t) is defined to describe the transition from R i to Rf, it must be
R i (0) = I and R i (tf) = R}. Hence, the matrix R} can be expressed as the rotation
matrix about a fixed axis in space; the unit vector r i of the axis and the angle of
rotation '13 f can be computed by using (2.25):

'13 -1 (Tn + T22 + T33 - 1)
f = cos 2

. 1 [T32 - T23 ]
r

2
= 2 sin '13 T13 - T31

f T21 - T12

(5.39)

for sin '13 f :f. O.
The matrix Ri(t) can be interpreted as a matrix R i ('I3(t), r i ) and computed via

(2.23); it is then sufficient to assign a time law to '13, of the type of those presented
for the single joint with '13(0) = 0 and '13 (tf) = '13f' and compute the components
of r i from (5.39). Since r i is constant, the resulting velocity and acceleration are
respectively

Wi = iJ r i

wi = 0r i .
(5.40)

Finally, in order to characterize the end-effector orientation trajectory with respect
to the base frame, the following transformations are needed:

R(t) = RiRi(t)

w(t) = Riwi(t)

w(t) = Riwi(t).

Once a path and a trajectory have been specified in the operational space in terms
of p(t) and <jJ(t) or R(t), inverse kinematics techniques can be used to find the
corresponding trajectories in the joint space q(t).

5.4 Dynamic Scaling of Trajectories

The existence of dynamic constraints to be taken into account for trajectory generation
has been mentioned in Section 5.1. In practice, with reference to the given trajectory
time or path shape (segments with high curvature), the trajectories that can be obtained
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with any of the previously illustrated methods may impose too severe dynamic perfor­
mance for the manipulator. A typical case is that when the required torques to generate
the motion are larger than the maximum torques the actuators can supply. In this case,
an infeasible trajectory has to be suitably time-scaled.

Suppose a trajectory has been generated for all the manipulator joints as q(t),
for t E [0, t f]. Computing inverse dynamics allows evaluating the time history of the
torques T( t) required for the execution of the given motion. By comparing the obtained
torques with the torque limits available at the actuators, it is easy to check whether
or not the trajectory is actually executable. The problem is then to seek an automatic
trajectory dynamic scaling technique-avoiding inverse dynamics recomputation-so
that the manipulator can execute the motion on the specified path with a proper time
law without exceeding the torque limits.

Consider the manipulator dynamic model as given in (4.41) with F v = 0, F s = 0
and h = 0, for simplicity. The term C(q, q) accounting for centrifugal and Coriolis
forces has a quadratic dependence on joint velocities, and thus it can be formally
rewritten as

C(q, q)q = r(q)[qq],

where [qq] indicates the symbolic notation of the (n(n + 1)/2 x 1) vector

(5.41)

r(q) is a proper (n x n(n + 1) /2) matrix that satisfies (5.41). In view of such position,
the manipulator dynamic model can be expressed as

B(q(t))ij(t) + r(q(t))[q(t)q(t)] + g(q(t)) = T(t),

where the explicit dependence on time t has been shown.
Consider the new variable q(r(t)) satisfying the equation

q(t) = q(r(t)),

(5.42)

(5.43)

where r( t) is a strictly increasing scalar function oftime with r(O) = 0 and r( t f) = If.
Differentiating (5.43) twice with respect to time provides the following relations:

q = rq'(r)

ij = r2 q"(r) + rq'(r),
(5.44)

where the prime denotes the derivative with respect to r. Substituting (5.44) into (5.42)
yields

r2 (B(q(r))qll(r) +r(q(r))[q'(r)q'(r)]) +rB(q(r))q'(r)+g(q(r)) = T. (5.45)

In (5.42) it is possible to identify the term

TS(t) = B(q(t))ij(t) + r(q(t))[q(t)q(t)], (5.46)
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representing the torque contribution that depends on velocities and accelerations.
Correspondingly, in (5.45) one can set

TS(t) = f2 (B(q(r))qll(r) + r(q(r))[q'(r)q'(r)]) + rB(q(r))q'(r).

By analogy with (5.46), it can be written

TS(r) = B(q(r))q"(r) + r(q(r))[q'(r)q'(r)],

and then (5.47) becomes

(5.47)

(5.48)

(5.49)

The expression in (5.49) gives the relationship between the torque contributions de­
pending on velocities and accelerations required by the manipulator when this is
subject to motions having the same path but different time laws, obtained through a
time scaling of joint variables as in (5.43).

Gravitational torques have not been considered, since they are a function of the
joint positions only, and thus their contribution is not influenced by time scaling.

The simplest choice for the scaling function r(t) is certainly the linear function

r(t) = ct,

with c a positive constant. In this case, (5.49) becomes

which reveals that a linear time scaling by c causes a scaling of the magnitude of the
torques by the coefficient c2

. Let c > 1: (5.43) shows that the trajectory described
by q(r(t)), assuming r = ct as the independent variable, has a duration If > t f to
cover the entire path specified by q. Correspondingly, the torque contributions Ts(ct)
computed as in (5.48) are scaled by the factor c2 with respect to the torque contribu­
tions Ts(t) required to execute the original trajectory q(t).

With the use of a recursive algorithm for inverse dynamics computation, it is
possible to check whether the torques exceed the allowed limits during trajectory
execution; obviously, limit violation shall not be caused by the sole gravity torques.
It is necessary to find the joint for which the torque has exceeded the limit more than
the others, and to compute the torque contribution subject to scaling, which in turn
determines the factor c2 . It is then possible to compute the time-scaled trajectory as
a function of the new time variable r = ct which no longer exceeds torque limits. It
should be pointed out, however, that with this kind oflinear scaling the entire trajectory
may be penalized, even when a torque limit on a single joint is exceeded only for a
short interval of time.

Problems

5.1 Compute the joint trajectory from q(O) = 1 to q(2) = 4 with null initial and fi nal
velocities and accelerations.
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5.2 Compute the time law q(t) for a joint trajectory with velocity profi Ie of the type
q(t) = k(l - cos (at)) from q(O) = 0 to q(2) = 3.

5.3 Given the values for the joint variable: q(O) = 0, q(2) = 2, and q(4) = 3, compute the
two fi fth-order interpolating polynomials with continuous velocities and accelerations.

5.4 Show that the matrix A in (5.25) has a tridiagonal band structure.

5.5 Given the values for the joint variable: q(O) = 0, q(2) = 2, and q(4) = 3, compute
the cubic interpolating spline with null initial and fi nal velocities and accelerations.

5.6 Given the values for the joint variable: q(O) = 0, q(2) = 2, and q(4) = 3, fi nd the
interpolating polynomial with linear segments and parabolic blends with null initial
and fi nal velocities.

5.7 Find the motion time law p(t) for a Cartesian space straight path with trapezoidal
velocity profi Ie from p(O) = [0 0.5 0r to p(2) = [1 -0.5 0 f.

5.8 Find the motion time law p(t) for a Cartesian space circular path with trapezoidal
velocity profi Ie from p(O) = [0 0.5 1r to p(2) = [0 -0.5 1 f; the circle is
located in the plane x = 0 with centre at c = [0 0 1 f and radius p = 0.5, and is
executed clockwise for an observer aligned with x.

5.9 For the two-link planar arm of Example 4.2, perform a computer implementation of
dynamic linear time scaling along the trajectory of Figure 4.6, on the assumption of
symmetric torque limits of 3000 N·m. Adopt a sampling time of 1 ms.
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6. Motion Control

In the previous chapter, trajectory planning techniques have been presented which
allow generating the reference inputs to the motion control system. The problem of
controlling a manipulator can be formulated as that to determine the time history of
the generalized forces (forces or torques) to be developed by the joint actuators so as to
guarantee execution of the commanded task while satisfying given transient and steady­
state requirements. The task may regard either the execution of specified motions for a
manipulator operating in free space, or the execution of specified motions and contact
forces for a manipulator whose end effector is constrained by the environment. In
view of problem complexity, the two aspects will be treated separately; first, motion
control in free space, and then interaction control in constrained space. The problem
of motion control of a manipulator is the topic of this chapter. A number ofjoint space
control techniques are presented. These can be distinguished between decentralized
control schemes, i.e., when the single manipulator joint is controlled independently of
the others, and centralized control schemes, i.e., when the dynamic interaction effects
between the joints are taken into account. Finally, as a premise to the interaction control
problem, the basic features of operational space control schemes are illustrated.

6.1 The Control Problem

Several techniques can be employed for controlling a manipulator. The technique
followed, as well as the way it is implemented, may have a significant influence
on the manipulator performance and then on the possible range of applications. For
instance, the need for trajectory tracking control in the operational space may lead to
hardware/software implementations which differ from those allowing point-to-point
control where only reaching of the final position is of concern.

On the other hand, the manipulator mechanical design has an influence on the kind
ofcontrol scheme utilized. For instance, the control problem of a Cartesian manipulator
is substantially different from that of an anthropomorphic manipulator.

The driving system of the joints has also an effect on the type of control strategy
used. Ifa manipulator is actuated by electric motors with reduction gears of high ratios,
the presence of gears tends to linearize system dynamics and thus to decouple the
joints in view of the reduction of nonlinearity effects. The price to pay, however, is the
occurrence of joint friction, elasticity and backlash that may limit system performance
more than it is due to configuration-dependent inertia, Coriolis and centrifugal forces,

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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q

Figure 6.1 General scheme of joint space control.

and so forth. On the other hand, a robot actuated with direct drives eliminates the
drawbacks due to friction, elasticity and backlash but the weight of nonlinearities and
couplings between the joints becomes relevant. As a consequence, different control
strategies have to be thought of to obtain high performance.

Without any concern to the specific type of mechanical manipulator, it is worth
remarking that task specification (end-effector motion and forces) is usually carried
out in the operational space, whereas control actions (joint actuator generalized forces)
are performed in the joint space. This fact naturally leads to considering two kinds
of general control schemes; namely, ajoint space control scheme (Figure 6.1) and an
operational space control scheme (Figure 6.2). In both schemes, the control structure
has closed loops to exploit the good features provided by feedback, Le., robustness
to modelling uncertainties and reduction of disturbance effects. In general terms, the
following considerations shall be made.

The joint space control problem is actually articulated in two subproblems. First,
manipulator inverse kinematics is solved to transform motion requirements from the
operational space into the joint space. Then, a joint space control scheme is designed
that allows tracking of the reference inputs. However, this solution has the drawback
that a joint space control scheme does not influence the operational space variables
which are controlled in an open-loop fashion through the manipulator mechanical
structure. It is then clear that any uncertainty of the structure (construction tolerance,
lack of calibration, gear backlash, elasticity) or any imprecision on the knowledge of
the end-effector position relative to an object to manipulate causes a loss of accuracy
on the operational space variables.

The operational space control problem follows a global approach that requires a
greater algorithmic complexity; notice that inverse kinematics is now embedded into
the feedback control loop. Its conceptual advantage regards the possibility of acting
directly on operational space variables; this is somewhat only a potential advantage,
since measurement of operational space variables is often performed not directly, but
through the evaluation of direct kinematics functions starting from measured joint
space variables.

On the above premises, in the following, joint space control schemes for manipula­
tor motion in the free space are presented first. In the sequel, operational space control
schemes will be illustrated which are logically at the basis of interaction control in
constrained manipulator motion.
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+

Figure 6.2 General scheme of operational space control.

6.2 Joint Space Control

In Chapter 4, it was shown that the equations of motion of a manipulator in the absence
of external end-effector forces and, for simplicity, of static friction (difficult to model
accurately) are described by

B(q)q + C(q, q)q + Fvq + g(q) = T (6.1)

with obvious meaning of the symbols. To control the motion of the manipulator in
free space means to determine the n components of generalized forces-torques for
revolute joints, forces for prismatic joints-that allow execution of a motion q(t) so
that

q(t) = qd(t)

as closely as possible, where qd(t) denotes the vector of desired joint trajectory
variables.

The generalized forces are supplied by the actuators through proper transmissions
to transform the motion characteristics. Let qm denote the vector of joint actuator dis­
placements; the transmissions-assumed to be rigid and with no backlash-establish
the following relationship:

(6.2)

where K r is an (n x n) diagonal matrix, whose elements are defined in (4.22) and are
much greater than unity. Assuming a diagonal K r leads to excluding the presence of
kinematic couplings in the transmission, that is the motion of each actuator does not
induce motion on a joint other than that actuated.

In view of (6.2), if T m denotes the vector of actuator driving torques, one can write

(6.3)

By observing that the diagonal elements of B(q) are formed by constant terms and
configuration-dependent terms (functions of sine and cosine for revolute joints), one
can set

B(q) = B + L1B(q) (6.4)
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Figure 6.3 Block scheme of manipulator with drives.

where B is the diagonal matrix whose constant elements represent the resulting average
inertia at each joint. Substituting (6.2)-(6.4) into (6.1) yields

where
Fm = K;l Fv K;l

represents the matrix of viscous friction coefficients about the motor axes, and

(6.5)

(6.6)

represents the contribution depending on the configuration.
As illustrated by the block scheme of Figure 6.3, the system of manipulator with

drives is actually constituted by two subsystems; one has T m as input and qm as
output, the other has qm, qm, iim as inputs, and d as output. The former is linear and
decoupled, since each component of T m influences only the corresponding component
of qm. The latter is nonlinear and coupled, since it accounts for all those nonlinear
and coupling terms of manipulator joint dynamics.

On the basis of the above scheme, several control algorithms can be derived with
reference to the detail of knowledge of the dynamic model. The simplest approach
that can be followed, in case of high gear reduction ratios and/or limited performance
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in terms of required velocities and accelerations, is to consider the component of the
nonlinear interacting term d as a disturbance for the single joint servo.

The design of the control algorithm leads to a decentralized control structure,
since each joint is considered independently of the others. The joint controller must
guarantee good performance in terms of high disturbance rejection and enhanced
trajectory tracking capabilities. The resulting control structure is substantially based
on the error between the desired and actual output, while the input control torque at
actuator i depends only on the error of output i.

On the other hand, when large operational speeds are required or direct-drive actu­
ation is employed (Kr = I), the nonlinear coupling terms strongly influence system
performance. Therefore, considering the effects of the components of d as a distur­
bance may generate large tracking errors. In this case, it is advisable to design control
algorithms that take advantage of a detailed knowledge of manipulator dynamics so
as to compensate for the nonlinear coupling terms of the model. In other words, it is
necessary to eliminate the causes rather than to reduce the effects induced by them;
that is, to generate compensating torques for the nonlinear terms in (6.7). This leads to
centralized control algorithms that are based on the (partial or complete) knowledge
of the manipulator dynamic model.

Nevertheless, it should be pointed out that these techniques still require the use of
error contributions between the desired and the actual trajectory, no matter whether
they are implemented in a feedback or in a feedforward fashion. This is a consequence
of the fact that the considered dynamic model, even though a quite complex one, is
anyhow an idealization of reality which does not include effects, such as joint Coulomb
friction, gear backlash, dimension tolerance, and the simplifying assumptions in the
model, e.g., link rigidity, and so on.

As pointed out above, the role of the drive system is relevant for the type of control
chosen. In the case of decentralized control, the actuator will be described in terms
of its own model as a velocity-controlled generator. Instead, in the case of centralized
control, the actuator will have to generate torque contributions computed on the basis
of a complete or reduced manipulator dynamic model; it will be then considered as
a torque-controlled generator which is representative of the actuator/power amplifier
system satisfying the above requirement.

6.3 Independent Joint Control

The simplest control strategy that can be thought of is one that regards the manipulator
as formed by n independent systems (the n joints) and controls each joint axis as
a single-input/single-output system. Coupling effects between joints due to varying
configurations during motion are treated as disturbance inputs.

In the case of interest, the system to control is Joint i drive corresponding to the
single-input/single-output system of the decoupled and linear part of the scheme in
Figure 6.3. The interaction with the other joints is described by component i of the
vector din (6.7).

Assuming that the actuator is a rotary electric dc motor, the block scheme of Joint i
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Figure 6.4 Block scheme of joint drive system.

can be represented in the domain of the complex variable s as in Figure 6.4 1
; other

types of actuators can be modeled analogously. In this scheme eis the angular variable
of the motor, I is the average inertia reported to the motor axis (Ii = bii / k;i)' R a
is the armature resistance (auto-inductance has been neglected), and kt and kv are
respectively the torque and motor constants. Further, Gv denotes the voltage gain of
the power amplifier, and then the reference input is not the armature voltage Va but the
input voltage Vc of the amplifier; note that the amplifier bandwidth has been assumed
to be much larger than that of the controlled system. In the scheme of Figure 6.4, it
has been assumed also that

kvkt
Fm « R

a
'

i.e., the mechanical viscous friction coefficient has been neglected with respect to the
electrical friction coefficient2

.

The input/output transfer function of the motor can be written as

(6.8)

where

are respectively the velocity-to-voltage gain and time constant of the motor.

6.3.1 Feedback Control

To guide selection of the controller structure, start by noticing that an effective rejection
of the disturbance d on the output eis ensured by:

• a large value of the amplifier gain before the point of intervention of the
disturbance,

1 Subscript i has been dropped for notation compactness. Also, Laplace transforms of time­
dependent functions are indicated by capital letters without specifying dependence on s.

2 A complete treatment of actuators is deferred to Chapter 8.
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Figure 6.5 Block scheme of general independent joint control.

• the presence of an integral action in the controller so as to cancel the effect of
the gravitational component on the output at steady state (constant 0).

These requisites clearly suggest the use of a proportional-integral (PI) control action
in the forward path whose transfer function is

C(s) = K c 1 + sTc ;
s

(6.9)

this yields zero error at steady state for a constant disturbance, and the presence of the
real zero at s = -liTe offers a stabilizing action. To improve dynamic performance, it
is worth choosing the controller as a cascade of elementary actions with local feedback
loops closed around the disturbance.

Besides closure of a position feedback loop, the most general solution is obtained
by closing inner loops on velocity and acceleration. This leads to the scheme in
Figure 6.5, where Cp(s), Cv(s), CA(S) respectively represent position, velocity,
acceleration controllers, and the inmost controller shall be of PI type as in (6.9) so as
to obtain zero error at steady state for a constant disturbance. Further, k TP , k TV , kTA

are the respective transducer constants, and the amplifier gain Gv has been embedded
in the gain of the inmost controller. In the scheme of Figure 6.5, notice that Or is the
reference input, which is related to the desired output as

further, the disturbance torque D has been suitably transformed into a voltage by the
factor Ralkt .

In the following, a number of possible solutions that can be derived from the general
scheme of Figure 6.5 are presented; at this stage, the issue arising from possible lack
of measurement of physical variables is not considered yet. Three case studies are
considered which differ in the number of active feedback loops.
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Figure 6.6 Block scheme of position feedback control.

Position Feedback

In this case, the control action is characterized by:

Cp(s) = K p 1 + sTp

s
CV(s) = 1

kTV = kTA = O.

The scheme of Figure 6.6 shows that the transfer function of the forward path is

while that of the return path is

H(s) = kTP .

A root locus analysis can be performed as a function of the gain of the position loop
kmKpkTpTp/Tm. Three situations are illustrated for the poles of the closed-loop
system with reference to the relation between T p and Tm (Figure 6.7). Stability of the
closed-loop feedback system imposes some constraints on the choice of the parameters
of the PI controller. IfTp < T m, the system is inherently unstable (Figure 6.7a). Then,
it must be Tp > T m (Figure 6.7b). As Tp increases, the absolute value of the real
part of the two roots of the locus tending towards the asymptotes increases too, and
the system has faster time response. Hence, it is convenient to render T p » Tm

(Figure 6.7c). In any case, the real part of the dominant poles cannot be less than
-1/2Tm .

The closed-loop input/output transfer function is

1

kTP

1+ s2(1+sTm )
kmK p kTp (l + sTp)

(6.10)
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Figure 6.7 Root loci for the position feedback control scheme.

which can be expressed in the form

1
-k (1 + sTp)

W (s) = ----;-_:'-"T'-"-P_~,-------

( 1+ _2(_s + S:) (1+s7)'
W n wn

where W n and ( are respectively the natural frequency and damping ratio of the
pair of complex poles and -117 locates the real pole. These values are assigned to
define the joint drive dynamics as a function of the constant Tp; if Tp > Tm, then
1/(wn > Tp > 7 (Figure 6.7b); if Tp » Tm (Figure 6.7c), for large values of the
loop gain, then (wn > 1/7 :::::: 11Tp and the zero at -llTp in the transfer function
W (s) tends to cancel the effect of the real pole.

The closed-loop disturbance/output transfer function is

8(s)
D(s)

(6.11)

which shows that it is worth increasing K p to reduce the effect of disturbance
on the output during the transient. The function in (6.11) has two complex poles
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Figure 6.8 Block scheme of position and velocity feedback control.

(-(Wn , ±j-J1=(2wn ), a real pole (-liT), and a zero at the origin. The zero is due
to the PI controller and allows canceling the effects of gravity on the angular position
when eis a constant.

In (6.11), it can be recognized that the term K pkT p is the reduction factor imposed
by the feedback gain on the amplitude of the output due to disturbance; hence, the
quantity

(6.12)

(6.13)

can be interpreted as the disturbance rejection factor, which in turn is determined by
the gain K p . However, it is not advisable to increase K p too much, because small
damping ratios would result leading to unacceptable oscillations of the output. An
estimate TR of the output recovery time needed by the control system to recover the
effects of the disturbance on the angular position can be evaluated by analyzing the
modes of evolution of (6.11). Since T :::::: T p , such estimate is expressed by

TR = max {Tp , _l_} .
(wn

Position and Velocity Feedback

In this case, the control action is characterized by:

Cp(s) = Kp Cv(s) = Kv 1 + sTv
s

kTA = O.

To carry out a root locus analysis as a function of the velocity feedback loop gain, it is
worth reducing the velocity loop in parallel to the position loop by following the usual
rules for moving blocks. From the scheme in Figure 6.8 the transfer function of the
forward path is

P(s) = kmKpKv(l+sTv )
s2(1+sTm) ,
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Figure 6.9 Root locus for the position and velocity feedback control scheme.

while that of the return path is

H (8) = kT P (1 + 8K:::p) .
The zero of the controller at 8 = -l/Tv can be chosen so as to cancel the effects of
the real pole of the motor at 8 = -1 /Tm. Then, by setting

Tv = Tm ,

the poles of the closed-loop system move on the root locus as a function of the loop
gain kmKv kTV , as shown in Figure 6.9. By increasing the position feedback gain
K p , it is possible to confine the closed-loop poles into a region of the complex plane
with large absolute values of the real part. Then, the actual location can be established
by a suitable choice of K v.

The closed-loop input/output transfer function is

1

kTP
8kTv 82

1+ +-----
KpkTP kmKpkTpKv

which can be compared with the typical transfer function of a second-order system

1

(6.15)

(6.16)

(6.17)

It can be recognized that, with a suitable choice of the gains, it is possible to obtain
any value of natural frequency W n and damping ratio (. Hence, if W n and ( are given
as design requirements, the following relations can be found:

K k
_ 2(wnv TV --­km

w2

KpkTPKv = k:·
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Figure 6.10 Block scheme of position, velocity and acceleration feedback control.

For given transducer constants kTP and kTV , once K v has been chosen to sat­
isfy (6.16), the value of K p is obtained from (6.17).

The closed-loop disturbance/output transfer function is

8(s)
D(s)

(6.18)

which shows that the disturbance rejection factor is

(6.19)

(6.20)

and is fixed, once K p and K v have been chosen via (6.16) and (6.17). Concerning
disturbance dynamics, the presence of a zero at the origin introduced by the PI, of a
real pole at s = -liTm, and of a pair of complex poles having real part -(wn should
be noticed. Hence, in this case, an estimate of the output recovery time is given by the
time constant

TR = max {Tm , _1_},
(wn

which reveals an improvement with respect to the previous case in (6.13), since
Tm « Tp and the real part of the dominant poles is not constrained by the inequality
(wn < 1/2Tm .

Position, Velocity and Acceleration Feedback

In this case, the control action is characterized by:

Cp(s) = Kp Cv(s) = Kv
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Figure 6.11 Root locus for the position, velocity and acceleration feedback control scheme.

After some manipulation, the block scheme of Figure 6.5 can be reduced to that of
Figure 6.10 where G' (s) indicates the following transfer function:

The transfer function of the forward path is

P(s) = KpKvKAP + STA) G'(s),
s

while that of the return path is

(
SkTV )H(s) = kTP 1 + Kpk

TP
.

Also in this case, a suitable pole cancellation is worthy which can be achieved either
by setting

or by making

The two solutions are equivalent as regards dynamic performance of the control system.
In both cases, the poles of the closed-loop system are constrained to move on the root
locus as a function of the loop gain kmKpKvKA/(l + kmKAkTA ) (Figure 6.11).
A close analogy with the previous scheme can be recognized, in that the resulting
closed-loop system is again of second-order type.
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The closed-loop input/output transfer function is

1

kTP

while the closed-loop disturbance/output transfer function is

(6.21)

8(s)
D(s)

(6.22)

The resulting disturbance rejection factor is given by

while the output recovery time is given by the time constant

(6.23)

(6.24)

where TA can be made less than Tm, as pointed out above.
With reference to the transfer function in (6.15), the following relations can be

established for design purposes, once (, Wn , and X R have been specified:

2Kp kTP W n

kTV (

kmXR
kmKAkTA = -- - 1

w~

KpkTPKvKA = X R·

(6.25)

(6.26)

(6.27)

For given kTP , kTV , kTA , Kp is chosen to satisfy (6.25), KA is chosen to satisfy (6.26),
and then K v is obtained from (6.27). Notice how admissible solutions for the controller
typically require large values for the rejection factor X R . Hence, in principle, not only
does the acceleration feedback allow achieving any desired dynamic behaviour but,
with respect to the previous case, it also allows prescribing the disturbance rejection
factor as long as kmXR/W; > 1.

In deriving the above control schemes, the issue of measurement of feedback variables
was not considered explicitly. With reference to the typical position control servos
that are implemented in industrial practice, there is no problem to measure position
and velocity, while a direct measurement of acceleration, in general, either is not
available or is too expensive to obtain. Therefore, for the scheme of Figure 6.10, an
indirect measure can be obtained by reconstructing acceleration from direct velocity
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Figure 6.12 Block scheme of a fi rst-order fi Iter.

measurement through a first-order filter (Figure 6.12). The filter is characterized by
a bandwidth w3f = kf. By choosing this bandwidth wide enough, the effects due to
measurement lags are not appreciable, and then it is feasible to take the acceleration
filter output as the quantity to feed back. Some problem may occur concerning the
noise superimposed on the filtered acceleration signal, though.

Resorting to a filtering technique may be useful when only the direct position
measurement is available. In this case, by means of a second-order state variable filter,
it is possible to reconstruct velocity and acceleration. However, the greater lags induced
by the use of a second-order filter typically degrade the performance with respect to
the use of a first-order filter, because of limitations imposed on the filter bandwidth by
numerical implementation of the controller and filter.

Notice that the above derivation is based on an ideal dynamic model, i.e., when
the effects of transmission elasticity as well as those of amplifier and motor electrical
time constants are neglected. This implies that satisfaction of design requirements
imposing large values of feedback gains may not be verified in practice, since the
existence of unmodeled dynamics-such as electric dynamics, elastic dynamics due
to non perfectly rigid transmissions, filter dynamics for the third scheme-might lead
to degrading the system and eventually driving it to instability. In sum, the above
solutions constitute design guidelines whose limits shall be emphasized with regard to
the specific application.

6.3.2 Decentralized Feedforward Compensation

When the joint control servos are required to track reference trajectories with high
values of speed and acceleration, the tracking capabilities of the scheme in Figure 6.5
are unavoidably degraded. The adoption of a decentralizedfeedforward compensation
allows reducing the tracking error. Therefore, in view of the closed-loop input/output
transfer functions in (6.10),(6.14),(6.21), the reference inputs to the three control
structures analyzed in the previous section can be respectively modified into:

(6.28)

(6.29)
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Figure 6.13 Block scheme of position feedback control with decentralized feedforward com­
pensation.

DRa
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Figure 6.14 Block scheme of position and velocity feedback control with decentralized feed­
forward compensation.

(6.30)

in this way, tracking of the desired joint position trajectory is achieved, if not for the
effect of disturbances. Notice that computing time derivatives of the desired trajectory
is not a problem, once ed (t) is known analytically. The tracking control schemes,
resulting from simple manipulation of (6.28), (6.29), (6.30) are reported respectively
in Figures 6.13, 6.14, 6.15, where M(s) indicates the motor transfer function in (6.8).

All the solutions allow tracking of the input trajectory within the range of validity
and linearity of the employed models. It is worth noticing that, as the number of nested
feedback loops increases, a less accurate knowledge of the system model is required
to perform feedforward compensation. In fact, Tm and km are required for the scheme
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Figure 6.15 Block scheme of position, velocity and acceleration feedback control with decen­
tralized feedforward compensation.

of Figure 6.13, only km is required for the scheme of Figure 6.14, and k m again-but
with reduced weight-for the scheme of Figure 6.15.

It is worth recalling that peifect tracking can be obtained only on the assumption
of exact matching of the controller and feedforward compensation parameters with
the process parameters, as well as of exact modelling and linearity of the physical
system. Deviations from the ideal values cause a performance degradation that shall
be analyzed case by case.

The presence of saturation blocks in the schemes of Figures 6.13, 6.14, 6.15 is to
be intended as intentional nonlinearities whose function is to limit relevant physical
quantities during transients; the greater the number of feedback loops, the greater the
number of quantities that can be limited (velocity, acceleration, and motor voltage). To
this purpose, notice that trajectory tracking is obviously lost whenever any of the above
quantities saturates. This situation often occurs for industrial manipulators required
to execute point-to-point motions; in this case, there is less concern about the actual
trajectories followed, and the actuators are intentionally taken to operate at the current
limits so as to realize the fastest possible motions.

After simple block reduction on the above schemes, it is possible to determine
equivalent control structures that utilize position feedback only and regulators with
standard actions. It should be emphasized that the two solutions are equivalent in
terms of disturbance rejection and trajectory tracking. However, tuning of regulator
parameters is less straightforward, and the elimination of inner feedback loops pre­
vents the possibility of setting saturations on velocity and/or acceleration. The control
structures equivalent to those of Figures 6.13, 6.14, 6.15 are illustrated in Figures 6.16,
6.17,6.18, respectively; control actions of PI, PID, PIDD2 type are illustrated which
are respectively equivalent to the cases of: position feedback; position and velocity
feedback; position, velocity and acceleration feedback.

The above schemes can incorporate the typical structure of the controllers actually
implemented in the control architectures of industrial robots. In these systems it is
important to choose the largest possible gains so that model inaccuracy and interaction
terms do not appreciably affect positions of the single joints. As pointed out above, the
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Figure 6.16 Equivalent control scheme of PI type.
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Figure 6.17 Equivalent control scheme of PID type.

upper limit on the gains is imposed by all those factors that have not been modeled,
such as implementation of discrete-time controllers in lieu of the continuous-time
controllers analyzed in theory, presence of finite sampling time, neglected dynamic
effects (e.g., joint elasticity, structural resonance, finite transducer bandwidth), and
sensor noise. In fact, the influence of such factors in the implementation of the above
controllers may cause a severe system performance degradation for much too large
values of feedback gains.
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Figure 6.18 Equivalent control scheme of PIDD2 type.

6.4 Computed Torque Feedforward Control

Define the tracking error e(t) = ()d(t) - ()(t). With reference to the most general
scheme (Figure 6.18), the output of the PIDD2 regulator can be written as

which describes the time evolution of the error. The constant coefficients a2, aI, ao, a-I

are determined by the particular solution adopted. Summing the contribution of the
feedforward actions and of the disturbance to this expression yields

where

The input to the motor (Figure 6.5) has then to satisfy the following equation:

With a suitable change of coefficients, this can be rewritten as
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This equation describes the error dynamics and shows that any physically executable
trajectory is asymptotically tracked only if the disturbance term d(t) = O. With the term
physically executable it is meant that the saturation limits on the physical quantities,
e.g., current and voltage in electric motors, are not violated in the execution of the
desired trajectory.

The presence of the term d(t) causes a tracking error whose magnitude is reduced
as much as the disturbance frequency content is located off to the left of the lower limit
of the bandwidth of the error system. The disturbance/error transfer function is given
by

E(s)
D(s)

and thus the adoption of loop gains which are not realizable for the above discussed
reasons is often required.

Nevertheless, even if the term d(t) has been introduced as a disturbance, its ex­
pression is given by (6.7). It is then possible to add a further term to the previous
feedforward actions which is able to compensate the disturbance itself rather than its
effects. In other words, by taking advantage of model knowledge, the rejection effort
of an independent joint control scheme can be lightened with notable simplification
from the implementation viewpoint.

Let qd(t) be the desired joint trajectory and qmd(t) the corresponding actuator
trajectory as in (6.2). By adopting an inverse model strategy, the feedforward action
RaK;ldd can be introduced with

where R a and K t denote the diagonal matrices of armature resistances and torque
constants of the actuators. This action tends to compensate the actual disturbance
expressed by (6.7) and in turn allows the control system to operate in a better condition.

This solution is illustrated in the scheme of Figure 6.19, which conceptually
describes the control system of a manipulator with computed torque control. The
feedback control system is representative of the n independent joint control servos;
it is decentralized, since controller i elaborates references and measurements that
refer to single Joint i. The interactions between the various joints, expressed by d,
are compensated by a centralized action whose function is to generate a feedforward
action that depends on the joint references as well as on the manipulator dynamic
model. This action compensates the nonlinear coupling terms due to inertial, Coriolis,
centrifugal, and gravitational forces that depend on the structure and, as such, vary
during manipulator motion.

Although the residual disturbance term d = dd - d vanis~es only in the ideal
case of perfect tracking (q = qd) and exact dynamic modelling, d is representative of
interaction disturbances of considerably reduced magnitude with respect to d. Hence,
the computed torque technique has the advantage to alleviate the disturbance rejection
task for the feedback control structure and in turn allows limited gains. Notice that
expression (6.31) in general imposes a computationally demanding burden on the
centralized part of the controller. Therefore, in those applications where the desired
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Figure 6.19 Block scheme of computed torque feedforward control.

trajectory is generated in real time with regard to heteroceptive sensory data and
commands from higher hierarchical levels of the robot control architecture3

, on-line
computation of the centralized feedforward action may require too much time4

.

Since the actual controller is to be implemented on a computer with a finite
sampling time, torque computation has to be carried out during this interval of time; in
order not to degrade dynamic system performance, typical sampling times are of the
order of the millisecond.

Therefore, it may be worth performing only a partial feedforward action so as to
compensate those terms of (6.31) that give the most relevant contributions during ma­
nipulator motion. Since inertial and gravitational terms dominate velocity-dependent
terms (at operational joint speeds not greater than a few radians per second), a partial
compensation can be achieved by computing only the gravitational torques and the
inertial torques due to the diagonal elements of the inertia matrix. In this way, only
the terms depending on the global manipulator configuration are compensated while
those deriving from motion interaction with the other joints are not.

Finally, it should be pointed out that, for repetitive trajectories, the above com­
pensating contributions can be computed off-line and properly stored on the basis of
a trade-off solution between memory capacity and computational requirements of the
control architecture.

3 See also Chapter 9.

4 In this regard, the problem of real-time computation of compensating torques can be solved
by resorting to effi cient recursive formulations of manipulator inverse dynamics, such as the
Newton-Euler algorithm presented in Chapter 4.
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Figure 6.20 Block scheme of the manipulator and drives system as a voltage-controlled system.

6.5 Centralized Control

In the previous sections several techniques have been discussed that allow designing in­
dependent joint controllers. These are based on a single-input/single-output approach,
since interaction and coupling effects between the joints have been considered as dis­
turbances acting on each single joint drive system. However, as shown by the dynamic
model (6.1), the manipulator is not a set of n decoupled system but it is a multivariable
system with n inputs (joint torques) and n outputs (joint positions) interacting between
them by means of nonlinear relations.

In order to follow a methodological approach which is consistent with control de­
sign, it is necessary to treat the control problem in the context of nonlinear multivariable
systems. This approach will obviously account for the manipulator dynamic model and
lead to finding nonlinear centralized contrallaws, whose implementation is needed
for high manipulator dynamic performance. On the other hand, the above computed
torque control can be interpreted in this framework, since it provides a model-based
nonlinear control term to enhance trajectory tracking performance. Notice, however,
that this action is inherently performed off line, as it is computed on the time history
of the desired trajectory and not of the actual one.

For the following derivation, it is worth rewriting the mathematical model of the
manipulator with drives in a more suitable form. The manipulator is described by (6.1)

B(q)q + C(q, q)q + Fvq + g(q) = T,

while the transmissions are described by (6.2)

Krq = qm·

With reference to (6.3) and the block scheme of Figure 6.4, the n driving systems can
be described in compact matrix form by the equations:

K;l T = Ktia

Va = Raia + Kvqm

In (6.32), K t is the diagonal matrix of torque constants and i a is the vector of armature
currents of the n motors; in (6.33), Va is the vector of armature voltages, R a is the
diagonal matrix of armature resistances, and K v is the diagonal matrix of voltage
constants of the n motors; in (6.34), G v is the diagonal matrix of gains of the n
amplifiers and V c is the vector of control voltages of the n servomotors.
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Figure 6.21 Block scheme of the manipulator and drives system as a torque-controlled system.

On reduction of(6.1), (6.2), (6.32), (6.33), (6.34), the dynamic model ofthe system
given by the manipulator and drives is described by

B(q)q + C(q, q)q + Fq + g(q) = u

where the following positions have been made:

F = Fv + KrKtR;;l KvKr
u = KrKtR;; 1Gvvc.

(6.35)

(6.36)

(6.37)

In (6.36), F is the diagonal matrix accounting for all viscous (mechanical and electri­
cal) damping terms, and, in (6.37), u is the vector which is taken as control input to the
system. Notice that the actual torques that determine the motion of the system of manip­
ulator with drives can be obtained by subtracting to (6.37)the term K rKtR;; 1 KvKrq
due to electrical friction. The overall system is then voltage-controlled and the corre­
sponding block scheme is illustrated in Figure 6.20. In this case, each component of v c

corresponds to the control voltage of any of the previous independent joint control
schemes.

If the actuators have to provide torque contributions computed on the basis of
a complete or reduced manipulator model, the design of u in (6.35) depends on
the matrices Kt. K v and R a of the motors, which are influenced by the operating
conditions. To reduce sensitivity to parameter variations, it is worth considering driving
systems characterized by a torque (current) control rather than by a voltage control. In
this case the actuators behave as torque-controlled generators; the equation in (6.33)
becomes meaningless and (6.34) is replaced with

(6.34')

which gives a proportional relation between the armature currents i a (and thus the
torques) and the control voltages V c established by the constant matrix G i . As a
consequence, (6.36) and (6.37) become

F=Fv
u = KrKtGivc = 'T,

(6.36')

(6.37')

which show a reduced dependence of u and F on the motor parameters. The over­
all system is now torque-controlled and the resulting block scheme is illustrated in
Figure 6.21.

In the remainder, the problem of finding control laws u that ensure a given per­
formance for the system of manipulator with drives is considered. Since (6.37') can
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be considered as a constant proportional relation between V c and u, the centralized
control algorithms that follow directly refer to the generation of control torques u.

6.5.1 PD Control with Gravity Compensation

Let a constant equilibrium posture be assigned for the system as the vector of desired
joint variables qd. It is desired to find the structure of the controller which ensures
global asymptotic stability of the above posture.

The determination of the control input which stabilizes the system around the
equilibrium posture is based on the Lyapunov direct method.

Take the vector [qT qT jT as the system state, where

q = qd - q (6.38)

represents the error between the desired and the actual posture. Choose the following
positive definite quadratic form as Lyapunov function candidate:

Vq,q -::f 0 (6.39)

where K p is an (n x n) symmetric positive definite matrix. An energy-based interpre­
tation of (6.39) reveals a first term expressing the system kinetic energy and a second
term expressing the potential energy stored in the system of equivalent stiffness K p

provided by the n position feedback loops.
Differentiating (6.39) with respect to time, and recalling that qd is constant, yields

Solving (6.35) for Bij and substituting it in (6.40) gives

v = ~qT (B(q) - 2C(q, q))q - qTFq + qT (u - g(q) - Kpq).

(6.40)

(6.41)

The first term on the right-hand side is null since the matrix N = B - 2C satis­
fies (4.48). The second term is negative definite. Then, the choice

u = g(q) + Kpq, (6.42)

describing a controller with compensati<;m of gravitational terms and a proportional
action, leads to a negative semi-definite V since

q = O,Vq.

This result can be obtained also by taking the control law

u = g(q) + Kpq - KDq, (6.43)
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Figure 6.22 Block scheme of joint space PD control with gravity compensation.

(6.44)

with K D positive definite, corresponding to a nonlinear compensation action ofgrav­
itational terms with a linear proportional-derivative (PD) action. In fact, substituting
(6.43) into (6.41) gives

which reveals that the introduction of the derivative term causes an increase of the
absolute values ofV along the system trajectories, and then it gives an improvement of
system time response. Notice that the inclusion of a derivative action in the controller,
as in (6.43), is crucial when direct-drive manipulators are considered. In that case, in
fact, mechanical viscous damping is practically null, and current control does not allow
exploiting the electrical viscous damping provided by voltage-controlled actuators.

According to the above, the function candidate V decreases as long as q -::f- 0
for all system trajectories. It can be shown that the system reaches an equilibrium
posture. To find such posture, notice that V == 0 only if q == O. System dynamics
under control (6.43) is given by

B(q)ij + C(q, q)q + Fq + g(q) = g(q) + Kpq - KDq. (6.45)

At the equilibrium (q == 0, ij == 0) it is

(6.46)

and then
q = qd - q == 0

is the sought equilibrium posture. The above derivation rigorously shows that any
manipulator equilibrium posture is globally asymptotically stable under a controller
with a PD linear action and a nonlinear gravity compensating action. Stability is
ensured for any choice of K p and K D , as long as these are positive definite matrices.
The resulting block scheme is shown in Figure 6.22.

The control law requires the on-line computation of the term g(q). Ifcompensation
is imperfect, the above discussion does not lead to the same result; this aspect will
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Figure 6.23 Global linearization performed by inverse dynamics control.

be revisited later with reference to robustness of controllers performing nonlinear
compensation.

6.5.2 Inverse Dynamics Control

Consider now the problem of tracking ajoint space trajectory. The reference framework
is that of control of nonlinear multivariable systems. The dynamic model of an n-joint
manipulator is expressed by (6.35) which can be rewritten as

B(q)q + n(q, q) = u,

where for simplicity it has been set

n(q, q) = C(q, q)q + Fq + g(q).

(6.47)

(6.48)

The approach that follows is founded on the idea to find a control vector u, as a
function of the system state, which is capable to realize an input/output relationship of
linear type; in other words, it is desired to perform not a local linearization but a global
linearization of system dynamics obtained by means of a nonlinear state feedback.
The possibility of finding such a linearizing controller is guaranteed by the particular
form of system dynamics. In fact, the equation in (6.47) is linear in the control u and
has a full-rank matrix B (q) which can be inverted for any manipulator configuration.

Taking the control u as a function of the manipulator state in the form

u = B(q)y+n(q,q)

leads to the system described by
q = y,

(6.49)

where y represents a new input vector whose expression is to be determined yet; the
resulting block scheme is shown in Figure 6.23. The nonlinear control law in (6.49) is
termed inverse dynamics control since it is based on the computation of manipulator
inverse dynamics. The system under control (6.49) is linear and decoupled with respect
to the new input y. In other words, the component Yi influences, with a double integrator
relationship, only the joint variable qi, independently of the motion of the other joints.
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Figure 6.24 Block scheme of joint space inverse dynamics control.

In view of the choice (6.49), the manipulator control problem is reduced to that of
finding a stabilizing control law y. To this purpose, the choice

(6.50)

leads to the system of second-order equations

(6.51)

which, on the assumption of positive definite matrices K p and K D, is asymptotically
stable. Choosing K p and K D as diagonal matrices of the type

gives a decoupled system. The reference component r'i influences only the joint vari­
able qi with a second-order input/output relationship characterized by a natural fre­
quency Wni and a damping ratio (i.

Given any desired trajectory qd(t), tracking of this trajectory for the output q(t)
is ensured by choosing

(6.52)

(6.53)

In fact, substituting (6.52) into (6.51) gives the homogeneous second-order differential
equation

expressing the dynamics of position error (6.38) while tracking the given trajectory.
Such error occurs only if q(O) and/or ;](0) are different from zero and converges to
zero with a speed depending on the matrices K p and K D chosen.

The resulting block scheme is illustrated in Figure 6.24, in which two feedback
loops are represented; an inner loop based on the manipulator dynamic model and an
outer loop operating on the tracking error. The function of the inner loop is to obtain a
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linear and decoupled input/output relationship, whereas the outer loop is required to
stabilize the overall system. The controller design for the outer loop is simplified since
it operates on a linear and time-invariant system. Notice that the implementation of this
control scheme requires computation of the inertia matrix B (q) and of the vector of
Coriolis, centrifugal, gravitational, and damping terms n(q, q) in (6.48). Differently
from computed torque control, these terms must be computed on line since control is
now based on nonlinear feedback of the current system state, and thus it is not possible
to precompute the terms off line as for the previous technique.

The above technique of nonlinear compensation and decoupling is very attractive
from a control viewpoint since the nonlinear and coupled manipulator dynamics is
replaced with n linear and decoupled second-order subsystems. Nonetheless, this
technique is based on the assumption of perfect cancellation of dynamic terms, and
then it is quite natural to raise questions about sensitivity and robustness problems due
to unavoidably imperfect compensation.

Implementation of inverse dynamics control laws indeed requires that parameters
of the system dynamic model are accurately known and the complete equations of
motion are computed in real time. These conditions are difficult to verify in practice.
On one hand, the model is usually known with a certain degree of uncertainty due to
imperfect knowledge of manipulator mechanical parameters, existence of unmodeled
dynamics, and model dependence on end-effector payloads not exactly known and
thus not perfectly compensated. On the other hand, inverse dynamics computation is
to be performed at sampling times of the order of the millisecond so as to ensure that
the assumption of operating in the continuous time domain is realistic. This may pose
severe constraints on the hardware/software architecture of the control system. In such
cases, it may be advisable to lighten the computation of inverse dynamics and compute
only the dominant terms.

On the basis of the above remarks, from an implementation viewpoint, compen­
sation may be impeifect both for model uncertainty and for the approximations made
in on-line computation of inverse dynamics. In the following, two control techniques
are presented which are aimed at counteracting the effects of imperfect compensation.
The first one consists of the introduction of an additional term to an inverse dynamics
controller which provides robustness to the control system by counteracting the effects
of the approximations made in on-line computation of inverse dynamics. The second
one adapts the parameters of the model used for inverse dynamics computation to
those of the true manipulator dynamic model.

6.5.3 Robust Control

(6.54)u = ~(q)y+n(q,q)

In the case of impeifect compensation, it is reasonable to assume in (6.47) a control
vector expressed by

where ~ and n represent the adopted computational model in terms of estimates of
the terms in the dynamic model. The error on the estimates, i.e., the uncertainty, is
represented by

B=B-B n=n-n (6.55)
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and is due to imperfect model compensation as well as to intentional simplification in
inverse dynamics computation. Notice that by setting B = lJ (where lJ is the diagonal
matrix of average inertia at the joint axes) and n = 0, the above decentralized control
scheme is recovered where the control action y can be of the general PID type computed
on the error.

Using (6.54) as a nonlinear control law gives

Bij + n = By + n (6.56)

where functional dependence has been omitted. Since the inertia matrix B is invertible,
it is

where

Taking as above

leads to

ij = y + (B- 1B - I)y + B- 1ii = y - 1)

.. .
q+ KDq + Kpq = 1).

(6.57)

(6.58)

(6.59)

The system described by (6.59) is still nonlinear and coupled, since 1) is a nonlinear
function of q and q; error convergence to zero is not ensured by the term on the
left-hand side only.

To find control laws ensuring error convergence to zero while tracking a trajectory
even in the face of uncertainties, a linear PD control is no longer sufficient. To this
purpose, the Lyapunov direct method can be utilized again for the design of an outer
feedback loop on the error which be robust to the uncertainty 1).

Let the desired trajectory qd(t) be assigned in the joint space and let q = qd - q be
the position error. Its first time-derivative isq= qd-q, while its second time-derivative
in view of (6.57) is

By taking

q = ijd - Y + 1).

~ = [~]

(6.60)

(6.61)

as the system state, the following first-order differential matrix equation is obtained:

e= H~ + D(ijd - Y + 1)), (6.62)

where Hand Dare block matrices of dimensions (2n x 2n) and (2n x n), respectively:

(6.63)

Then, the problem of tracking a given trajectory can be regarded as the problem of
finding a control law y which stabilizes the nonlinear time-varying error system (6.62).
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Control design is based on the assumption that, even though the uncertainty TJ is
unknown, an estimate on its range of variation is available. The sought control law y
shall guarantee asymptotic stability for any TJ varying in the above range. By recalling
that TJ in (6.58) is a function of q, q, Cu, the following assumptions are made:

sup litidil < QM < 00 "itid
t2':O

Iliill :::; P < 00 "iq, q.

(6.64)

(6.65)

(6.66)

Assumption (6.64) is practically satisfied since any planned trajectory cannot require
infinite accelerations.

Regarding assumption (6.65), since B is a positive definite matrix with upper and
lower limited norms, the following inequality holds:

"iq, (6.67)

and then a choice for B always exists which satisfies (6.65). In fact, by setting

from (6.65) it is

IIB- l iJ - III :::; ~M - ~m = a < 1.
M+ m

(6.68)

If B is a more accurate estimate of the inertia matrix, the inequ}Llity is satisfied with
values of a that can be made arbitrarily small (in the limit, it is B = B and a = 0).

Finally, concerning assumption (6.66), observe that ii is a function of q and q.
For revolute joints a periodical dependence on q is obtained, while for prismatic
joints a linear dependence is obtained, but the joint ranges are limited and then the
above contribution is also limited. On the other hand, regarding the dependence on
q, unbounded velocities for an unstable system may arise in the limit, but in reality
saturations exist on the maximum velocities of the motors. In sum, assumption (6.66)
can be realistically satisfied, too.

With reference to (6.57), choose now

(6.69)

where the PD term ensures stabilization of the error dynamic system matrix, tid
provides a feedforward term, and the term w is to be chosen to guarantee robustness
to the effects of uncertainty described by TJ in (6.58).

Using (6.69) and setting K = [Kp KD] yields

e=He+D(TJ-w), (6.70)
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where

H = (H _ DK) = [0 I]
-Kp -KD

is a matrix whose eigenvalues all have negative real parts-being K p and K D pos­
itive definite-which allows prescribing the desired error system dynamics. In fact,
by choosing K p = diag{W;l' ... ,w;n} and K D = diag{2(lwn l,"" 2(nwnn},
n decoupled equations are obtained as regards the linear part. If the uncertainty term
vanishes, it is obviously w = 0 and the above result with an exact inverse dynamics
controller is recovered (B = B and it = n).

To determine w, consider the following positive definite quadratic form as Lya­
punov function candidate:

(6.71)

where Q is a (2n x 2n) positive definite matrix. The derivative of V along the trajec­
tories of the error system (6.70) is

it = t,TQt; + t;TQt,

= t;T(HTQ + QH)t; + 2t;TQD(1J - w).
(6.72)

Since H has eigenvalues with all negative real parts, it is well-known that for any
symmetric positive definite matrix P, the equation

(6.73)

gives a unique solution Q which is symmetric positive definite as well. In view of this,
(6.72) becomes

(6.74)

The first term on the right-hand side of (6.74) is negative definite and then the solutions
converge if t; E N(DTQ). If instead t; (j. N(DTQ), the control w must be chosen so
as to render the second term in (6.74) less than or equal to zero. By setting z = D TQt;,
the second term in (6.74) can be rewritten as zT(1J - w). Adopting the control law

p>O (6.75)

gives5

T( ) T P TZ 1J-W =Z 1J-WZ Z

::; Ilzllll1Jll- plizil
= Ilzll(II1JII- p).

(6.76)

5 Notice that it is necessary to divide z by the norm of z so as to obtain a linear dependence on
z of the term containing the control ZT w, and thus to effectively counteract, for z ---+ 0, the
term containing the uncertainty ZT"1 which is linear in z.
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Figure 6.25 Block scheme of joint space robust control.

Then, if p is chosen so that

Vq, q, iid, (6.77)

control (6.75) ensures that 11 is less than zero along all error system trajectories.
In order to satisfy (6.77), notice that, in view of the definition of 11 in (6.58) and

of assumptions (6.64)-(6.66), and being Ilwll = p, it is

111111 ::; III - B- 1BII (Iliidil + IIKllllel1 + Ilwll) + IIB-1 1111iill
::; aQM + allKllllel1 + ap + BMP.

(6.78)

Therefore, setting

(6.79)

(6.80)Ve =I o.. T T( p)V = -e Fe + 2z 11 - W z < 0

The resulting block scheme is illustrated in Figure 6.25.
To summarize, the presented approach has lead to finding a control law which is

formed by three different contributions:

• The term By + it ensures an approximate compensation ofnonlinear effects
and joint decoupling .

• The term iid + KDq + Kpq introduces a linear feedforward action (iid +
K Dqd+ K pqd) and a linearfeedback action (- K Dq - K pq) which stabilizes
the error system dynamics.
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Figure 6.26 Error trajectory with robust control.

• The term w = (p/llzll)z represents the robust contribution that counteracts
the indeterminacy Band ii in computing the nonlinear terms that depend on
the manipulator state; the greater the uncertainty, the greater the positive scalar
p. The resulting control law is of the unit vector type, since it is described by
a vector of magnitude p aligned with the unit vector of z = D T Qt" Vt,.

All the resulting trajectories under the above robust control reach the subspace z =
D T Qt, = 0 that depends on the matrix Q in the Lyapunov function V. On this
attractive subspace, termed sliding subspace, the control w is ideally commuted at an
infinite frequency and all error components tend to zero with a transient depending
on the matrices Q, K p , K D . A characterization of an error trajectory in the two­
dimensional case is given in Figure 6.26. Notice that in the case t,(O) i- 0, with
t,(O) (j. N(DT Q), the trajectory is attracted on the sliding hyperplane (a line) z = 0
and tends towards the origin of the error state space with a time evolution governed
by p.

In reality, the physical limits on the elements employed in the controller impose a
control signal that commutes at a finite frequency, and the trajectories oscillate around
the sliding subspace with a magnitude as low as the frequency is high.

Elimination of these high-frequency components (chattering) can be achieved by
adopting a robust control law which, even if it does not guarantee error convergence
to zero, ensures bounded-norm errors. A control law of this type is

for liz II ::::: E

(6.81)
for Ilzll < Eo

In order to provide an intuitive interpretation of this law, notice that (6.81) gives a
null control input when the error is in the null space of matrix D T Q. On the other
hand, (6.75) has an equivalent gain tending to infinity when z tends to the null vector,
thus generating a control input of limited magnitude. Since these inputs commute at an
infinite frequency, they force the error system dynamics to stay on the sliding subspace.
With reference to the above example, control law (6.81) gives rise to an hyperplane
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Figure 6.27 Error trajectory with robust control and chattering elimination.

z = 0 which is no longer attractive, and the error is allowed to vary within a boundary
layer whose thickness depends on E (Figure 6.27).

The introduction of a contribution based on the computation of a suitable linear
combination of the generalized error confers robustness to a control scheme based on
nonlinear compensation. Even if the manipulator is accurately modeled, indeed, an
exact nonlinear compensation may be computationally demanding, and thus it may
require either a sophisticated hardware architecture or an increase of the sampling
time needed to compute the control law. The solution then becomes weak from an
engineering viewpoint, due either to infeasible costs of the control architecture or
to poor performance at decreased sampling rates. Therefore, considering a partial
knowledge of the manipulator dynamic model with an accurate, pondered estimate
of uncertainty may suggest robust control solutions of the kind presented above. It is
understood that an estimate of the uncertainty shall be found so as to impose control
inputs which the mechanical structure can bear.

6.5.4 Adaptive Control

The computational model employed for computing inverse dynamics typically has
the same structure as that of the true manipulator dynamic model, but parameter
estimate uncertainty does exist. In this case, it is possible to devise solutions that allow
adapting on line the computational model to the dynamic model, thus performing a
control scheme of the inverse dynamics type.

The possibility of finding adaptive control laws is ensured by the property of
linearity in the parameters of the dynamic model of a manipulator. In fact, it is always
possible to express the nonlinear equations of motion in a linear form with respect to
a suitable set of constant dynamic parameters as in (4.80). The equation in (6.35) can
then be written as

B(q)q + C(q, it) it + Fit + g(q) = Y(q, it, q)7r = U, (6.82)

where 7r is a (p x 1) vector of constant parameters and Y is an (n x p) matrix which
is a function of joint positions, velocities and accelerations. This property of linearity
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in the dynamic parameters is fundamental for deriving adaptive control laws, among
which the technique illustrated below is one of the simplest.

At first, a control scheme which can be derived through a combined computed
torque/inverse dynamics approach is illustrated. The computational model is assumed
to coincide with the dynamic model.

Consider the control law

u = B(q)iir + C(q, q)qr + Fqr + g(q) + KDa,

with K D a positive definite matrix. The choice

(6.83)

iir = iid + Aq, (6.84)

with A a positive definite (usually diagonal) matrix, allows expressing the nonlinear
compensation and decoupling terms as a function of the desired velocity and accel­
eration, corrected by the current state (q and q) of the manipulator. In fact, notice
that the term qr = qd + Aq weighs the contribution that depends on velocity not
only on the basis of the desired velocity but also on the basis of the position tracking
error. A similar argument holds also for the acceleration contribution, where a term
depending on the velocity tracking error is considered besides the desired acceleration.

The term KDa is equivalent to a PD action on the error if a is taken as

a = qr - q = q + Aq.

Substituting (6.83) into (6.82) and accounting for (6.85) yields

B(q)iT + C(q, q)a + Fa + KDa = O.

Consider the Lyapunov function candidate

(6.85)

(6.86)

V(a, q) = ~aTB(q)a + ~qTMq > 0 \;fa, q:j:. 0, (6.87)

where M is an (n x n) symmetric positive definite matrix; the introduction of the
second term in (6.87) is necessary to obtain a Lyapunov function of the entire system
state which vanishes for q = 0 and q = O. The time derivative of V along the
trajectories of system (6.86) is

11 = aTB(q)iT + ~aT13(q)a + qTMq

= -aT(F+KD)a+qTMq,
(6.88)

where the skew-symmetry property (4.47) of the matrix N 13 - 2C has been
exploited. In view of the expression of a in (6.85), with diagonal A and K D, it is
convenient to choose M = 2AKD; this leads to

. T ·T· TV = -a Fa - q KDq - q AKDAq. (6.89)
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This expression shows that the time derivative is negative definite since it vanishes only
if (j == 0 and q== 0; thus, it follows that the origin of the state space [(jT aT]T = 0
is globally asymptotically stable. It is worth noticing that, differently from the robust
control case, the error trajectory tends to the subspace a = 0 without the need of a
high-frequency control.

On the basis of this notable result, the control law can be made adaptive with
respect to the vector of parameters 1r.

Suppose that the computational model has the same structure as that of the manip­
ulator dynamic model, but its parameters are not known exactly. The control law (6.83)
is then modified into

u = B(q)Qr + C(q, q)qr + Fqr + g+ KDa
= Y(q,q,qr,Qr)if + KDa,

(6.90)

where if represents the available estimate on the parameters and, accordingly, B, C,
F, g denote the estimated terms in the dynamic model. Substituting control (6.90)
into (6.82) gives

B(q)& + C(q, q)a + Fa + KDa = -B(q)Qr - C(q, q)qr - Fqr - g(q)
= -Y(q, q, qr, Qr)ir, (6.91)

where the property of linearity in the error parameter vector

(6.92)

has been conveniently exploited. In view of (6.55), the modelling error is characterized
by:

B=B-B C=C-C F=F-F g = g - g. (6.93)

It is worth remarking that, in view of position (6.84), the matrix Y does not depend
on the actual joint accelerations but only on their desired values; this avoids problems
due to direct measurement of acceleration.

At this point, modify the Lyapunov function candidate in (6.87) into the form

which features an additional term accounting for the parameter error (6.92), with K 7r

symmetric positive definite. The time derivative of V along the trajectories of system
(6.91) is

If the estimate of the parameter vector is updated as in the adaptive law

(6.96)
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Figure 6.28 Block scheme of joint space adaptive control.

the expression in (6.95) becomes

V· TF ,,-TK "- ~TAK A~= -(j (j - q Dq - q D q

since ir = if (7T' is constant).
By an argument similar to above, it is not difficult to show that the trajectories of

the manipulator described by the model

B(q)q + C(q, q)q + Fq + g(q) = u,

under the control law

and the parameter adaptive law

globally asymptotically converge to (j = 0 and q = 0, which implies convergence to
zero ofq, q, and boundedness of ir. The equation in (6.91) shows that asymptotically
it is

(6.97)

This equation does not imply that ir tends to 7T'; indeed, convergence of parameters
to their true values depends on the structure of the matrix Y (q, q, qr, qr) and then
on the desired and actual trajectories. Nonetheless, the followed approach is aimed
at solving a direct adaptive control problem, i.e., finding a control law that ensures
limited tracking errors, and not at determining the actual parameters of the system
(as in an indirect adaptive control problem). The resulting block scheme is illustrated
in Figure 6.28. To summarize, the above control law is formed by three different
contributions:

• The term Yir describes a control action of inverse dynamics type which en­
sures an approximate compensation ofnonlinear effects and joint decoupling.
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• The term KDa introduces a stabilizing linear control action of PD type on
the tracking error.

• The vector of parameter estimates 7T is updated by an adaptive law of gradient
type so as to ensure asymptotic compensation of the terms in the manipulator
dynamic model; the matrix K n determines the convergence rate of parameters
to their asymptotic values.

Notice that, with a ~ 0, the control law (6.90) is equivalent to a pure inverse dynamics
compensation of the computed torque type on the basis of desired velocities and
accelerations; this is made possible by the fact that Y 7T ~ Y 7T".

The control law with parameter adaptation requires the availability of a complete
computational model and it does not feature any action aimed at reducing the effects
of external disturbances. Therefore, a performance degradation is expected whenever
unmodeled dynamic effects, e.g., when a reduced computational model is used, or
external disturbances occur. In both cases, the effects induced on the output variables
are attributed by the controller to parameter estimate mismatching; as a consequence,
the control law attempts to counteract those effects by acting on quantities that did not
provoke them originally.

On the other hand, robust control techniques provide a natural rejection to exter­
nal disturbances, although they are sensitive to unmodeled dynamics; this rejection is
provided by a high-frequency commuted control action that constrains the error trajec­
tories to stay on the sliding subspace. The resulting inputs to the mechanical structure
may be unacceptable. This inconvenience is in general not observed with the adoption
of adaptive control techniques whose action has a naturally smooth time behaviour.

6.6 Operational Space Control

In all the above control schemes, it was always assumed that the desired trajectory is
available in terms of the time sequence of the values of joint position, velocity and
acceleration. Accordingly, the error for the control schemes was expressed in the joint
space.

As often pointed out, motion specifications are usually assigned in the operational
space, and then an inverse kinematics algorithm has to be utilized to transform oper­
ational space references into the corresponding joint space references. The process of
kinematic inversion has an increasing computational load when, besides inversion of
direct kinematics, also inversion of first-order and second-order differential kinematics
is required to transform the desired time history of end-effector position, velocity and
acceleration into the corresponding quantities at the joint level. It is for this reason that
current industrial robot control systems compute the joint positions through kinemat­
ics inversion, and then perform a numerical differentiation to compute velocities and
accelerations.

A different approach consists of considering control schemes developed directly
in the operational space. If the motion is specified in terms of operational space
variables, the measured joint space variables can be transformed into the corresponding
operational space variables through direct kinematics relations. Comparing the desired
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Figure 6.29 Block scheme of Jacobian inverse control.

input with the reconstructed variables allows designing feedback control loops where
trajectory inversion is replaced with a suitable coordinate transformation embedded in
the feedback loop.

All operational space control schemes present considerable computational require­
ments, in view of the necessity to perform a number of computations in the feedback
loop which are somewhat representative of inverse kinematics functions. With refer­
ence to a numerical implementation, the presence of a computationally demanding
load requires sampling times that may lead to degrading the performance of the overall
control system.

In the face of the above limitations, it is worth presenting operational space
control schemes, whose utilization becomes necessary when the problem of controlling
interaction between the manipulator and the environment is of concern. In fact, joint
space control schemes suffice only for motion control in the free space. When the
manipulator's end effector is constrained by the environment, e.g., in the case of
end-effector in contact with an elastic environment, it is necessary to control both
positions and contact forces and it is convenient to refer to operational space control
schemes. Hence, below some solutions are presented; these are worked out for motion
control, but they constitute the premise for the interaction control strategies that will
be illustrated in the next chapter.

6.6.1 General Schemes

As pointed out above, operational space control schemes are based on a direct compar­
ison of the inputs, specifying operational space trajectories, with the measurements of
the corresponding manipulator outputs. It follows that the control system shall incor­
porate some actions that allow passing from the operational space, in which the error
is specified, to the joint space, in which control generalized forces are developed.

A possible control scheme that can be devised is the so-called Jacobian inverse
control (Figure 6.29). In this scheme, the end-effector location in the operational space
is compared with the corresponding desired quantity, and then an operational space
deviation L1x can be computed. Assuming that this deviation is sufficiently small
for a good control system, L1x can be transformed into a corresponding joint space
deviation L1q through the inverse of the manipulator Jacobian. Then, the control input
generalized forces can be computed on the basis of this deviation through a suitable
feedback matrix gain. The result is a presumable reduction of L1q and in turn of L1x.
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Figure 6.30 Block scheme of Jacobian transpose control.

In other words, the Jacobian inverse control leads to an overall system that intuitively
behaves like a mechanical system with a generalized n-dimensional spring in the joint
space, whose constant stiffness is determined by the feedback matrix gain. The role
of such system is to take the deviation i1q to zero. If the matrix gain is diagonal, the
generalized spring corresponds to n independent elastic elements, one for each joint.

A conceptually analogous scheme is the so-called Jacobian transpose control
(Figure 6.30). In this case, the operational space error is treated first through a matrix
gain. The output of this block can then be considered as the elastic force generated
by a generalized spring whose function in the operational space is that to reduce or
to cancel the position deviation i1x. In other words, the resulting force drives the end
effector along a direction so as to reduce i1x. This operational space force has then
to be transformed into the joint space generalized forces, through the transpose of the
Jacobian, so as to realize the described behaviour.

Both Jacobian inverse and transpose control schemes have been derived in an
intuitive fashion. Hence, there is no guarantee that such schemes are effective in terms
of stability and trajectory tracking accuracy. These problems can be faced by presenting
two mathematical solutions below, which will be shown to be substantially equivalent
to the above schemes.

6.6.2 PD Control with Gravity Compensation

By analogy with joint space stability analysis, given a constant end-effector location
Xd, it is desired to find the control structure so that the operational space error

X=Xd-X=Xd-k(q) (6.98)

tends asymptotically to zero. Choose the following positive definite quadratic form as
a Lyapunov function candidate:

Vq,x =I 0, (6.99)

with Kp a symmetric positive definite matrix. Differentiating (6.99) with respect to
time gives

v = qTB(q)q + ~qTB(q)q + fiT Kpx.



Motion Control 253

+

'----- x__
I
§

Figure 6.31 Block scheme of operational space PD control with gravity compensation.

Since Xd = 0, in view of (3.58) it is

and then

v= qT B(q)ij + ~qTB(q)q - qT fi (q)Kpx. (6.100)

By recalling the expression of the joint space manipulator dynamic model in (6.35)
and the property in (4.48), the expression in (6.100) becomes

(6.101)

This equation suggests the structure of the controller; in fact, by choosing the control
law

(6.102)

with KD positive definite, (6.101) becomes

(6.103)

As can be seen from Figure 6.31, the resulting block scheme reveals an analogy with
the scheme of Figure 6.30. Control law (6.102) performs a nonlinear compensating
action ofjoint space gravitational forces and an operational space linear PD control
action. The last term has been introduced to enhance system damping; in particular,
if measurement of x is deduced from that of q, one can simply choose the derivative
term as -KDq.

The expression in (6.103) shows that, for any system trajectory, the Lyapunov
function decreases as long as q i- O. The system then reaches an equilibrium posture.
By a stability argument similar to that in the joint space (see Equations (6.44)-(6.46»,
this posture is determined by

fi(q)Kpx = O. (6.104)
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From (6.104) it can be recognized that, on the assumption ofjull-rank Jacobian, it is

x = Xd - X = 0,

i.e., the sought result.
If measurements of x and x are made directly in the operational space, k(q)

and J A (q) in the scheme of Figure 6.31 are just indicative of direct kinematics
functions; it is, however, necessary to measure q to update both J'I(q) and g(q)
on line. If measurements of operational space quantities are indirect, the controller has
to compute the direct kinematics functions, too.

6.6.3 Inverse Dynamics Control

Consider now the problem of tracking an operational space trajectory. Recall the
manipulator dynamic model in the form (6.47)

B(q)ij + n(q, q) = u

where n is given by (6.48). As in (6.49), the choice of the inverse dynamics linearizing
control

u = B(q)y+n(q,q)

leads to the system of double integrators

ij = y. (6.105)

The new control input y is to be designed so as to allow tracking of a trajectory specified
by Xd( t). To this purpose, the second-order differential equation in the form (4.117)

suggests, for a nonredundant manipulator, the choice of the control law

(6.106)

with K p and K D positive definite (diagonal) matrices. In fact, substituting (6.106)
into (6.105) gives

(6.107)

which describes the operational space error dynamics, with K p and K D determining
the error convergence rate to zero. The resulting inverse dynamics control scheme is
reported in Figure 6.32, which confirms the anticipated analogy with the scheme of
Figure 6.29. Again in this case, besides x and x, also q and q are to be measured.
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Figure 6.32 Block scheme of operational space inverse dynamics control.

If measurements of x and x are indirect, the controller must compute the direct
kinematics functions k (q) and J A (q) on line.

A critical analysis of the schemes in Figures 6.31 and 6.32 reveals that the design of
an operational space controller always requires computation of manipulator Jacobian.
As a consequence, controlling a manipulator in the operational space is in general more
complex than controlling it in the joint space. In fact, the presence of singularities
and/or redundancy influences the Jacobian, and the induced effects are somewhat
difficult to handle with an operational space controller. For instance, if a singularity
occurs for the scheme of Figure 6.31 and the error enters the null space of the Jacobian,
the manipulator gets stuck at a different configuration from the desired one. This
problem is even more critical for the scheme of Figure 6.32 which would require the
computation of a DLS-inverse of the Jacobian. Yet, for a redundant manipulator, a
joint space control scheme is naturally transparent to this situation, since redundancy
has been already solved by inverse kinematics, whereas an operational space control
scheme should incorporate a redundancy handling technique inside the feedback loop.

As a final remark, the above operational space control schemes have been derived
with reference to a minimal description of orientation in terms of Euler angles. It is
understood that, similarly to what presented in Section 3.7.3 for inverse kinematics
algorithms, it is possible to adopt different definitions of orientation error, e.g., based
on the angle and axis or the unit quaternion. The advantage is the use of the geometric
Jacobian in lieu of the analytical Jacobian. The price to pay, however, is a more
complex analysis of the stability and convergence characteristics of the closed-loop
system. Even the inverse dynamics control scheme will not lead to a homogeneous
error equation, and a Lyapunov argument shall be invoked to ascertain its stability.
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6.7 A Comparison Between Various Control Schemes

In order to make a comparison between the various control schemes presented, consider
the two-link planar arm with the same data of Example 4.2:

The arm is assumed to be driven by two equal actuators with the following data:

Fml = Fm2 = O.OIN·m·s/rad Ra1 = Ra2 = 10 ohm

ktl = kt2 = 2N·mJA kV1 = kV2 = 2 V .s/rad;

it can be verified that Fmi « kvikti / Rai for i = 1,2.
The desired tip trajectories have a typical trapezoidal velocity profile, and thus it

is anticipated that sharp torque variations will be induced. The tip path is a motion
of 1.6 m along the horizontal axis, as in the path of Example 4.2. In the first case
(fast trajectory), the acceleration time is 0.6 s and the maximum velocity is 1 m/s.
In the second case (slow trajectory), the acceleration time is 0.6 s and the maximum
velocity is 0.25 m/s. The motion of the controlled arm was simulated on a computer,
by adopting a discrete-time implementation of the controller with a sampling time of
Ims.

The following control schemes in the joint space and in the operational space
have been utilized; an (analytic) inverse kinematics solution has been implemented to
generate the reference inputs to the joint space control schemes.

A. Independent joint control with position and velocity feedback (Figure 6.8)
with the following data for each joint servo:

Kp =5 Kv = 10 k TP = k TV = 1,

corresponding to W n = 5 rad/s and ( = 0.5.

B. Independent joint control with position, velocity and acceleration feedback
(Figure 6.10) with the following data for each joint servo:

K p =5 K v = 10 k TP = k TV = kTA = 1,

corresponding to Wn = 5 rad/s, ( = 0.5, X R = 100. To reconstruct accel­
eration, a first-order filter has been utilized (Figure 6.12) characterized by
w3f = 100 rad/s.

C. As in scheme A with the addition of a decentralized feedforward action (Figure
6.14).

D. As in scheme B with the addition of a decentralized feedforward action (Figure
6.15).
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E. Joint space computed torque control (Figure 6.19) with feedforward compen­
sation of the diagonal terms of the inertia matrix and of gravitational terms,
and decentralized feedback controllers as in scheme A.

F. Joint space PD control with gravity compensation (Figure 6.22), modified by
the addition of a feedforward velocity term K Dqd, with the following data:

K p = 37501 K D = 7501.

G. Joint space inverse dynamics control (Figure 6.24) with the following data:

K p = 251 K D = 51.

H. Joint space robust control (Figure 6.25), on the assumption of constant inertia
(iJ = B) and compensation of friction and gravity (n = Fvq + g), with the
following data:

Kp = 251 K D =51 P=1 p = 70 E = 0.004.

I. As in case H with E = 0.01.

1. Joint space adaptive control (Figure 6.28) with a parameterization of the arm
dynamic model (4.81) as in (4.82) and (4.83). The initial estimate of the
vector 7T is computed on the basis of the nominal parameters. The arm is
supposed to carry a load which causes the following variations on the second
link parameters:

L1m2 = lOkg L1m2fC2 = llkg·m
A 2

L112 = 12.12kg·m .

This information is obviously utilized only to update the simulated arm model.
Further, the following data are set:

A = 51 K D = 7501 K rr = 0.011.

K. Operational space PD control with gravity compensation (Figure 6.31), modi­
fied by the addition of a feedforward velocity term K DXd, with the following
data:

K p = 162501 K D = 32501.

L. Operational space inverse dynamics control (Figure 6.32) with the following
data:

Kp = 251 KD = 51.

It is worth remarking that the adopted model of the dynamic system of arm with
drives is that described by (6.35). In the decentralized control schemes A-E, the joints
have been voltage-controlled as in the block scheme of Figure 6.20, with unit amplifier
gains (G v = 1). On the other hand, in the centralized control schemes F-L, the joints
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Figure 6.33 Time history of the joint positions and torques and of the tip position errors for the
fast trajectory with control scheme A.

have been current-controlled as in the block scheme of Figure 6.21, with unit amplifier
gains (Gi = I).

Regarding the parameters of the various controllers, these have been chosen in
such a way as to allow a significant comparison of the performance of each scheme in
response to congruent control actions. In particular, it can be observed that:

• The dynamic behaviour of the joints is the same for schemes A-E.

• The gains of the PD actions in schemes F, J and K have been tuned so as to
obtain response times similar to those of schemes A-E.

• The gains of the PD actions in schemes G, H, I and L have been chosen so as
to obtain the same natural frequency and damping ratios as those of schemes
A-E.

The results obtained with the various control schemes are illustrated in Figures 6.33­
6.41 for the fast trajectory and in Figures 6.42-6.50 for the slow trajectory, respectively.
In the case of two quantities represented in the same plot notice that:

• For the joint trajectories, the dashed line indicates the reference trajectory
obtained from the tip trajectory via inverse kinematics, while the solid line
indicates the actual trajectory followed by the arm.

• For the joint torques, the solid line refers to Joint 1 while the dashed line refers
to Joint 2.
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Figure 6.34 Time history of the joint torques and of the norm of tip position error for the fast
trajectory; left-with control scheme C, right-with control scheme D.
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Figure 6.35 Time history of the joint torques and of the norm of tip position error for the fast
trajectory with control scheme E.

• For the tip position error, the solid line indicates the error component along
the horizontal axis while the dashed line indicates the error component along
the vertical axis.

Finally, the representation scales have been made as uniform as possible in order to
allow a more direct comparison of the results.

Regarding performance of the various control schemes for the fast trajectory, the
obtained results allow drawing the following considerations.
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Figure 6.36 Time history of the joint positions and torques and of the norm of tip position error
for the fast trajectory with control scheme F.
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Figure 6.37 Time history of the joint torques and of the norm of tip position error for the fast
trajectory with control scheme G.

Deviation of the actual joint trajectories from the desired ones shows that tracking
performance of scheme A is quite poor (Figure 6.33). It should be noticed, however,
that the largest contribution to the error is caused by a time lag of the actual trajectory
behind the desired one, while the distance of the tip from the geometric path is quite
contained. Similar results were obtained with scheme B, and then they have not been
reported.

With schemes C and D, an appreciable tracking accuracy improvement is observed
(Figure 6.34), with better performance for the second scheme, thanks to the outer ac-
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celeration feedback loop that allows prescribing a disturbance rejection factor twice as
much as for the first scheme. Notice that the feedforward action allows obtaining a set
of torques which are closer to the nominal ones required to execute the desired trajec­
tory; the torque time history has a discontinuity in correspondence of the acceleration
and deceleration fronts.

The tracking error is further decreased with scheme E (Figure 6.35), by virtue of
the additional nonlinear feedforward compensation.

Scheme F guarantees stable convergence to the final arm posture with a tracking
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Figure 6.41 Time history of the joint torques and of the norm of tip position error for the fast
trajectory with control scheme L.

performance which is better than that of schemes A and B, thanks to the presence of
a velocity feedforward action, but worse than that of schemes C-E, in view of lack of
an acceleration feedforward action (Figure 6.36).

As would be logical to expect, the best results are observed with scheme G for which
the tracking error is practically zero, and it is mainly due to numerical discretization
of the controller (Figure 6.37).

It is then worth comparing the performance of schemes H and I (Figure 6.38). In
fact, the choice of a small threshold value for E (scheme H) induces high-frequency
components in Joint 1 torque (see the thick portions of the torque plot) at the advantage
of a very limited tracking error. As the threshold value is increased (scheme I), the
torque assumes a smoother behaviour at the expense of a doubled norm of tracking
error, though.

For scheme J, a lower tracking error than that of scheme F is observed, thanks
to the effectiveness of the adaptive action on the parameters of the dynamic model.
Nonetheless, the parameters do not converge to their nominal values, as confirmed
by the time history of the norm of the parameter error vector that reaches a nonnull
steady-state value (Figure 6.39).
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Figure 6.42 Time history of the joint positions and torques and of the tip position errors for the
slow trajectory with control scheme A.

Finally, the performance of schemes K and L is substantially comparable to that
of corresponding schemes F and G (Figures 6.40 and 6.41).

Performance of the various control schemes for the slow trajectory is globally
better than that for the fast trajectory. Such improvement is particularly evident for
the decentralized control schemes (Figures 6.42-6.44), whereas the tracking error
reduction for the centralized control schemes is less dramatic (Figures 6.45-6.50),
in view of the small order of magnitude of the errors already obtained for the fast
trajectory. In any case, as regards performance of each single scheme, it is possible to
make a number of remarks analogous to those previously made.

Problems

6.1 With reference to the block scheme with position feedback in Figure 6.6, ft nd the
transfer functions of the forward path, the return path, and the closed-loop system.

6.2 With reference to the block scheme with position and velocity feedback in Figure 6.8,
ft nd the transfer functions of the forward path, the return path, and the closed-loop
system.

6.3 With reference to the block scheme with position, velocity and acceleration feedback
in Figure 6.10, ft nd the transfer functions of the forward path, the return path, and the
closed-loop system.
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Figure 6.43 Time history of the joint torques and of the norm of tip position error for the slow
trajectory; left-with control scheme C, right-with control scheme D.
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Figure 6.44 Time history of the joint torques and of the norm of tip position error for the slow
trajectory with control scheme E.

6.4 For a single joint drive system with the data: I = 6 kg.m 2
, R a = 0.3 ohm, kt =

0.5 N·rnlA, kv = 0.5 Y's/rad, Fm = 0.001 N·m·slrad, fi nd the parameters of the
controller with position feedback (unit transducer constant) that allows obtaining a
closed-loop response with damping ratio ( :2: 0.4. Discuss disturbance rejection prop­
erties.

6.5 For the drive system of Problem 6.4, fi nd the parameters of the controller with position
and velocity feedback (unit transducer constants) that allows obtaining a closed-loop
response with damping ratio ( :2: 0.4 and natural frequency W n = 20 rad/s. Discuss



Figure 6.45 Time history of the joint positions and torques and of the norm of tip position error
for the slow trajectory with control scheme F.
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Figure 6.46 Time history of the joint torques and of the norm of tip position error for the slow
trajectory with control scheme G.

disturbance rejection properties.

6.6 For the joint drive system of Problem 6.4, fi nd the parameters of the controller with
position, velocity and acceleration feedback (unit transducer constants) that allows
obtaining a closed-loop response with damping ratio ( 2: 0.4, natural frequency W n =
20 rad/s and disturbance rejection factor X R = 400. Also, design a fi rst-order fi Iter
that allows acceleration measurement reconstruction.

6.7 Verify that the control schemes in Figures 6.13, 6.14, 6.15 correspond to realize (6.28),
(6.29), (6.30), respectively.
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Figure 6.47 Time history of the joint torques and of the norm of tip position error for the slow
trajectory; left-with control scheme H, right-with control scheme I.
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Figure 6.48 Time history of the norm of tip position error and of the norm of parameter error
vector for the slow trajectory with control scheme J.

6.8 Verify that the standard regulation schemes in Figures 6.16, 6.17, 6.18 are equivalent
to the schemes in Figures 6.13, 6.14, 6.15, respectively.

6.9 Prove inequality (6.68).

6.10 For the two-link planar arm with the same data as in Section 6.7, design ajoint control
of PD type with gravity compensation. By means of a computer simulation, verify
stability for the following postures q = [1r/ 4 -1r/2 f and q = [-1r -31r / 4 f,
respectively. Implement the control in discrete-time with a sampling time of 1 ms.
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Figure 6.50 Time history of the joint torques and of the norm of tip position error for the slow
trajectory with control scheme L.

6.11 For the two-link planar arm with the same data as in Section 6.7, on the assumption of
a concentrated tip payload of mass mL = 10 kg, design an independent joint control
with feedforward computed torque. Perform a computer simulation of the motion
of the controlled arm along the joint space rectilinear path from qi = [0 1r/ 4 f
to qf = [1r /2 1r/2 f with a trapezoidal velocity profi Ie and a trajectory duration
t f = 1 s. Implement the control in discrete-time with a sampling time of 1 ms.

6.12 For the two-link planar arm of Problem 6.11, design an inverse dynamics joint control.
Perform a computer simulation of the motion of the controlled arm along the trajectory
specifi ed in Problem 6.11. Implement the control in discrete-time with a sampling time
of 1 ms.

6.13 For the two-link planar arm of Problem 6.11, design a robust joint control. Perform a
computer simulation of the motion of the controlled arm along the trajectory specifi ed
in Problem 6.11. Implement the control in discrete-time with a sampling time of 1 ms.

6.14 For the two-link planar arm of Problem 6.11, design an adaptive joint control, on
the basis of a suitable parameterization of the arm dynamic model. Perform a com­
puter simulation of the motion of the controlled arm along the trajectory specifi ed in
Problem 6.11. Implement the control in discrete-time with a sampling time of 1 ms.

6.15 For the two-link planar of Problem 6.11, design a PD control in the operational space
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with gravity compensation. By means of a computer simulation, verify stability for the
following postures p = [0.5 0.5 f and p = [0.6 -0.2 f, respectively. Implement
the control in discrete-time with a sampling time of 1 ms.

6.16 For the two-link planar arm of Problem 6.11, design an inverse dynamics control in
the operational space. Perform a computer simulation of the motion of the controlled
arm along the operational space rectlinear path from p(O) = [0.7 0.2 f to p(l) =
[0.1 -0.6 f with a trapezoidal velocity profi Ie and a trajectory duration if = 1 s.
Implement the control in discrete-time with a sampling time of 1 ms.
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7. Interaction Control

One of the fundamental requirements for the success of a manipulation task is the
capability to handle interaction between manipulator and environment. The quantity
that describes the state of interaction more effectively is the contact jorce at the
manipulator's end effector. High values of contact force are generally undesirable
since they may stress both the manipulator and the manipulated object. In this chapter,
performance of operational space motion control schemes is studied first. The concepts
of mechanical compliance and impedance are defined, with special regard to the
problem of integrating contact force measurements into the control strategy. Then,
jorce control schemes are presented which are obtained from motion control schemes
suitably modified by the closure of an outer force regulation feedback loop. For the
planning ofcontrol actions to perform an interaction task, natural constraints set by the
task geometry and artificial constraints set by the control strategy are established; the
constraints are expressed in a suitable constraint frame. The formulation is conveniently
exploited to derive a hybridjorce/position control scheme.

7.1 Manipulator Interaction with Environment

Control of interaction between a robot manipulator and the environment is crucial for
successful execution of a number of practical tasks where the robot end effector has
to manipulate an object or perform some operation on a surface. Typical examples
include polishing, deburring, machining or assembly. A complete classification of
possible robot tasks is practically infeasible in view of the large variety of cases that
may occur, nor would such a classification be really useful to find a general strategy
to control interaction with environment.

During interaction, the environment sets constraints on the geometric paths that can
be followed by the end effector. This situation is generally referred to as constrained
motion. In such a case, the use of a purely motion control strategy for controlling
interaction is a candidate to fail, as explained below.

Successful execution of an interaction task with the environment by using motion
control could be obtained only if the task were accurately planned. This would in turn
require an accurate model of both the robot manipulator (kinematics and dynamics)
and the environment (geometry and mechanical features). Manipulator modelling can
be known with enough precision, but a detailed description of the environment is
difficult to obtain.

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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To understand the importance of task planning accuracy, it is sufficient to observe
that to perform a mechanical part mating with a positional approach, the relative
positioning of the parts should be guaranteed with an accuracy ofan order of magnitude
greater than part mechanical tolerance. Once the absolute position of one part is exactly
known, the manipulator should guide the motion of the other with the same accuracy.

In practice, the planning errors may give rise to a contact force causing a deviation
of the end effector from the desired trajectory. On the other hand, the control system
reacts to reduce such deviation. This ultimately leads to a build-up of the contact force
until saturation of the joint actuators is reached or breakage of the parts in contact
occurs.

The higher the environment stiffness and position control accuracy are, the easier
a situation like the one just described can occur. This drawback can be overcome if a
compliant behaviour is ensured during the interaction.

From the above discussion it should be clear that the contact force is the quantity
describing the state of interaction in the most complete fashion; to this purpose, the
availability of force measurements is expected to provide enhanced performance for
controlling interaction.

Interaction control strategies can be grouped in two categories; those performing
indirect force control and those performing direct force control. The main difference
between the two categories is that the former achieve force control via motion control,
without explicit closure of a force feedback loop; the latter, instead, offer the possibility
of controlling the contact force to a desired value, thanks to the closure of a force
feedback loop. To the first category belong compliance control and impedance control
which are treated next. Then,jorce control schemes will follow.

7.2 Compliance Control

For a detailed analysis of interaction between the manipulator and environment it is
worth considering the behaviour of the system under a position control scheme when
contact forces arise. Since these are naturally described in the operational space, it is
convenient to refer to operational space control schemes.

Consider the manipulator dynamic model (6.35). In view of (4.41), the model can
be written as

B(q)ij + C(q, q)q + Fq + g(q) = u - JT (q)h, (7.1)

where h is the vector of contact forces exerted by the manipulator's end-effector on
the environment.

It is reasonable to predict that, in the case h -::f- 0, the control scheme based
on (6.102) no longer ensures that the end effector reaches its desired posture Xd. In
fact, by recalling that x = Xd - x, at the equilibrium it is

On the assumption of a full-rank Jacobian, one has

x = Kj;lTI(x)h = Kp1h A ,

(7.2)

(7.3)



Interaction Control 273

where hA is the vector of equivalent generalized forces that can be defined according
to (4.118). The expression in (7.3) shows that at the equilibrium the manipulator,
under a position control action, behaves as a generalized spring in the operational
space with compliance K p1 in respect of force h A . By recalling the expression of the
transformation matrix TA in (3.61) and assuming matrix Kp to be diagonal, it can
be recognized that linear compliance (due to force components) is independent of the
posture, whereas torsional compliance (due to moment components) does depend on
the current manipulator configuration through the matrix T A.

On the other hand, if h E N(JT), one has x = 0 with hi- 0, Le., contact forces
are completely balanced by the manipulator mechanical structure; for instance, the
anthropomorphic manipulator at a shoulder singularity in Figure 3.13 does not react
to any force orthogonal to the plane of the structure.

For a better understanding of interaction between manipulator and environment,
it is necessary to have an analytical description of contact forces. A real contact is a
naturally distributed phenomenon in which the local characteristics of both manipulator
and environment are involved. In addition, friction effects between parts typically exist
which greatly complicate the nature of the contact itself.

A detailed description of the contact is demanding from a modelling viewpoint.
To point out the fundamental aspects of interaction control, it is convenient to resort
to a simple but significant model of contact. To this purpose, a decoupled elastically
compliant environment is considered which is described by the model

h = [f] = [Kfa] [dp ] = K[dp ] ,
J1, a K" wdt wdt

(7.4)

where dp is the vector of translation along the reference frame axes and wdt is the
vector of small rotation about the axes of such frame as in (3.94). Hence, the vec­
tor [dpT w Tdt ]T describes a generalized displacement from the environment rest
position. The stiffness matrix K is typically positive semi-definite. In fact, the envi­
ronment does not generate reaction forces along those directions where unconstrained
end-effector motion is allowed.

In view of (3.61), the expression in (7.4) can be written in terms of operational
space variables as

(7.5)

where dx denotes the operational space generalized displacement with respect to the
undeformed environment rest position Xe, Le.,

dx=x-xe .

Resorting to (4.118) and (7.6) gives

(7.6)

(7.7)

that allows relating the equivalent forces on the manipulator with the environment
deformation through the matrix KA, Le., the environment stiffness matrix. The ma­
trix K.:4 1

, if it can be defined, is the environment compliance matrix. It represents a
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passive compliance since it describes an inherent property of the environment in the
operational space chosen to express manipulator end-effector position and orientation.
By recalling that K A is only positive semi-definite, the concept of compliance cannot
be globally defined in all operational space but only along those directions, spanning
R(K A), along which end-effector motion is constrained by the environment.

On the other hand, notice that the matrix K p1 in (7.3) represents an active com­
pliance since it is performed on the manipulator by a suitable position control action.
With the environment model (7.7), the expression in (7.3) becomes

(7.8)

at the equilibrium, the end-effector location is given by

(7.9)

while the contact force can be shown to be

(7.10)

Analysis of (7.9) shows that the equilibrium position depends on the environment
rest position as well as on the desired position imposed by the control system to
the manipulator. The interaction of the two systems (environment and manipulator)
is influenced by the mutual weight of the respective compliance features. It is then
possible to increase the active compliance so that the manipulator dominates the
environment and vice versa. Such a dominance can be specified with reference to the
single directions of the operational space. For a given environment stiffness, according
to the prescribed interaction task, one may choose large values of the elements of K p

for those directions along which the environment has to comply and small values of
the elements of K p for those directions along which the manipulator has to comply.

Expression (7.10) gives the value of the contact force at the equilibrium, which
reveals that it may be appropriate to tune manipulator compliance with environment
compliance along certain directions of the operational space. In fact, along a direction
with high environment stiffness, it is better to have a compliant manipulator so that it
can taper the intensity of interaction through a suitable choice of the desired position.
In this case, the end-effector equilibrium position X oo practically coincides with the
environment undeformed position X e , and the manipulator generates an interaction
force, depending on the corresponding element of Kp, that is determined by the
choice of the component of (Xd - x e ) along the relative direction.

In the dual case of high environment compliance, if the manipulator is made stiff,
the end-effector equilibrium position X oo is very close to the desired position Xd, and
it is the environment to generate the elastic force along the constrained directions of
interest.

In certain cases, it is possible to employ mechanical devices interposed between the
manipulator's end effector and the environment so as to change passive compliance
along particular directions of the operational space. For instance, in a peg-in-hole
insertion task, the gripper is provided with a device ensuring high stiffness along the
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Figure 7.1 1\vo-link planar arm in contact with an elastically compliant plane.

insertion direction and high compliance along the other directions (remote centre of
compliance). Therefore, in the presence of unavoidable position displacements from
the planned insertion trajectory, contact forces and moments arise which modify the
peg position so as to facilitate insertion.

The inconvenience of such devices is their low versatility to different operating
conditions and generic interaction tasks, i.e., whenever a modification of the compliant
mechanical hardware is required. On the other hand, with active compliant actions the
control software can be easily modified so as to satisfy the requirements of different
interaction tasks.

Example 7.1

Consider the two-link planar arm whose tip is in contact with a purely frictionless
elastic plane; let X e be the equilibrium position of the plane, which is assumed to be
orthogonal to axis x (Figure 7.1). The environment stiffness matrix is

corresponding to the absence of interaction forces along the vertical direction (fy = 0).
Let Pd = [Xd Yd]T be the desired tip position, which is located beyond the contact
plane. The proportional control action on the arm is characterized by

The equilibrium equations for the position in (7.9) and the force in (7.10) give

With reference to positioning accuracy, the arm tip reaches the vertical coordinate Yd,
since the vertical motion direction is not constrained. As for the horizontal direction,
the presence of the elastic plane imposes that the arm can move as far as it reaches the
coordinate X oo . The value of the horizontal contact force at the equilibrium is related to
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the difference between X e and Xd by an equivalent stiffness coefficient which is given
by the parallel composition of the stiffness coefficients of the two interacting systems.
Hence, the arm stiffness and environment stiffness influence the resulting equilibrium
configuration. In the case when

it is

and thus the arm prevails over the environment, in that the plane complies almost up
to Xd and the elastic force is mainly generated by the environment (passive compliance).
In the opposite case

it is

and thus the environment prevails over the arm which complies up to the equilibrium
X e , and the elastic force is mainly generated by the arm (active compliance).

To complete the analysis of manipulator compliance in contact with environment, it
is worth considering the effects of a joint space position control law. With reference
to (6.43), in the presence of end-effector contact forces, the equilibrium posture is
determined by

(7.11)

and then
(7.12)

On the assumption of small displacements from the equilibrium, it is reasonable to
compute the resulting operational space displacement as x ~ J A (q)q which, in view
of (4.118) and (7.12), can be written as

(7.13)

An active compliance in the joint space has then been obtained. Notice that, in this
case, the equivalent compliance matrix J A (q)Kp1fI (q) is always dependent on the
manipulator configuration, both for the force and moment components. Also in this
case, the occurrence of manipulator Jacobian singularities is to be analyzed apart.

7.3 Impedance Control

It is now desired to analyze the interaction of manipulator with environment under
the action of an inverse dynamics control in the operational space. With reference to
model (7.1), consider the control law (6.49)

u = B(q)y + n(q, q),
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Figure 7.2 Equivalent block scheme of a manipulator in contact with an elastic environment
under impedance control.

with n as in (6.48). In the presence of end-effector forces, the controlled manipulator
is described by

(7.14)

that reveals the existence of a nonlinear coupling term due to contact forces. Choose
y in a way conceptually analogous to (6.106) as

y = Ji.1(q)Mi1(MdXd + KDti + Kpx - MdjA(q,q)q), (7.15)

where M d is a positive definite diagonal matrix. Substituting (7.15) into (7.14) and
accounting for second-order differential kinematics in the form (4.117) yields

Mdfi + KDti + Kpx = MdBi.1(q)hA, (7.16)

where
BA(q) = Ji.T(q)B(q)Ji.1(q)

is the inertia matrix of the manipulator in the operational space as in (4.120'); this
matrix is configuration-dependent and is positive definite if J A has full rank.

The expression in (7.16) establishes a relationship through a generalized mechan­
ical impedance between the vector of resulting forces MdBi.1 h A and the vector
of displacements x in the operational space. This impedance can be attributed to
a mechanical system characterized by a mass matrix Md, a damping matrix KD,
and a stiffness matrix K p , which allow specifying the dynamic behaviour along the
operational space directions.

The presence ofB i.1makes the system coupled. If it is wished to keep linearity and
decoupling during interaction with the environment, it is then necessary to measure the
generalized contact force; this can be achieved by means of appropriate force sensors
which are usually mounted to the manipulator wrist l

. Choosing

u = B(q)y + n(q, q) + JT (q)h

1 See the next chapter for a treatment of force sensors.

(7.17)
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with

y = JAl(q)Mil(MdXd + KDfi + Kpx - MdjA(q,i])i] - h A ),

on the assumption of error-free force measurements, yields

Mdfi + KDfi + Kpx = hA. (7.19)

It is worth noticing that the addition of the term JT h in (7.17) exactly compensates
the contact forces and then it renders the manipulator infinitely stiff with respect
to external stress. In order to confer a compliant behaviour to the manipulator, the
term -JA

1Mi1hA has been introduced in (7.18) which allows characterizing the
manipulator as a linear impedance with regard to the equivalent forces h A , as shown
in (7.19). The resulting block scheme of a manipulator in contact with an elastic
environment under impedance control is illustrated in Figure 7.2.

The behaviour of the system in (7.19) at the equilibrium is analogous to that
described by (7.2); nonetheless, compared to a compliance control specified by K p,

the equation in (7.19) allows a complete characterization of system dynamics through
an active impedance specified by matrices M d, KD, Kp. These matrices are usually
taken as diagonal; also in this case, it is not difficult to recognize that impedance
is configuration-independent as regards the force components, while it depends on
the current manipulator configuration as regards the moment components through the
matrix TA.

Furthermore, similarly to active and passive compliance, the concept of passive
impedance can be introduced if the interaction force hA is generated at the contact
with an environment of proper mass, damping and stiffness. In this case, the system of
manipulator with environment can be regarded as a mechanical system constituted by
the parallel of the two impedances, and then its dynamic behaviour is conditioned by the
relative weight between them. As pointed out above, one may think about constructing
a mechanical device with proper passive impedance that allows the manipulator to
better cope with the given interaction task.

Example 7.2

Consider the planar arm in contact with an elastically compliant plane of the previous
example. Apply the impedance control with force measurement (7.17) and (7.18)
characterized by:

If Xd is constant, the dynamics of the manipulator and environment system along the
two directions of the operational space is described by

mdxx + kDxx + (kpx + kx)x = kxxe + kPxXd

mdyY + kDyY + kpyy = kpyYd.

Along the vertical direction, one has an unconstrained motion whose time behaviour
is determined by the following natural frequency and damping factor:

{k;; ;- _ k Dy
wny = V-:;;;:;;; ,>y - 2Jmdy k py '
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Figure 7.3 Time history of the tip position along vertical direction and of the contact force along
horizontal direction with impedance control scheme for environments of different
compliance.

while, along the horizontal direction, the behaviour of the contact force f x = k x (x-x e )

is determined by

Below, the dynamic behaviour of the system is analyzed for two different values
of environment compliance: k x = 103 N/m and k x = 104 N/m. The actual arm is
the same as in Example 4.2. Apply an impedance control with force measurements of
the kind (7.17) and (7.18), and PD control actions equivalent to those chosen in the
simulations of Section 6.7, i.e.,

kDx = kDy = 500 k px = k py = 2500.

For these values it is
W ny = 5rad/s (y = 0.5.

Then, for the more compliant environment it is

W nx ~ 5.9 rad/s (x ~ 0.42,

whereas for the less compliant environment it is

W nx ~ 11.2 rad/s (x ~ 0.22.

Let the arm tip be in contact with the environment at position p = [1 0 f; it is
desired to take it to position Pd = [1.1 0.1 f.

The results in Figure 7.3 show that motion dynamics along the vertical direction is
the same in the two cases. As regards the contact force along the horizontal direction, for
the more compliant environment (dashed line) a well-damped behaviour is obtained,
whereas for the less compliant environment (solid line) the resulting behaviour is less
damped. Further, at the equilibrium, in the first case a displacement of 7.14 cm with
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a contact force of 71.4 N are observed, whereas in the second case a displacement of
2 cm with a contact force of 200 N are observed.

7.4 Force Control

In the above schemes, the interaction force could be indirectly controlled by acting on
the reference value Xd of the manipulator motion control system. Interaction between
manipulator and environment is anyhow directly influenced by compliance of the
environment and by either compliance or impedance of the manipulator.

If it is desired to accurately control the contact force, it is necessary to devise control
schemes that allow directly specifying the desired interaction force. The development
of a force control system, in analogy to a motion control system, would require
the adoption of a stabilizing PD control action on the force error besides the usual
nonlinear compensation actions. Force measurements may be corrupted by noise, and
then a derivative action may not be implemented in practice. The stabilizing action
is to be provided by suitable damping of velocity terms. As a consequence, a force
control system typically features a control law based not only on force measurements
but also on velocity measurements, and eventually position measurements, too.

The realization of a force control scheme can be entrusted to the closure of an
outerforce regulationfeedback loop generating the control input for the motion control
scheme the manipulator is usually endowed with. Therefore, force control schemes
are presented below which are based on the use of an inverse dynamics position
control. Nevertheless, notice that a force control strategy is meaningful only for those
directions of the operational space along which interaction forces between manipulator
and environment may arise.

7.4.1 Force Control with Inner Position Loop

With reference to the inverse dynamics law with force measurement (7.17), choose in
lieu of (7.18) the control

(7.20)

where x F is a suitable reference to be related to a force error. Notice that the control
law (7.20) does not foresee the adoption ofcompensating actions relative to XF and xF.

Substituting (7.20) into (7.17) leads, after similar algebraic manipulation as above, to
the system described by

(7.21)

which shows how (7.17) and (7.20) perform a position control taking x to x F with a
dynamics specified by the choice of matrices M d , K D , K p .

Let hAd denote the desired constant force reference; the relation between x F and
the force error can be symbolically expressed as

(7.22)
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Figure 7.4 Block scheme of force control with inner position loop.

where C F is a diagonal matrix whose elements give the control actions to perform
along the operational space directions of interest. The equations in (7.21) and (7.22)
reveal that force control is developed on the basis of a preexisting position control
loop.

On the assumption of the elastically compliant environment described by (7.7),
the equation in (7.21) with (7.22) becomes

(7.23)

To decide about the kind of control action to specify with C F, it is worth repre­
senting (7.7), (7.21), (7.22) in terms of the block scheme in Figure 7.4, which is
logically derived from the scheme in Figure 7.2. This scheme suggests that if C F has
a purely proportional control action, then h A cannot reach hAd, and X e influences the
interaction force also at steady state.

If C F has also an integral control action on the components of generalized force,
then it is possible to achieve hA = hAd at steady state and, at the same time, to reject
the effect of X e on hA. Hence, a convenient choice for C F is a proportional-integral
(PI) action

C F = KF + KI Jt (-) de;. (7.24)

The dynamic system resulting from (7.23) and (7.24) is of third order, and then it
is necessary to adequately choose the matrices K D , K p , K F, K 1 in respect of
the characteristics of the environment. Since the values of environment stiffness are
typically high, the weight of the proportional and integral actions shall be contained;
the choice of K F and K 1 influences the stability margins and the bandwidth of the
system under force control. On the assumption that a stable equilibrium is reached, it
is h Aoo = hAd and then

(7.25)

7.4.2 Force Control with Inner Velocity Loop

From the block scheme of Figure 7.4 it can be observed that, if the position feedback
loop is opened, x F represents a velocity reference, and then an integration relationship
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Figure 7.5 Block scheme of force control with inner velocity loop.

exists between XF and x. This leads to recognizing that, in this case, the interaction
force with the environment coincides with the desired value at steady state, even with
a proportional force controller C F. In fact, choosing

(7.26)

with a purely proportional control structure (CF = K F) on the force error yields

(7.27)

and then system dynamics is described by

(7.28)

The relationship between position and contact force at the equilibrium is given by
(7.25). The corresponding block scheme is reported in Figure 7.5. It is worth empha­
sizing that control design is simplified, since the resulting system now is of second
order2

; it should be noticed, however, that the absence of an integral action in the force
controller does not ensure reduction of the effects due to unmodeled dynamics.

7.4.3 Parallel Force/Position Control

The presented force control schemes require the force reference to be consistent with
the geometrical features of the environment. In fact, if hAd has components outside
R(KA), both (7.23) (in case of an integral action in C F ) and (7.28) show that, along
the corresponding operational space directions, the components of hAd are interpreted
as velocity references which cause a drift of the end-effector position. If hAd is
correctly planned along the directions outside R(K A), the resulting motion governed
by the motion control action tends to take the end-effector position to zero in the case
of (7.23), and the end-effector velocity to zero in the case of (7.28). Hence, the above

2 The matrices Kp and KF are not independent and one may refer to a single matrix K'p. =
KpKF.
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0-{I]X

Figure 7.6 Block scheme of parallel force/position control.

control schemes do not allow motion control even along the admissible task space
directions.

If it is desired to specify a desired end-effector location x d as in pure motion
control schemes, the scheme of Figure 7.4 can be modified by adding the reference x d

to the input where positions are summed. This corresponds to choosing

(7.29)

where x = Xd - x. The resulting scheme (Figure 7.6) is termed parallelforce/position
control, in view of the presence of a position control action K px in parallel to a force
control action KpCF(hAd - hA). It is easy to verify that, in this case, the equilibrium
position satisfies the equation

(7.30)

Therefore, along those directions outside R(K A) where motion is unconstrained, the
position reference Xd is reached by x. Vice versa, along those directions in R(KA)
where motion is constrained, Xd is treated as an additional disturbance; the adoption of
an integral action in C F as for the scheme of Figure 7.4 ensures that the force reference
hAd is reached at steady state, at the expense of a position error on x depending on
environment compliance.

Example 7.3

Consider again the planar arm in contact with the elastically compliant plane of the
above examples; let the initial contact position be the same as that of Example 7.2.
Performance of the various force control schemes is analyzed; as in Example 7.2, a
more compliant (k x = 103 N/m) and a less compliant (kx = 104 N/m) environment are
considered. The position control actions M d , K D , K p are chosen as in Example 7.2;
a force control action is added along the horizontal direction, Le.,

The reference for the contact force is chosen as hAd = [10 O]T; the position
reference-meaningful only for the parallel control-is taken as Pd = [1.015 O.I]T.
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Figure 7.7 Time history of the tip position and of the contact force along horizontal direction
with force control scheme with inner position loop for two environments of different
compliance.
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Figure 7.8 Time history of the tip position and of the contact force along horizontal direction
with force control scheme with inner velocity loop for two environments of different
compliance.

With regard to the scheme with inner position loop of Figure 7.4, a PI control
action CFx is chosen with parameters:

k Fx = 0.00064 k1x = 0.0016.

This confers two complex poles (-1.96, ±j5.74), a real pole (-1.09), and a real zero
(-2.5) to the overall system, for the more compliant environment.

With regard to the scheme with inner velocity loop of Figure 7.5, the proportional
control action is

kFx = 0.0024

so that the overall system, for the more compliant environment, has two complex poles
(-2.5, ±j7.34).

With regard to the parallel control scheme of Figure 7.6, the PI control action CFx

is chosen with the same parameters as for the first control scheme.
Figures. 7.7, 7.8, 7.9 report the time history of the tip position and contact force

along axis x for the three considered schemes. A comparison between the various
cases shows what follows.
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Figure 7.9 Time history of tip position and of the contact force along horizontal direction with
parallel force/position control scheme for two environments of different compliance.

• All control laws guarantee a steady-state value of contact forces equal to the
desired one for both the more compliant (dashed line) and the less compliant
(continuous line) environment.

• For given motion control actions (Md, KD, Kp), the force control with inner
velocity loop presents a faster dynamics than that of the force control with
inner position loop.

• The dynamic response with the parallel control shows how the addition of
a position reference along the horizontal direction degrades the transient be­
haviour, but it does not influence the steady-state contact force. This effect
can be justified by noting that a step position input is equivalent to a properly
filtered impulse force input.

The reference position along axis y is obviously reached by the arm tip according
to dynamics of position control; the relative time history is not reported.

7.5 Natural Constraints and Artificial Constraints

Interaction control schemes can be employed for execution of constrained motions as
long as the force and position references are chosen to be compatible with environment
geometry.

A real manipulation task is characterized by complex contact situations where
some directions are subject to end-effector position constraints and others are subject
to interaction force constraints. During task execution, the nature of constraints may
vary substantially.

The need to handle complex contact situations requires the capability to specify
and perform control of both end-effector position and contact force. An example is that
of a surface finishing task where the tool motion is specified in the direction tangent to
the piece, while along the normal direction it is desired to exert a force of given value.

A fundamental aspect to be considered is that it is not possible to simultaneously
impose arbitrary values of position and force along each direction. As a consequence,



286 Modelling and Control of Robot Manipulators

Natural Artifi cial
Constraints Constraints

• C

f~pz
WC

J-t~x
W C

J-t~y

f~
·c
Px

Xc f~ jJ~

J-t~ W C
z

Figure 7.10 Sliding of a prismatic object on a planar surface. Variables subject to natural and
artifi cial constraints.

one should ensure that the reference trajectories for the control system be compatible
with the constraints imposed by the environment during task execution, so as to achieve
a correct specification of the control problem.

A kineto-statics analysis of a situation of interaction between the manipulator and
environment leads to the following considerations.

• Along each degree of freedom of the task space, the environment imposes
either a position or a force constraint to the manipulator's end effector; such
constraints are termed natural constraints since they are determined directly
by task geometry.

• Along each degree of freedom of the task space, the manipulator can control
only the variables which are not subject to natural constraints; the reference
values for those variables are termed artificial constraints since they are im­
posed with regard to the strategy for executing the given task.

Notice that the two sets of constraints are complementary, in that they regard different
variables for each degree of freedom. Also they allow a complete specification of the
task, since they involve all variables. Kineto-statics variables are associated with these
constraints, i.e., velocities and generalized forces.

It should be pointed out that the above examples illustrating performance of motion
and force control strategies have implicitly accounted for the presence of natural and
artificial constraints. In view of the particular simple task geometry, the degrees of
freedom were naturally described with reference to the base frame assumed to express
operational space quantities.

In the general case, it is worth introducing a constraintframe Oc-xcYczc, not nec­
essarily aligned with the base frame, in order to simplify task description and to allow
determination of natural constraints and then specification of artificial constraints. The
introduction of the constraint frame noticeably simplifies task planning, but the con­
trol strategy will obviously have to account for the rotation matrix---eventually time­
varying during task execution-which is needed to transform quantities expressed in
the base frame into the corresponding quantities in the constraint frame.
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Figure 7.11 Insertion of a cylindrical peg in a hole. Variables subject to natural and artifi cial
constraints.

7.5.1 Case Studies

To illustrate description of an interaction task in terms of natural and artificial con­
straints as well as to emphasize the opportunity to use a constraint frame, in the
following a number of typical case studies are analyzed.

Sliding on a Planar Surface

The end-effector manipulation task is the sliding of a prismatic object on a planar
surface. Task geometry suggests choosing the constraint frame as attached to the
contact plane with an axis orthogonal to the plane (Figure 7.10).

Natural constraints can be determined first. Motion constraints describe the impos­
sibility to generate arbitrary linear velocity along axis zc and angular velocities about
axes Xc and Yc; if the plane is rigid, then these velocities are null. Force constraints
describe the impossibility to exert arbitrary forces along axes Xc and Yc and moment
about axis Zc; if the plane is frictionless, these generalized forces are zero.

The artificial constraints regard the variables not subject to natural constraints.
Hence, with reference to the natural generalized force constraints along axes Xc, Yc

and about zc, it is possible to specify artificial constraints for linear velocity along Xc, Yc

and angular velocity about Zc. Similarly, with reference to natural velocity constraints
along axis Zc and about axes Xc, Yc, it is possible to specify artificial constraints for
force along Zc and moments about Xc, Yc. The set of constraints is summarized in the
table in Figure 7.10.

Peg-in-hole

The end-effector manipulation task is the insertion of a cylindrical object (peg) in a
hole. Task geometry suggests choosing the constraint frame with an axis parallel to
the hole axis and the origin along this axis (Figure 7.11).

The natural constraints are determined by observing that it is not possible to
generate arbitrary linear velocities along axes Xc, Yc and angular velocity about the
same axes, nor is possible to exert arbitrary force along Zc and moment about Zc; all
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Figure 7.12 Turning a crank. Variables subject to natural and artifi cial constraints.

these variables are null in the case of rigid frictionless insertion. As a consequence,
the artificial constraints allow specifying forces along Xc, Yc and moments about the
same axes, as well as linear velocity along Zc and angular velocity about the same axis.
The table in Figure 7.11 summarizes the constraints. Among the variables subject to
artificial constraints, p; -::f- 0 describes insertion while the others are typically null to
effectively perform the task.

Turning a Crank

The end-effector manipulation task is the turning of a crank. Task geometry suggests
choosing the constraint frame with an axis aligned with the axis of the idle handle and
another axis aligned along the crank lever (Figure 7.12). Notice that in this case the
constraint frame is time-varying.

The natural constraints do not allow generating arbitrary linear velocities along
Xc, Zc and angular velocities about Xc, Yc, nor arbitrary force along Yc and moment
about zc. As a consequence, the artificial constraints allow specifying forces along
Xc, Zc and moments about Xc, Yc, as well as a linear velocity along Yc and an angular
velocity about zc. The situation is summarized in the table in Figure 7.12. Among the
variables subject to artificial constraints, forces and moments are typically null for task
execution.

7.6 Hybrid Force/Position Control

Description of an interaction task between manipulator and environment in terms of
natural constraints and artificial constraints, expressed with reference to the constraint
frame, suggests a control structure that utilizes the artificial constraints to specify
the objectives of the control system and allows controlling only those variables not
subject to natural constraints. In fact, the control action shall not affect those variables
constrained by the environment so as to avoid conflicts between control and interaction
with environment that may lead to an improper system behaviour. Such a control
structure is termed hybridforce/position control, since definition of artificial constraints
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Figure 7.13 General block scheme of a hybrid force/position control structure.

involves both force and position variables.
The natural constraints are described by specifying a set of components of velocity

and generalized force vectors expressed in the constraint frame. Such constraints can
be written in compact form as

(7.31)

where E is a diagonal matrix with either unit or null elements corresponding to the
task components to be constrained. In (7.31), the natural constraints imposed by the
environment are specified by v~ and h~; it is easy to find the matrix E for the case
studies presented above. Matrices E and (1 - E) are complementary, since for each
degree of freedom one has a natural constraint regarding either a velocity or a force
component.

Once the natural constraints have been expressed in the above form, the set of
artificial constraints can be expressed in the form

(1 - E)v C = v~ (7.32)

where v; and h; represent the components of velocity and generalized force that are
taken to describe the artificial constraints. The matrix E is called selection matrix,
since it allows selecting the appropriate control actions for each degree of freedom of
the task.

The general block scheme of a hybrid force/position control structure is shown in
Figure 7.13. It is assumed that all the output variables needed for force/position control
are available.

Regarding motion control actions, in general, the end-effector position error xand
velocity error x are to be fed back; velocity and acceleration references are available
at the input, once the artificial constraints have been specified. Regarding interaction
control actions, in general the end-effector position error x and velocity x are to be
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fed back besides the contact force hA. The force reference is available at the input,
once the artificial constraints have been specified.

At first, it is necessary to use the matrix TA to transform x and x into quantities
homogeneous to those of the artificial constraints. To this regard, for limited position
errors, it is reasonable to assimilate x to a velocity vector and treat it in the same
fashion as x. The transformation formally operates also on the force h A , although in
reality the physical force h is available directly3.

The obtained quantities are expressed with reference to the manipulator base
frame; hence, it is necessary to transform them in the constraint frame where the
task is naturally described. This is achieved by premultiplying them by the rotation
matrix R C transforming a vector from the base frame to the constraint frame. This
transformation allows guaranteeing an effective decoupling of the task degrees of
freedom through the use of selection matrices.

On the basis of the selection operated by the matrices E and (I - E) on the
feedback quantities as well as on the corresponding references in view of the artificial
constraints, it is possible to design interaction control and motion control actions along
complementary directions of the task space. The actual control schemes to employ can
be chosen among the variety of schemes presented in the above sections and in the
previous chapter, with the notable exception of the parallel control which is to be
regarded as an alternative solution to hybrid control.

The output vectors yP, and YP of the control blocks can be summed to generate
the control yC expressing the actions on all task components. This vector is then to
be transformed from the constraint frame back to the base frame by premultiplying its
linear and angular components by the matrix R c = (RC) T.

Finally, depending on the actual control scheme, it may be necessary to perform
(partial or total) nonlinear compensating actions for both force and position. The
resulting control law gives the joint control torques at the input of the manipulator.

According to the above analysis, the control structure is adapted to the task re­
quirements, thanks to the use of selection matrices. Along each task component, the
proper control action is activated by the selection matrix, while its dual one is ig­
nored; this strategy avoids undesirable interference between the two controllers, since
it structurally decouples force control actions from motion control actions in terms of
the components of the given task.

The above considerations are founded on the assumption of perfect task planning.
In those situations when hybrid control has to operate under imperfect task planning,
the system behaviour may become quite critical. For instance, consider the extremal
case when a hybrid controller governs manipulator motion in a situation of unplanned
impact. As the selection matrix mechanism performs a model-based control logic
which is not supported by any verification during task execution, it is not possible
to modify the behaviour of the control scheme in respect of what actually happens
in the environment. In fact, the selection matrices cancel part of the force sensor

3As will be seen in the next chapter, force measurements are typically available with reference
to a frame attached to the force sensor mounted to the manipulator's wrist.
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Figure 7.14 Characterization of constraint frame for a two-link planar arm in contact with an
elastically compliant plane.

measurements on the assumption that this information is not useful to the controller,
whereas the same information might be crucial in all such circumstances when lack of
information about the environment plays a significant role.

An effective alternative to the hybrid control strategy in situations of a poorly
structured environment can be provided by the parallel control strategy presented in
Section 7.4.3. The absence of selection mechanisms on the force and position feedback
loops confers to the parallel control a capacity of autonomous reaction whenever the
natural constraints are violated, that is, when there is mismatching between planning
and real geometry of the interaction.

Example 7.4

Consider a two-link planar arm in contact with a purely frictionless elastic plane;
differently from the above examples, the plane is at an angle of 7f / 4 with axis x
(Figure 7.14). The natural choice of the constraint frame is that with axis Xc along the
plane and axis Yc orthogonal to the plane; the task is obviously characterized by two
degrees of freedom. Let pC and r respectively denote the tip position and contact
force, both expressed in the constraint frame; then, the selection matrix is

E = diag{O, I},

since the natural constraints regard if and f~. As a consequence, the artificial con­
straints allow specifying f~ and xc. If the task is to slide the tip along the plane,
the constraint frame orientation remains constant with respect to the base frame. The
relative rotation matrix is given by

R C _ [ 1/v'2
- -1/v'2 1/v'2]1/v'2 . (7.33)

According to the hybrid control structure, it is possible to perform motion control
along axis Xc and interaction (compliance, impedance or force) control along axis
Yc' Hence, once the measured quantities expressed in the base frame-position error
X, velocity X, and contact force fy-are transformed into the constraint frame, it is
possible to proceed as in the above examples. The resulting control law will have
components along Xc, Yc, and then it will have to be transformed back to the base
frame via the matrix R c .



292 Modelling and Control of Robot Manipulators

Problems

7.1 Show that the equilibrium position and force for the compliance control scheme are
expressed by (7.9) and (7.10), respectively.

7.2 Show that the equilibrium position for the parallel force/position control scheme satis­
fi es (7.30).

7.3 For the manipulation task of driving a screw in a hole illustrated in Figure 7.15, fi nd the
natural constraints and artifi cial constraints with respect to a suitably chosen constraint
frame.

7.4 Consider the planar arm in contact with the elastically compliant plane in Figure 7.14.
The plane forms an angle of 7r / 4 with axis x and its undeformed position intersects axis
x in the point of coordinates (1,0); environment stiffness along axis Yc is 5 . 103 N/m.
With the data of the arm in Section 6.7, design a hybrid control in which an inverse
dynamics position control operates along axis Xc while an impedance control operates
along axis Yc. Perform a computer simulation of the interaction of the controlled
manipulator along the rectilinear path from position Pi = [1 + 0.1..;2 0 f m to
PI = [1.2+0.1..;2 0.2fm with a trapezoidal velocity profile and a trajectory
duration t I = 1 s. Implement the control in discrete-time with a sampling time of
1 ms.

7.5 For the arm and environment of Problem 7.4, design a hybrid control in which an
inverse dynamics position control operates along axis xc, while a force control with
inner position loop operates along axis Yc; let the desired contact force along axis Yc be
50 N. Perform a computer simulation of the interaction of the controlled manipulator
along the trajectory of Problem 7.4. Implement the control in discrete-time with a
sampling time of 1 ms.

7.6 For the arm and environment of Problem 7.4, design a hybrid control in which an inverse
dynamics position control operates along axis xc, while a force control with inner
velocity loop operates along axis Yc; the force reference is the same as in Problem 7.5.
Perform a computer simulation of the interaction of the controlled manipulator along
the trajectory of Problem 7.4. Implement the control in discrete-time with a sampling
time of 1 ms.
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8. Actuators and Sensors

In this chapter, two basic robot components are treated: actuators and sensors. In the
first part, the features of an actuating system are presented in terms of the power supply,
power amplifier, servomotor and transmission. In view of their control versatility, two
types of servomotors are used; namely, electric servomotors for actuating the joints
of small and medium size manipulators, and hydraulic servomotors for actuating the
joints of large size manipulators. The models describing the input/output relationship
for such servomotors are derived. In the second part, proprioceptive sensors are pre­
sented which allow measurements of the quantities characterizing the internal state
of the manipulator; namely, encoders and resolvers for joint position measurement,
tachometers for joint velocity measurement; further, exteroceptive sensors are pre­
sented including force sensors for end-effector force measurement and vision sensors
for object image measurements when the manipulator interacts with the environment.

8.1 Joint Actuating System

The motion imposed to a manipulator's joint is realized by an actuating system which
in general is constituted by:

• a power supply,

• a power amplifier,

• a servomotor,

• a transmission.

The connection between the various components is illustrated in Figure 8.1 where
the exchanged powers are shown. To this purpose, recall that power can be always
expressed as the product of a flow and a force quantity, whose physical context allows
specifying the nature of the power (mechanical, electric, hydraulic, or pneumatic).

In terms of a global input/output relationship, Pc denotes the (usually electric)
power associated with the control law signal, whereas Pu represents the mechanical
power required to the joint to actuate the motion. The intermediate connections char­
acterize the supply power Pa of the motor (of electric, hydraulic, or pneumatic type),
the power provided by the primary source Pp of the same physical nature as that of
Pa, and the mechanical power Pm developed by the motor. Moreover, Pda, Pds and
Pdt denote the powers lost for dissipation in the conversions performed respectively

L. Sciavicco et al., Modelling and Control of Robot Manipulators
© Springer-Verlag London Limited 2000
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Figure 8.1 Components of a joint actuating system.

by the amplifier, motor and transmission.
To choose the components of an actuating system, it is worth starting from the

requirements imposed on the mechanical power Pu by the force and velocity that
describe the joint motion.

8.1.1 Transmissions

The execution ofjoint motions of a manipulator demands low speeds with high torques.
In general, such requirements do not allow an effective use of the mechanical features
of servomotors, which typically provide high speeds with low torques in optimal
operating conditions. It is then necessary to interpose a transmission (gear train) to
optimize the transfer of mechanical power from the motor (Pm) to the joint (Pu).
During this transfer, the power Pdt is dissipated as a result of friction.

The choice of transmission depends on the power requirements, the kind of desired
motion, and the allocation of the motor with respect to the joint. In fact, the transmission
allows transforming the outputs of the motor both quantitatively (velocity and torque)
and qualitatively (a rotational motion about the motor axis into a translational motion
of the joint). Also, it allows optimizing the static and dynamic performance of a
manipulator, by reducing the effective loads when the motor is located upstream of
the joint; for instance, if some motors are mounted to the base of the robot, the total
weight of the manipulator is decreased and the power-to-weight ratio is increased.

The following transmissions are typically used for industrial manipulators.

• Spur gears that modify the characteristics of the rotational motion of the motor
by changing the axis of rotation and/or by translating the application point;
spur gears are usually constructed with wide cross-section teeth and squat
shafts.

• Lead screws that convert rotational motion of the motor into translational
motion, as needed for actuation of prismatic joints; in order to reduce friction,
ball screws are usually employed that are preloaded so as to increase stiffness
and decrease backlash.

• Timing belts and chains which are equivalent from a kinematic viewpoint
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and are employed to locate the motor remotely from the axis of the actuated
joint. The stress on timing belts may cause strain, and then these are used in
applications requiring high speeds and low forces. On the other hand, chains
are used in applications requiring low speeds, since their large mass may
induce vibration at high speeds.

On the assumption of rigid transmissions with no backlash, the relationship between
input forces (velocities) and output forces (velocities) is purely proportional.

The mechanical features of the motor used for an actuating system may sometimes
allow direct connection of the motor to the joint without the use of any transmission
element (direct drive). The drawbacks due to transmission elasticity and backlash are
thus eliminated, although more sophisticated control algorithms are required, since the
absence of reduction gears does not allow neglecting the nonlinear coupling terms in
the dynamic model. The use of direct-drive actuating systems is not yet popular for
industrial manipulators, in view of the cost and size of the motors as well as of control
complexity.

8.1.2 Servomotors

Actuation of joint motions is entrusted to motors which allow realizing a desired
motion for the mechanical system. Concerning the kind of input power Pa, motors can
be classified into three groups.

• Pneumatic motors which utilize the pneumatic energy provided by a compres­
sor and transform it into mechanical energy by means of pistons or turbines.

• Hydraulic motors which transform the hydraulic energy stored in a reservoir
into mechanical energy by means of suitable pumps.

• Electric motors whose primary supply is the electric energy available from the
electric distribution system.

A portion of the input power Pa is converted to the output as a mechanical power Pm,
and the rest (Pds ) is dissipated because of mechanical, electric, hydraulic, or pneumatic
loss.

The motors employed in robotics are the evolution of the motors employed in
industrial automation having powers ranging from about ten watts to about ten kilo­
watts. For the typical performance required, such motors shall have the following
requirements with respect to those employed in conventional applications:

• low inertia and high power-to-weight ratio,

• possibility of overload and delivery of impulse torques,

• capacity to develop high accelerations,

• wide velocity range (from 1 to 1000),

• high positioning accuracy (at least 111000 of a circle),

• low torque ripple so as to guarantee continuous rotation even at low speed.

These requirements are enhanced by the good trajectory tracking and positioning
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accuracy demanded to an actuating system for robots, and thus the motor shall play
the role of a servomotor. In this respect, pneumatic motors are difficult to control
accurately, in view of the unavoidable fluid compressibility errors. Therefore, they
are not widely employed, if not for the actuation of the typical opening and closing
motions of the jaws in a gripper tool, or else for the actuation of simple arms used in
applications where continuous motion control is not of concern.

The most employed motors in robotic applications are the electric servomotors.
Among them, the most popular are the permanent-magnet direct-current (dc) servo­
motors and the brushless dc servomotors, in view of their good control flexibility.

Not uncommon are also stepper motors. These actuators are controlled by suitable
excitation sequences and their operating principle does not require measurement of
motor shaft angular position. The dynamic behaviour of stepper motors is greatly
influenced by payload, though. Also, they induce vibration of the mechanical structure
of the manipulator. Such inconveniences confine the use of stepper motors to the field
of micromanipulators, for which low-cost implementation prevails over the need for
high dynamic performance.

A certain number of applications features the employment of hydraulic servomo­
tors, which allow actuation of both translational motion (single piston) and rotational
motion (axial or radial pistons). These servomotors offer a static and dynamic perfor­
mance comparable with that offered by electric servomotors.

The differences between electric and hydraulic servomotors can be fundamentally
observed from a plant viewpoint. In this respect, electric servomotors present the
following advantages:

• wide-spread availability of power supply,

• low cost and wide range of products,

• high power conversion efficiency,

• easy maintenance,

• no pollution of working environment.

Instead, they present the following limitations:

• burnout problems at static situations caused by the effect of gravity on the
manipulator; emergency brakes are then required,

• need for special protection when operating in flammable environments.

Hydraulic servomotors present the following drawbacks:

• need for a hydraulic power station,

• high cost, narrow range of products, and difficulty of miniaturization,

• low power conversion efficiency,

• need for operational maintenance,

• pollution of working environment due to oil leakage.

In their favor it is worth pointing out that they:

• do not suffer from burnout in static situations,
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• are self-lubricated and the circulating fluid facilitates heat disposal,

• are inherently safe in harmful environments,

• have excellent power-to-weight ratios.

From an operational viewpoint, it can be observed what follows.

• Both types of servomotors have a good dynamic behaviour, although the
electric servomotor has greater control flexibility. The dynamic behaviour of
a hydraulic servomotor depends on the temperature of the compressed fluid.

• The electric servomotor is typically characterized by high speeds and low
torques, and as such it requires the use of gear transmissions (causing elasticity
and backlash). On the other hand, the hydraulic servomotor is capable to
generate high torques at low speeds.

In view of the above remarks, hydraulic servomotors are specifically employed for
manipulators that have to carry heavy payloads; in this case, not only is the hydraulic
servomotor the most suitable actuator, but also the cost of the plant accounts for a
reduced percentage on the total cost of the manipulation system.

8.1.3 Power Amplifi ers

The power amplifier has the task of modulating, under the action of a control signal,
the power flow which is provided by the primary supply and has to be delivered to the
actuators for the execution of the desired motion. In other words, the amplifier takes a
fraction of the power available at the source which is proportional to the control signal;
then, it transmits this power to the motor in terms of suitable force and flow quantities.

The inputs to the amplifier are the power taken from the primary source Pp and
the power associated with the control signal Pc. The total power is partly delivered to
the actuator (Pa) and partly lost for dissipation (Pda).

Given the typical use of electric and hydraulic servomotors, the operational prin­
ciples of the respective amplifiers are discussed.

To control an electric servomotor, it is necessary to provide it with a voltage or
current of suitable form depending on the kind of servomotor employed. Voltage (or
current) is direct for permanent-magnet dc servomotors, while it is alternating for
brushless dc servomotors. The value of voltage for permanent-magnet dc servomotors
or the values of voltage and frequency for brushless dc servomotors are determined by
the control signal of the amplifier, so as to make the motor execute the desired motion.

For the power ranges typically required by joint motions (of the order of a few
kilowatts), transistor amplifiers are employed which are suitably switched by using
pulse-width modulation (PWM) techniques. They allow achieving a power conversion
efficiency Pal (Pp + Pc) greater than 0.9 and a power gain Pal Pc of the order of 106 .

The amplifiers employed to control permanent-magnet dc servomotors are dc-to-dc
converters (choppers), whereas those employed to control brushless dc servomotors
are dc-to-ac converters (inverters).

Control of a hydraulic servomotor is performed by varying the flow rate of the
compressed fluid delivered to the motor. The task ofmodulating the flow rate is typically
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entrusted to an interface (electro-hydraulic servovalve). This allows establishing a
relationship between the electric control signal and the position of a distributor which
is able to vary the flow rate of the fluid transferred from the primary source to the
motor. The electric control signal is usually current-amplified and feeds a solenoid
which moves (directly or indirectly) the distributor, whose position is measured by
a suitable transducer. In this way, a position servo on the valve stem is obtained
which reduces occurrence of any stability problem that may arise on motor control.
The magnitude of the control signal determines the flow rate of the compressed fluid
through the distributor, according to a characteristic which is possibly made linear by
means of a keen mechanical design.

8.1.4 Power Supplies

The task of the power supply is to supply the primary power to the amplifier which is
needed for operation of the actuating system.

In the case of electric drives, the power supply is constituted by a transformer and
a typically uncontrolled bridge rectifier. These allow converting the alternating voltage
available from the distribution into a direct voltage of suitable magnitude which is
required to feed the power amplifier.

In the case of hydraulic drives, the power supply is obviously more complex. In
fact, a gear or piston pump is employed to compress the fluid which is driven by a
primary motor operating at constant speed, typically a three-phase nonsynchronous
motor. To reduce the unavoidable pressure oscillations provoked by a flow rate demand
depending on operational conditions of the motor, a reservoir is interfaced to store
hydraulic energy. Such reservoir in turn plays the same role as the filter capacitor
used at the output of a bridge rectifier. The hydraulic power station is completed by
the use of various components (filters, pressure valves, and check valves) that ensure
proper operation of the system. Finally, it can be inferred how the presence of complex
hydraulic circuits operating at high pressures (of the order of 100 atm) causes an
appreciable pollution of the working environment.

8.2 Servomotors

This section is devoted to present the operation of the electric and hydraulic ser­
vomotors typically used for actuating the joints of a manipulator. Starting from the
mathematical models that describe their dynamic behaviour, block schemes are derived
which allow pointing out the formal analogy between the two types of servomotors.

8.2.1 Electric Servomotors

The servomotor is entrusted with the task of converting electric energy into mechanical
energy, and thus it shall have a truly flexible operating characteristic. For this reason,
the electric servomotors employed in robotic applications are permanent-magnet dc
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servomotors and brushless dc servomotors.
The permanent-magnet de servomotor is constituted by:

• A stator coil that generates magnetic flux; this generator is always a permanent
magnet made by ferromagnetic ceramics or rare earths (high fields in contained
space).

• An armature that includes the current-carrying winding that surrounds a rotary
ferromagnetic core (rotor).

• A commutator that provides an electric connection by means of brushes be­
tween the rotating armature winding and the external feed winding, according
to a commutation logic determined by the rotor motion.

The brushless de servomotor is constituted by:

• A rotating coil (rotor) that generates magnetic flux; this generator is a perma­
nent magnet made by ferromagnetic ceramics or rare earths.

• A stationary armature (stator) made by a polyphase winding.

• A static commutator that, on the basis of the signals provided by a position
sensor located on the motor shaft, generates the feed sequence of the armature
winding phases as a function of the rotor motion.

The power amplifier for a permanent-magnetdc servomotor is typically a dc-to-dc
converter (chopper), whereas for a brushless dc servomotor it is typically a dc-to-ac
converter (inverter), whose frequency is dictated by the angular velocity of the rotor.

With reference to the above details of constructions, a comparison between the
operating principle of a permanent-magnet dc and a brushless dc servomotor leads to
the following considerations.

In the brushless dc motor, by means of the rotor position sensor, the winding or­
thogonal to the magnetic field of the coil is found; then, feeding the winding makes the
rotor rotate. As a consequence of rotation, the electronic control module commutes the
feeding on the winding of the various phases in such a way that the resulting field at
the armature is always kept orthogonal to that of the coil. As regards electromagnetic
interaction, such motor operates in a way similar to that of a permanent-magnet dc
motor where the brushes are at an angle of 7r /2 with respect to the direction ofthe exci­
tation flux. In fact, feeding the armature coil makes the rotor rotate, and commutation
of brushes from one plate of the commutator to the other allows maintaining the rotor
in rotation. The role played by the brushes and commutator in a permanent-magnetdc
motor is analogous to that played by the position sensor and electronic control module
in a brushless dc motor.

The main reason for using a brushless dc motor is to eliminate the problems due to
mechanical commutation of the brushes in a permanent-magnet dc motor. In fact, the
presence of the commutator limits the performance of a permanent-magnet dc motor,
since this provokes electric loss due to voltage drops at the contact between the brushes
and plates, and mechanical loss due to friction and arcing during commutation from
one plate to the next one caused by the inductance of the winding. The elimination
of the causes provoking such inconveniences, i.e., the brushes and plates, allows an
improvement of motor performance in terms of higher speeds and less material wear.
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Figure 8.2 Block scheme of an electric servomotor with amplifi er.

The inversion between the functions of stator and rotor leads to further advantages.
The presence of a winding on the stator instead of the rotor facilitates heat disposal. The
absence of a rotor winding, together with the possibility of using rare-earth permanent
magnets, allows construction of more compact rotors which are in turn characterized
by a low moment of inertia. Therefore, the size of a brushless dc motor is smaller than
that of a permanent-magnet dc motor of the same power; an improvement of dynamic
performance can also be obtained by using a brushless dc motor. For the choice of
the most suitable servomotor for a specific application, the cost factor plays a relevant
role, though.

From a modelling viewpoint, a permanent-magnet dc motor and a brushless dc
motor provided with the commutation module and position sensor can be described by
the same differential equations. In the domain of the complex variable s, the electric
balance of the armature is described by the equations

Va = (Ra + sLa)1a + Vg

Vg = kvfl,

(8.1)

(8.2)

where Va and 1a respectively denote armature voltage and current, R a and La are
respectively the armature resistance and inductance, and Vg denotes the back elec­
tromotive force which is proportional to the angular velocity fl through the voltage
constant kv that depends on the construction details of the motor as well as on the
magnetic flux of the coil.

The mechanical balance is described by the equations

Cm = (s1m + Fm)fl + Cr

Cm = kt1a ,

(8.3)

(8.4)

(8.5)

where Cm and Cr respectively denote the electromechanical driving torque and re­
action torque, 1m and Fm are respectively the moment of inertia and viscous friction
coefficient at the motor shaft, and the torque constant kt is numerically equal to k v in
the SI unit system for a compensated motor.

Concerning the power amplifier, the input/output relationship between the control
voltage Vc and the armature voltage Va is given by the transfer function

Va G v
Vc 1 + sTv
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Figure 8.3 Block scheme of an electric servomotor as a velocity-controlled generator.

where Gv denotes the voltage gain and Tv is a time constant that can be neglected
with respect to the other time constants of the system. In fact, by using a modulation
frequency in the range of (10,100) kHz, the time constant of the amplifier is in the
range of (10-5 ,10-4 ) s.

The block scheme of the servomotor with power amplifier is illustrated in Fig­
ure 8.2. In such scheme, besides the blocks corresponding to the above relations, there
is an armature current feedback loop where current is thought of as measured by a
transducer k i between the power amplifier and the armature winding of the motor.
Further, the scheme features a current regulator C i (s) as well as an element with a
nonlinear saturation characteristic. The aim of such feedback is twofold. On one hand,
the voltage V; plays the role of a current reference and thus, by means of a suitable
choice of the regulator C i (s), the lag between the current Ia and the voltage V; can be
reduced with respect to the lag between I a and Vc . On the other hand, the introduction
of a saturation nonlinearity allows limiting the magnitude of V;, and then it works like
a current limit which ensures protection of the power amplifier whenever abnormal
operating conditions occur.

The choice of the regulator C i (s) of the current loop allows obtaining a velocity­
controlled or torque-controlled behaviour from the amplifier/motor complex, depend­
ing on the values attained by the loop gain. In fact, in the case of k i = 0, recalling that
the mechanical viscous friction coefficient is negligible with respect to the electrical
friction coefficient (Fm « kvktfRa), setting K = Ci(O)Gv, and assuming C r = 0
leads at steady state to:

K,
W ~ k

v
vc ' (8.6)

and thus the actuating system behaves like a velocity-controlled generator. Instead,
when k i -::f- 0, choosing a large loop gain for the current loop (Kk i » R a ) leads at
steady state to:

k
t
(' k

v
)em ~ k

i
V c - KW , (8.7)

and thus the actuating system behaves like a torque-controlled generator, since K is
usually large and the driving torque is practically independent of the angular velocity.

As regards the dynamic behaviour, it is worth considering a reduced-order model
which can be obtained by neglecting the electric time constant L a / R a with respect
to the mechanical time constant I m / Fm and assuming also Tv ~ O. Choosing a
purely proportional controller (CiGv = K) with ki = 0 leads to the block scheme
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Figure 8.4 Block scheme of an electric servomotor as a torque-controlled generator.

in Figure 8.3 for the velocity-controlled generator. On the other hand, if it is assumed
K ki » R a and kv[l / K ki ~ 0, the resulting block scheme of the torque-controlled
generator is that in Figure 8.4.

From the above schemes, the following input/output relations between control
voltage, reaction torque, and angular velocity can be derived:

K R a

[l = kv V' - kvkt C (8.8)
RaIm C RaIm r

1 + 8 kvk
t

1 + 8 kvk
t

for the velocity-controlled generator, and

kt 1

[l = kiFm V' - Fm C (8.9)1m C 1m r
1+8- 1+8-Fm Fm

for the torque-controlled generator. These transfer functions show how, without current
feedback, the system has a better rejection of disturbance torques in terms of both
equivalent gain (Ra/kvkt « I/Fm) and time response (RaIm/kvkt « Im/Fm).
This leads to drawing the following conclusions.

In all such applications where the drive system has to provide high rejection of
disturbance torques, as in the case of independent joint control, it is not advisable to
have a current feedback in the loop, at least when all quantities are within their nominal
values. In this case, the problem of setting a protection can be solved by introducing a
current limit that is not performed by a saturation on the control signal but it exploits
a current feedback with a dead-zone nonlinearity on the feedback path, as shown in
Figure 8.5. Therefore, an actual current limit is obtained whose precision is as high as
the slope of the dead zone; it is understood that stability of the current loop is to be
addressed when operating in this way.

Centralized control schemes, instead, demand the actuating system to behave as
a torque-controlled generator. It is then clear that a current feedback with a suitable
regulator Ci (8) shall be used so as to confer a good static and dynamic behaviour to the
current loop. In this case, servoing of the driving torque is achieved indirectly, since it
is based on a current measurement which is related to the driving torque by means of
gain l/kt .

8.2.2 Hydraulic Servomotors

The hydraulic servomotors employed in robotic applications are based on the simple
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Figure 8.5 Block scheme of an electric servomotor with nonlinear current feedback.

operating principle of volume variation under the action of compressed fluid. From
a construction viewpoint, they are characterized by one or more chambers made by
pistons (cylinders reciprocating in tubular housings). Linear servomotors have a limited
range and are constituted by a single piston. Rotary servomotors have unlimited range
and are constituted by several pistons (usually an odd number) with an axial or radial
disposition with respect to the motor axis of rotation.

No matter how a hydraulic servomotor is constructed, the derivation of its in­
put/output mathematical model refers to the basic equations describing the relation­
ship between flow rate and pressure, the relationship between the fluid and the parts in
motion, and the mechanical balance of the parts in motion. Let Q represent the volume
flow rate supplied by the distributor; the flow rate balance is given by the equation

(8.10)

where Qm is the flow rate transferred to the motor, Ql is the flow rate due to leakage,
and Qc is the flow rate related to fluid compressibility. The terms Ql and Qc are taken
into account in view of the high operating pressures (of the order of one hundred
atmospheres).

Let P denote the differential pressure of the servomotor due to the load; then, it
can be assumed

(8.11)

Regarding the loss for compressibility, if V denotes the instantaneous volume of the
fluid, one has

(8.12)

where r is the uniform compressibility coefficient of the fluid. Notice that the propor­
tional factor kc = r V between the time derivative of the pressure and the flow rate due
to compressibility depends on the volume of the fluid; therefore, in the case of rotary
servomotors, k c is a constant, whereas in the case of a linear servomotor, the volume of
fluid varies and thus the characteristic of the response depends on the operating point.

The volume flow rate transferred to the motor is proportional to the volume varia­
tion in the chambers per time unit; with reference from now on to a rotary servomotor,
such variation is proportional to the angular velocity, and then

(8.13)
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Figure 8.6 Block scheme of a hydraulic motor with servovalve and distributor.

The mechanical balance of the parts in motion is described by

(8.14)

with obvious meaning of the symbols. Finally, the driving torque is proportional to the
differential pressure of the servomotor due to the load, i. e.,

(8.15)

Concerning the servovalve, the transfer function between the stem position X and
the control voltage Vc is expressed by

1 + sTs '
(8.16)

thanks to the linearizing effect achieved by position feedback; G s is the equivalent
gain of the servovalve, whereas its time constant T s is of the order of milliseconds and
thus it can be neglected with respect to the other time constants of the system.

Finally, regarding the distributor, the relationship between the differential pressure,
the flow rate, and the stem displacement is highly nonlinear; linearization about an
operating point leads to the equation

(8.17)

By virtue of(8.10)-(8.17), the servovalve/distributor/motorcomplex is represented
by the block scheme of Figure 8.6. A comparison between the schemes in Figs. 8.2
and 8.6 clearly shows the formal analogy in the dynamic behaviour of an electric
and a hydraulic servomotor. Nevertheless, such analogy shall not induce to believe
that it is possible to make a hydraulic servomotor play the role of a velocity- or
torque-controlled generator, as for an electric servomotor. In this case, the pressure
feedback loop (formally analogous to the current feedback loop) is indeed a structural
characteristic of the system and, as such, it cannot be modified but with the introduction
of suitable transducers and the realization of the relative control circuitry.
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8.3 Sensors

The adoption of sensors is of crucial importance to achieve high-performance robotic
systems. It is worth classifying sensors into proprioceptive sensors that measure the
internal state of the manipulator, and exteroceptive sensors that provide the robot with
knowledge of the surrounding environment.

In order to guarantee that a coordinated motion of the mechanical structure is
obtained in correspondence of the task planning, algorithms are used which have been
widely discussed in the preceding chapters, e.g., as in kinematic calibration, dynamic
parameter identification and manipulator control. Such algorithms require the on-line
measurement, by means of proprioceptive sensors, of the quantities characterizing the
internal state of the manipulator, i.e.,

• joint position,

• joint velocity,

• joint torque.

On the other hand, typical exteroceptive sensors include:

• force sensors,

• tactile sensors,

• proximity sensors,

• range sensors,

• vision sensors.

The goal of such sensors is to extract the features characterizing the interaction of
the robot with the objects in the environment, so as to enhance the degree of autonomy
of the system. To this class also belong those sensors which are specific for the robotic
application, such as sound, humidity, smoke, pressure, and temperature sensors. Fusion
of the available sensory data can be used for (high-level) task planning, which in turn
characterizes a robot as the intelligent connection ofperception to action.

In the following, the main features of the sensors used to measure position, velocity,
force and visual information are illustrated.

8.3.1 Position Transducers

The aim of position transducers is to provide an electric signal proportional to the
linear or angular displacement of a mechanical apparatus with respect to a given
reference position. They are mostly utilized for control of machine tools, and thus their
range is wide. Potentiometers, linear variable-differential transformers (LVDT), and
inductosyns may be used to measure linear displacements. Potentiometers, encoders,
resolvers and synchros may be used to measure angular displacements.

Angular displacement transducers are typically employed in robotic applications
since, also for prismatic joints, the servomotor is of rotary type. In view of their
precision, robustness and reliability, the most common transducers are the encoders
and resolvers, whose operating principles are detailed in what follows.
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Figure 8.7 Schematic representation of an absolute encoder with Gray-code table.

On the other hand, linear displacement transducers (LVDT's and inductosyns) are
mainly employed in measuring robots.

Encoder

There are two types of encoder: absolute and incremental. The absolute encoder is
constituted by an optical-glass disk on which concentric circles (tracks) are disposed;
each track has an alternating sequence of transparent sectors and matte sectors obtained
by deposit of a metallic film. A light beam is emitted in correspondence of each track
which is intercepted by a photodiode or a phototransistor located on the opposite side
of the disk. By a suitable arrangement of the transparent and matte sectors, it is possible
to convert a finite number of angular positions into corresponding digital data. The
number of tracks determines the length of the word, and thus the resolution of the
encoder.

To avoid problems of incorrect measurement in correspondence of a simultaneous
multiple transition between matte and transparent sectors, it is worth utilizing a Gray­
code encoder whose schematic representation is given in Figure 8.7 with reference
to the implementation of 4 tracks that allow discriminating 16 angular positions. It
can be noticed that measurement ambiguity is eliminated, since only one change of
contrast occurs at each transition. For the typical resolution required for joint control,
absolute encoders with a minimum number of 12 tracks (bits) are employed (resolution
of 114096 per circle).

Incremental encoders have a wider use than absolute encoders, since they are
simpler from a construction viewpoint and thus cheaper. Like the absolute one, the
incremental encoder is constituted by an optical disk on which two tracks are disposed,
whose transparent and matte sectors (in equal number on the two tracks) are mutually
in quadrature. The presence of two tracks allows detecting, besides the number of
transitions associated with any angular rotation, also the sign of rotation. Often a
third track is present with one single matte sector which allows defining an absolute
mechanical zero as a reference for angular position. A schematic representation is
illustrated in Figure 8.8.

The use of an incremental encoder for a joint actuating system clearly demands



Actuators and Sensors 309

Figure 8.8 Schematic representation of an incremental encoder.

the evaluation of absolute positions. This is performed by means of suitable counting
and storing electronic circuits. To this purpose, it is worth noticing that the position
information is available on volatile memories, and thus it can be corrupted due to
the effect of disturbances acting on the electronic circuit, or else fluctuations in the
supply voltage. Such limitation does obviously not occur for absolute encoders, since
the angular position information is coded directly on the optical disk.

The optical encoder has its own signal processing electronics inside the case, which
provides direct digital position measurements to be interfaced with the control com­
puter. Ifan external circuitry is employed, velocity measurements can be reconstructed
from position measurements. In fact, if a pulse is generated at each transition, a velocity
measurement can be obtained in three possible ways; namely, by using a voltage-to­
frequency converter (with analog output), by (digitally) measuring the frequency of the
pulse train, or by (digitally) measuring the sampling time of the pulse train. Between
these last two techniques, the former is suitable for high-speed measurements while
the latter is suitable for low-speed measurements.

Resolver

The resolver is an electromechanical position transducer which is compact and robust.
Its operating principle is based on the mutual induction between two electric circuits
which allow continuous transmission of angular position without mechanical limits.
The information on the angular position is associated with the magnitude of two
sinusoidal voltages, which are treated by a suitable resolver-to-digital converter (RDC)
to obtain the digital data corresponding to the position measurement. The electric
scheme of a resolver with the functional diagram of a tracking-type RDC is illustrated
in Figure 8.9.

From a construction viewpoint, the resolver is a small electric machine with a rotor
and a stator; the inductance coil is on the rotor while the stator has two windings at 90
electrical degrees one from the other. By feeding the rotor with a sinusoidal voltage
V sin wt (with typical frequencies in the range of (0.4, 10) kHz), a voltage is induced on
the stator windings whose magnitude depends on the rotation angle (). The two voltages
are fed to two digital multipliers, whose input is a and whose outputs are algebraically
summed to achieve V sin wt sin (() - a); this signal is then amplified and sent to the
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Figure 8.9 Electric scheme of a resolver with functional diagram of a tracking-type RDC.

input of a synchronous detector, whose filtered output is proportional to the quantity
sin (e - a). The resulting signal, after a suitable compensating action, is integrated and
then sent to the input of a voltage-controlled oscillator (VeO) (a voltage-to-frequency
converter) whose output pulses are input to a forward-backward counter. Digital data
of the quantity a are available on the output register of the counter, which represent a
measurement of the angle e.

It can be recognized that the converter works according to a feedback principle.
The presence of two integrators (one is represented by the forward-backward counter)
in the loop ensures that the (digital) position and (analog) velocity measurements are
error-free as long as the rotor rotates at constant speed; actually, a round-off error
occurs on the word a and thus affects the position measurement. The compensating
action is needed to confer suitable stability properties and bandwidth to the system.
Whenever digital data are wished also for velocity measurements, it is necessary to
use an analog-to-digital converter. Since the resolver is a very precise transducer, a
resolution of 1 bit out of 16 can be obtained at the output of the RDC.

8.3.2 Velocity Transducers

Even though velocity measurements can be reconstructed from position transducers,
often it is preferred to resort to direct measurements of velocity, by means of suitable
transducers. Velocity transducers are employed in a wide number of applications and
are termed tachometers. The most common devices of this kind are based on the
operating principles of electric machines. The two basic types of tachometers are the
direct-current (dc) tachometer and the alternating-current (ac) tachometer.

DC Tachometer

The direct-current tachometer is the most used transducer in the applications. It is a
small dc generator whose magnetic field is provided by a permanent magnet. Special
care is paid in its construction, so as to achieve a linear input/output relationship and
to reduce the effects of magnetic hysteresis and temperature. Since the field flux is
constant, when the rotor is set in rotation, its output voltage is proportional to angular
speed according to the constant characteristic of the machine.
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Because of the presence of a commutator, the output voltage has a residual ripple
which cannot be eliminated by proper filtering, since its frequency depends on angular
speed. A linearity range of 0.1 to 1% can be obtained, whereas the residual ripple
coefficient is of 2 to 5% of the mean value of the output signal.

AC Tachometer

In order to avoid the drawbacks caused by the presence of a residual ripple in the output
of a dc tachometer, one may resort to an ac tachometer. While the dc tachometer is a
true dc generator, the ac tachometer differs from a generator. In fact, if a synchronous
generator would be used, the frequency of the output signal would be proportional to
the angular speed.

To obtain an alternating voltage whose magnitude is proportional to speed, one
may resort to an electric machine that is structurally different from the synchronous
generator. The ac tachometer has two windings on the stator mutually in quadrature and
a cup rotor. If one of the windings is fed by a constant-magnitude sinusoidal voltage,
a sinusoidal voltage is induced on the other winding which has the same frequency,
a magnitude proportional to angular speed, and a phase equal or opposite to that of
the input voltage according to the sign of rotation; the exciting frequency is usually
set to 400 Hz. The use of a synchronous detector then allows obtaining an analog
measurement of angular velocity. In this case, the output ripple can be eliminated by a
proper filter, since its fundamental frequency is twice as much as the supply frequency.

The performance of ac tachometers is comparable to that of dc tachometers. Two
further advantages of ac tachometers are the lack of wiping contacts and the presence
of a low moment of inertia, thanks to the use of a lightweight cup rotor. However
a residual voltage occurs, even when the rotor is still, because of the unavoidable
parasitic couplings between the stator coil and the measurement circuitry.

8.3.3 Force Sensors

Measurement of a force or torque is usually reduced to measurement of the strain
induced by the force (torque) applied to an extensible element of suitable features.
Therefore, an indirect measure of force is obtained by means of measurements of
small displacements. The basic component of a force sensor is the strain gauge which
uses the change of electric resistance of a wire under strain.

Strain Gauge

The strain gauge is constituted by a wire of low temperature coefficient. The wire is
disposed on an insulated support (Figure 8.1Oa) which is glued to the element subject
to strain under the action of a stress. Dimensions of the wire change and then they
cause a change of electric resistance.

The strain gauge is chosen in such a way that the resistance R s changes linearly
in the range of admissible strain for the extensible element. To transform changes
of resistance into an electric signal, the strain gauge is inserted in one arm of a
Wheatstone bridge which is balanced in the absence of stress on the strain gauge
itself. From Figure 8.lOb it can be understood that the voltage balance in the bridge is
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a) b)

(8.18)

Figure 8.10 Schematic representation of a strain gauge (a), and its insertion in a Wheatstone
bridge (b).

described by

Va = ( R 2
_ R s ) Vi.

R l + R2 R3 + Rs

If temperature variations occur, the wire changes its dimension without application
ofany external stress. To reduce the effect of temperature variations on the measurement
output, it is worth inserting another strain gauge in an adjacent arm of the bridge, which
is glued on a portion of the extensible element not subject to strain.

Finally, to increase bridge sensitivity, two strain gauges may be used which shall
be glued on the extensible element in a way that one strain gauge is subject to traction
and the other to compression; the two strain gauges then have to be inserted in two
adjacent arms of the bridge.

Shaft Torque Sensor

In order to employ a servomotor as a torque-controlled generator, an indirect measure
of the driving torque is typically used, e.g., through the measure of armature current in
a permanent-magnet dc servomotor. If it is desired to guarantee insensitivity to change
of parameters relating torque to the measured physical quantities, it is necessary to
resort to a direct torque measurement.

The torque delivered by the servomotor to the joint can be measured by strain
gauges mounted on an extensible apparatus interposed between the motor and the
joint, e.g., a hollow shafting. Such apparatus shall have low torsional stiffness and high
bending stiffness, and it shall ensure a proportional relationship between the applied
torque and the induced strain.

By connecting the strain gauges mounted on the hollow shafting (in a Wheatstone
bridge configuration) to a slip ring by means of graphite brushes, it is possible to feed
the bridge and measure the resulting unbalanced signal which is proportional to the
applied torque.

The measured torque is that delivered by the servomotor to the joint, and thus it
does not coincide with the driving torque em in the block schemes of the actuating
systems in Figure 8.2 and in Figure 8.6. In fact, such measurement does not account
for the inertial and friction torque contributions as well as for the transmission located
upstream of the measurement point. It follows that the implementation of a centralized
control scheme in which the servomotor behaves as a torque-controlled generator shall
be made on the basis of a manipulator dynamic model which does not account for the
inertial and friction effects of the servomotor itself.
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Figure 8.11 Use of a force sensor on the outer link of a manipulator.

Wrist Force Sensor

When the manipulator's end effector is in contact with the working environment, the
control algorithms presented in the previous chapter require contact force measure­
ments. The force sensor allows measuring the three components of a force and the
three components of a moment with respect to a frame attached to it.

As illustrated in Figure 8.11, the sensor is employed as a connecting apparatus at
the wrist between the outer link of the manipulator and the end effector. The connection
is made by means of a suitable number of extensible elements subject to strain under
the action of a force and a moment. Strain gauges are glued on each element which
provide strain measurements. The elements have to be disposed in a keen way so that
at least one element is appreciably deformed for any possible orientation of forces and
moments.

Furthermore, the single force component with respect to the frame attached to the
sensor should induce the least possible number of deformations, so as to obtain good
structural decoupling of force components. Since a complete decoupling cannot be
achieved, the number of significant deformations to reconstruct the six components of
the force and moment vector is greater than six.

A typical force sensor is that where the extensible elements are disposed as in a
Maltese cross; this is schematically indicated in Figure 8.12. The elements connecting
the outer link with the end effector are four bars with a rectangular parallelepiped
shape. On the opposite sides of each bar, a pair of strain gauges is glued that constitute
two arms of a Wheatstone bridge; there is a total ofeight bridges and thus the possibility
of measuring eight strains.

The matrix relating strain measurements to the force components expressed in
a Frame s attached to the sensor is termed sensor calibration matrix. Let Wi, for
i = 1, ... ,8, denote the outputs of the eight bridges providing measurement of the
strains induced by the applied forces on the bars according to the directions specified



314 Modelling and Control of Robot Manipulators

f'y

Figure 8.12 Schematic representation of a Maltese-cross force sensor.

in Figure 8.12. Then, the calibration matrix is given by the transformation

Wi

J; 0 0 C13 0 0 0 Cn 0 W2

f; C2i 0 0 0 C25 0 0 0 W3

f: 0 C32 0 C34 0 C36 0 C38 W4 (8.19)
J.1~ 0 0 0 C44 0 0 0 C48 W5

J.1~ 0 C52 0 0 0 C56 0 0 W6

J.1~ C6i 0 C63 0 C65 0 C67 0 W7

W8

Reconstruction of force measures through the calibration matrix is entrusted to suitable
signal processing circuitry available in the sensor.

Typical sensors have a diameter of about 10 em and a height of about 5 em, with a
measurement range of (50,500)N for the forces and of (5,70)N·m for the torques, and
a resolution of the order of 0.1 % of the maximum force and of 0.05% of the maximum
torque, respectively; the sampling frequency at the output of the processing circuitry
is of the order of 1 kHz.

Finally, it is worth noticing that force sensor measurements cannot be directly
used by a force/motion control algorithm, since they describe the equivalent forces
acting on the sensors which differ from the forces applied to the manipulator's end
effector (Figure 8.11). It is therefore necessary to transform those forces from the
sensor Frame s into the constraint Frame C introduced in Section 7.5; in view of the
transformation in (3.104), one has

(8.20)

which requires knowledge of the position r~s of the origin of Frame s with respect to
Frame C as well as of the orientation R; of Frame s with respect to Frame c. Both such
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Figure 8.13 Schematic representation of vision system.

quantities are expressed in Frame c, and thus they are constant only if the end effector
is still, once contact has been achieved.

8.3.4 Vision Sensors

The task of a camera as a vision sensor is to measure the intensity of the light reflected
by an object. To this purpose, a photosensitive element, termed pixel (or photosite), is
employed, which is capable to transform light energy into electric energy. Different
types of sensors are available depending on the physical principle exploited to realize
the energy transformation. The most widely used devices are the CCD and the CMOS
sensors based on the photoelectric effect of semiconductors.

CCD

A CCD (Charge Coupled Device) sensor is constituted by a rectangular array of pho­
tosites. Due to the photoelectric effect, when a photon hits the semiconductor surface,
a number of free electrons are created, so that each element accumulates a charge
depending on the time integral of the incident illumination over the photosensitive
element. This charge is then passed by a transport mechanism (similar to an analog
shift register) to the output amplifier, while at the same time the photosite is discharged.
The electric signal is to be further processed in order to produce the real video signal.

CMOS

A CMOS (Complementary Metal Oxide Semiconductor) sensor is constituted by a
rectangular array of photodiodes. The junction of each photodiode is precharged and it
is discharged when hit by photons. An amplifier integrated in each pixel can transform
this charge into a voltage or current level. The main difference with the CCD sensor is
that the pixels of a CMOS sensor are non-integrating devices; after being activated they
measure throughput, not volume. In this manner, a saturated pixel will never overflow
and influence a neighboring pixel. This prevents the effect of blooming, which indeed
affects the CCD sensors.
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Figure 8.14 Perspective transformation.

Camera

As sketched in Figure 8.13, a camera is a complex system comprising several devices
other than the photosensitive sensor, Le., a shutter, a lens and analog preprocessing
electronics. The lens is in charge of focusing the light reflected by the object on the
plane where the photosensitive sensor lies, called the image plane.

With reference to Figure 8.14, consider a frame Oc-xcYczc attached to the camera,
whose location with respect to the base frame is identified by the homogeneous trans­
formation matrix Ti. Take a point of the object of coordinates pC = [p~ p~ p; ]T;
typically, the centroid of the object is chosen. Then, the coordinate transformation
from the base frame to the camera frame is described as

(8.22)

where p denotes the object position with respect to the base frame and homogeneous
representations of vectors have been used.

Due to the refraction phenomenon, the point in the camera frame is transformed
into a point in the image plane via the perspective transformation, Le.,

x = fp~
f - p~

Y _ fp~
- f-pf

(8.23)

where (X, Y) are the new coordinates and f is the focal length of the lens. Notice that
these coordinates are expressed in metric units and the above transformation is singular
at p; = f. Nonetheless, these relationships hold only in theory, since the real lenses
are always affected by imperfections, which cause image quality degradation. Two
types of distortions can be recognized; namely, aberrations and geometric distortion.
The former can be reduced by restricting the light rays to a small central region of
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the lens; the effects of the latter can be compensated on the basis of a suitable model
whose parameters are to be identified.

A visual information is typically elaborated by a digital processor, and thus the
measurement principle is to transform the light intensity I(X, Y) of each point in the
image plane into a number. It is clear that a spatial sampling is needed since an infinite
number of points in the image plane exist, as well as a temporal sampling since the
image can change during time. The CCD or CMOS sensors play the role of spatial
samplers, while the shutter in front of the lens plays the role of the temporal sampler.

The spatial sampling unit is the pixel, and thus the coordinates (X, Y) of a point
in the image plane are to be expressed in pixels, i. e., (XI, YI). Due to the photosite
finite dimensions, the pixel coordinates of the point are related to the coordinates in
metric units through two scale factors ax and ay; namely,

X = axlp~ +X
I leo- Pz

Y = aylp~ + y;
I leO'- Pz

(8.24)

where X o and Yo are the offsets which take into account the position of the origin of the
pixel coordinate system with respect to the optical axis. This nonlinear transformation
can be written in a linear form by resorting to the homogeneous representation of the
point (XI, YI, ZI) via the relationships:

X _XI
1- ­

ZI

YI = YI.
ZI

As a consequence, (8.24) can be rewritten as

(8.25)

where

o Xo
Yo
1

o
1
o
o

o
o

-III
o

(8.26)

At this point, the overall transformation from the Cartesian space of the observed
object to the image space of its image in pixels is characterized by composing the
transformations in (8.22) and (8.25) as

S=S1Tt (8.27)

which represents the so-called camera calibration matrix. It is worth pointing out that
such a matrix contains intrinsic parameters (ax, ay, X o, Yo, 1) in S1 depending on
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the sensor and lens characteristics as well as extrinsic parameters in Ti depending
on the relative position and orientation of the camera with respect to the base frame.
Several calibration techniques exist to identify these parameters in order to compute
the transformation between the Cartesian space and the image space as accurately as
possible.

If a monochrome CCD cameral is of concern, the output amplifier of the sensor
produces a signal which is processed by a timing analog electronics in order to generate
an electric signal according to one of the existing video standards, i.e., the CCIR
European and Australian standard, or the RS 170 American and Japanese standard. In
any case, the video signal is a voltage of 1 V peak-to-peak whose amplitude represents
sequentially the image intensity.

The entire image is divided into a number of lines (625 for the CCIR standard
and 525 for the RS170 standard) to be sequentially scanned. The raster scan proceeds
horizontally across each line and each line from top to bottom, but first all the even
lines, forming the first field, and then all the odd lines, forming the second field, so
that aframe is composed by two successive fields. This technique, called interlacing
allows updating the image either at frame rate or at field rate; in the former case the
update frequency is that of the entire frame (25 Hz for the CCIR standard and 30 Hz
for the RS 170 standard), while in the latter case the update frequency can be doubled
as long as half the vertical resolution can be tolerated.

The last step of the measurement process is to digitize the analog video signal.
The special analog-to-digital converters adopted for video signal acquisition are called
frame grabbers. By connecting the output of the camera to the frame grabber, the
video waveform is sampled and quantized and the values stored in a two-dimensional
memory array representing the spatial sample of the image, known asframestore; this
array is then updated at field or frame rate.

In the case of CMOS cameras (currently available only for monochrome images),
thanks to the CMOS technology which allows the integration of the analog-to-digital
converter in each pixel, the output of the camera is directly a two-dimensional array,
whose elements can be accessed randomly. Such advantage, with respect to CCD
cameras, leads to the possibility of higher frame rates if only parts of the entire frame
are accessed.

The above described sequence of steps from image formation to image acquisition
can be classified as a process of low-level vision; this includes the extraction of
elementary image features, e.g., centroid and intensity discontinuities. On the other
hand, a robotic system can be considered really autonomous only if procedures for
emulating cognition are available, e.g., recognizing an observed object among a set of
CAD models stored into a data base. In this case, the artificial vision process can be
referred to as high-level vision.

1 Colour cameras are equipped with special CCD's sensitive to three basic colours (RGB); the
most sophisticated cameras have three separate sensors, one per each basic colour.
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Problems

8.1 Prove (8.6)-(8.9).

8.2 Consider the dc servomotor with the data: 1m = 0.0014 kg·m2
, Fm = 0.01 N·m·s/rad,

La = 2 mH, R a = 0.2 ohm, k t = 0.2 N·m/A, kv = 0.2 V·slrad, CiGv = 1, Tv =
0.1 ms, ki = O. Perform a computer simulation of the current and velocity response to
a unit step voltage input V;. Adopt a sampling time of 1 ms.

8.3 For the servomotor of Problem 8.2, design the controller of the current loop Ci (s) so
that the current response to a unit step voltage input V; is characterized by a settling
time of 2 ms. Compare the velocity response with that obtained in Problem 8.2.

8.4 Find the control voltage/output position and reaction torque/output position transfer
functions for the scheme of Figure 8.6.

8.5 For a Gray-code optical encoder, fi nd the interconversion logic circuit which allows
obtaining a binary-coded output word.

8.6 With reference to a contact situation of the kind illustrated in Figure 8.11, let:

r~s = [-0.3 0 0.2]T m R~ = [: ~1 1]
1:=[200 OfN tL~=[O 60fN.m.

Compute the equivalent force and moment in the contact frame.

8.7 Consider the SCARA manipulator in Figure 2.34 with link lengths aj = a2 = 0.5 m.
Let the base frame be located at the intersection between the fi rst link and the base link
with axis z pointing downwards and axis x in the direction ofthe fi rst link when 19I = O.
Assume that a CCD camera is mounted on the wrist so that the camera frame is
aligned with the end-effector frame. The camera parameters are: f = 8 mm, ax =
79.2 pixellmm, a y = 120.5 pixellmm, X o = 250, Yo = 250. An object is observed
by the camera and is described by the point of coordinates p = [0.8 0.5 0.9 f m.
Compute the pixel coordinates of the point when the manipulator is at the confi guration
q = [0 7[/4 0.1 0].
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9. Control Architecture

The final chapter is devoted to set the concepts presented in the previous chapters on
modelling, planning, control, actuators and sensors in a wide and distinct framework. A
reference model for the functional architecture of an industrial robot's control system
is presented. The hierarchical structure and its articulation into functional modules
allows finding the requirements and characteristics of the programming environment
and hardware architecture.

9.1 Functional Architecture

The control system to supervise the activities of a robotic system shall be endowed
with a number of tools providing the following functions:

• capability of moving physical objects in the working environment, i. e., manip­
ulation ability;

• capability of obtaining information on the state of the system and working
environment, i. e., sensory ability;

• capability of exploiting information to modify system behaviour in a prepro­
grammed manner, i.e., intelligent behaviour ability;

• capability of storing, elaborating and providing data on system activity, i.e.,
data processing ability.

An effective implementation of these functions can be obtained by means of
a functional architecture which is thought of as the superposition of several activity
levels arranged in a hierarchical structure. The lower levels of the structure are oriented
to physical motion execution, whereas the higher levels are oriented to logical action
planning. The levels are connected by data flows; those directed towards the higher
levels regard measurements and/or results of actions, while those directed towards the
lower levels regard transmission of directions.

With reference to the control system functions implementing management of the
above listed system activities, in general it is worth allocating three functional models
at each level. A first module is devoted to sensory data management (sensory module).
A second module is devoted to provide knowledge of the relevant world (modelling
module). A third module is devoted to decide the policy of the action (decision module).

More specifically, the sensory modules acquire, elaborate, correlate and integrate
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Figure 9.1 Reference model for a control system functional architecture.

sensory data in time and space, in order to recognize and measure the system state and
environment characteristic; clearly, the functions of each module are oriented to the
management of the relevant sensory data for that level.

On the other hand, the modelling modules contain models derived on the basis
of a priori knowledge of system and environment; these models are updated by the
information coming from the sensory modules, while the activation of the required
functions is entrusted to the decision modules.

Finally, the decision modules perform decomposition of high-level tasks into low­
level actions; such task decomposition concerns both decomposition in time of se­
quential actions and decomposition in space of concurrent actions. Each decision
module is entrusted with the functions concerning management of elementary action
assignments, task planning and execution.

The functions of a decision module characterize the level of the hierarchy and
determine the functions required to the modelling and sensory modules operating at
the same level. This implies that the contents of these two modules do not allow
uniquely determining the hierarchical level, since the same function may be present at
more levels depending on the needs of the decision modules at the relative levels.

The functional architecture needs an operator inteiface at each level of the hierar­
chy, so as to allow an operator to perform supervisory and intervention functions on
the robotic system.

The instructions imparted to the decision module at a certain level may be provided
either by the decision module at the next higher level or by the operator interface,
or else by a combination of the two. Moreover, the operator, by means of suitable
communication tools, can be informed on the system state and thus can contribute
his/her own knowledge and decisions to the modelling and sensory modules.

In view of the high data flow concerning the exchange of information between
the various levels and modules of the functional architecture, it is worth allocating a
shared global memory which contains the updated estimates on the state of the whole
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system and environment.
The structure of the reference model for the functional architecture is represented in

Figure 9.1, where the four hierarchical levels potentially relevant for robotic systems
in industrial applications are illustrated. Such levels regard definition of the task,
its decomposition into elementary actions, assignment of primitives to the actions,
and implementation of control actions on the servomanipulator. In the following, the
general functions of the three modules at each level are described.

At the task level, the user specifies the task which the robotic system shall execute;
this specification is performed at a high level of abstraction. The goal of the desired
task is analyzed and decomposed into a sequence of actions which are coordinated
in space and time and allow implementation of the task. The choice of actions is
performed on the basis of knowledge models as well as of the scene of interest for
the task. For instance, consider the application of a robot installed in an assembly line
which is required to perform a specific assembly task. To define the elementary actions
that have to be transmitted to the decision module at the next lower level, the decision
module shall consult its knowledge base available in the modelling module, e.g., type
of assembly, components of the object to assembly, assembly sequence, and choice of
tools. This knowledge base shall be continuously updated by the information provided
by the sensory module concerning location of the parts to assembly; such information
is available thanks to a high-level vision system operating in a scarcely structured
environment, or else thanks to simple sensors detecting the presence of an object in a
structured environment.

At the action level, the symbolic commands coming from the task level are trans­
lated into sequences of intermediate configurations which characterize a motion path
for each elementary action. The choice of the sequences is performed on the basis of
models of the manipulator and environment where the action is to take place. With ref­
erence to one of the actions generated by the above assembly task, the decision module
chooses the most appropriate coordinate system to compute manipulator's end-effector
locations, by separating translation from rotation if needed, it decides whether to op­
erate in the joint or operational space, it computes the path or via points, and for the
latter it defines the interpolation functions. By doing so, the decision module shall
compare the sequence of configurations with a model of the manipulator as well as
with a geometric description of the environment, which are both available in the mod­
elling model. In this way, action feasibility is ascertained in terms of obstacle-collision
avoidance, motion in the neighbourhood of kinematically singular configurations, oc­
currence of mechanical joint limits, and eventually utilization of available redundant
degrees of mobility. The knowledge base is updated by the information on the portion
of scene where the single action takes place which is provided by the sensory module,
e.g., by means of a low-level vision system or range sensors.

At the primitive level, on the basis of the sequence of configurations received by
the action level, admissible motion trajectories are computed and the control strategy
is decided. The motion trajectory is interpolated so as to generate the references for the
servo level. The choice of motion and control primitives is conditioned by the features
of the mechanical structure and its degree of interaction with the environment. Still
with reference to the above case study, the decision module computes the geomet­
ric path and the relative trajectory on the basis of the knowledge of the manipulator
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dynamic model available in the modelling module. Moreover, it defines the type of
control algorithm, e.g., decentralized control, centralized control, or interaction con­
trol; it specifies the relative gains; and it performs proper coordinate transformations,
e.g., kinematic inversion if needed. The sensory module provides information on the
occurrence of conflicts between motion planning and execution, by means of, e.g.,
force sensors, low-level vision systems and proximity sensors.

At the servo level, on the basis of the motion trajectories and control strategies
imparted by the primitive level, control algorithms are implemented which provide
the driving signals to the joint servomotors. The control algorithm operates on error
signals between the reference and the actual values of the controlled quantities, by
utilizing knowledge of manipulator dynamic model, and of kinematics if needed.
In particular, the decision module performs a microinterpolation on the reference
trajectory to fully exploit the dynamic characteristic of the drives, it computes the
control law, and it generates the (voltage or current) signals for controlling the specific
drives. The modelling module elaborates the terms of the control law depending on
the manipulator current configuration and pass them to the decision module; such
terms are computed on the basis of knowledge of manipulator dynamic model. Finally,
the sensory module provides measurements of the proprioceptive sensors (position,
velocity and contact force if needed); these measurements are used by the decision
module to compute the servo errors and, if required, by the modelling module to update
the configuration-dependent terms in the model.

The specification of the functions associated with each level points out that the
implementation of such functions shall be performed at different time rates, in view
of their complexity and requirements. On one hand, the functions associated with the
higher levels are not subject to demanding real-time constraints, since they regard
planning activities. On the other hand, their complexity is notable, since scheduling,
optimization, resource management and high-level sensory system data processing are
required to update complex models.

At the lowest level, demanding real-time operation prevails in order to obtain
high dynamic performance of the mechanical structure. The above remarks allow
concluding that, at the servo level, it is necessary to provide the driving commands to
the motors and to detect the proprioceptive sensory data at sampling rates of the order
of the millisecond, while sampling rates of the order of the minute are admissible at
the task level.

With respect to this reference model of functional architecture, current industrial
robot's control systems are not endowed with all the functions illustrated, because of
both technology and cost limitations. In this regard, the task level is not implemented
at all since there do not yet exist effective and reliable application software packages
allowing support of the complex functions required at this level.

It is worth characterizing those functional levels of the reference models which are
typically implemented in advanced industrial robot's control systems. The details of
Figure 9.2 show what follows .

• The modelling and sensory modules are always present at the lowest level,
because of demanding requirements at the servo level for high dynamic per­
formance robots to be employed even in relatively simple applications.
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Figure 9.2 Hierarchical levels of a functional architecture for industrial robots.

• At the primitive level, the modelling module is usually present while the
sensory module is present only in a reduced number of applications that
require robot interaction with a less structured environment.

• At the action level, the decision module is present only as an interpreter of
the high-level commands imparted by the operator. All the task decomposition
functions are entrusted to the operator, and thus the modelling and sensory
module are absent at this level. Possible checking of action feasibility is moved
down to the primitive level where a modelling module exists.

In view of the highly-structured reference model of functional architecture il­
lustrated above, evolution of the control system towards more and more powerful
capabilities is possible. In fact, one may foresee that information technology progress
may allow adding hierarchically higher levels than the task level. These should func­
tionally characterize complex tasks to be decomposed into elementary tasks and yet,
at an even higher level, missions to be decomposed into complex tasks. A six-level
hierarchical structure of the above kind has been proposed as the reference model for
the functional architecture of the control system of a service robotic system for space
applications (NASREM). In this framework, one may allocate the functions required
to advanced robotics systems devoted to applications in, e.g., agriculture, archaeol-
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ogy, assistance to the disabled, domestic use, operation in contaminated environments,
medicine, surveillance and undersea.

9.2 Programming Environment

Programming a robotic system requires definition of a programming environment sup­
ported by suitable languages, which allows the operator imparting the task directions
the robot shall execute. The programming environment is entrusted not only with the
function of translating statements by means of a suitable language, but also with the
function of checking correct execution of a task being executed by the robot. There­
fore, robot programming environments, besides having some features in common with
computer programming environments, present a number of issues related to the obser­
vation that program execution produces effects on the physical world. In other words,
even if a very accurate description of physical reality is available in the programming
environment, a number of situations will unavoidably occur which have not been or
cannot be predicted.

As a consequence, a robot programming environment shall be endowed with the
following features:

• real-time operating system,

• world modelling,

• motion control,

• sensory data reading,

• interaction with physical system,

• error detection capability,

• recovery of correct operational functions,

• specific language structure.

Therefore, the requirements on a programming environment may naturally stem from
the articulation into models of the preceding reference model of functional architec­
ture. Such environment will be clearly conditioned by the level of the architecture at
which operator access is allowed. In the following, the requirements imposed on the
programming environment by the functions respectively characterizing the sensory,
modelling and decision modules are presented with reference to the hierarchical levels
of the functional architecture.

Sensory data handling is the determining factor which qualifies a programming
environment. At the servo level, real-time proprioceptive sensory data conditioning
is required. At the primitive level, sensory data have to be expressed in the relevant
reference frames. At the action level, geometric features of the objects interested to the
action have to be extracted by high-level sensory data. At the task level, tools allowing
recognition of the objects present in the scene are required.

The ability of consulting knowledge models is a support for a programming envi­
ronment. At the servo level, on-line numerical computation of the models utilized by
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control algorithms is to be performed on the basis of sensory data. At the primitive
level, coordinate transformations have to be operated. At the action level, it is crucial to
have tools allowing system simulation and CAD modelling of elementary objects. At
the task level, the programming environment shall assume the functions of an expert
system.

Decision functions playa fundamental role in a programming environment, since
they allow defining the flow charts. At the servo level, on-line computation ability is
required to generate the driving signals for the mechanical system. At the primitive
level, logic conditioning is to be present. At the action level, process synchronization
options shall be available in order to implement nested loops, parallel computation
and interrupt system. At the task level, the programming environment shall allow
management of concurrent processes, and it shall be endowed with tools to test for,
locate and remove mistakes from a program (debuggers) at a high-interactive level.

The evolution of programming environments has been conditioned by technology
development of computer science. An analysis of this evolution leads to finding three
generations of environments with respect to their functional characteristics; namely,
teaching-by-showing programming, robot-oriented programming, and object-oriented
programming. In the evolution of the environments, the next generation usually incor­
porates the functional characteristics of the previous generation.

This classification regards those features of the programming environment relative
to the operator interface, and thus it has a direct correspondence with the hierarchical
levels of the reference model of functional architecture. The functions associated with
the servo level lead to understanding that a programming environment problem does
not really exist for the operator. In fact, low-level programming concerns the use
of traditional programming languages (Assembly, C) for development of real-time
systems. The operator is only left with the possibility of intervening by means of
simple command actuation (point-to-point, reset), reading of proprioceptive sensory
data, and limited editing capability.

9.2.1 Teaching-by-showing

The first generation has been characterized by programming techniques of teaching­
by-showing type. The operator guides the manipulator manually or by means of a
teach pendant along the desired motion path. During motion execution, the data read
by joint position transducers are stored and thus they can be utilized later as references
for the joint drive servos; in this way, the mechanical structure is capable of executing
(playing back) the motion taught by a direct acquisition on the spot.

The programming environment does not allow implementation of logic condition­
ing and queuing, and thus the associated computational hardware plays elementary
functions. The operator is not required to have special programming skill, and thus
he/she can be a plant technician. The setup of a working program obviously requires
the robot to be available to the operator at the time of teaching, and thus the robot
itself has to be taken off production. Typical applications that can be solved by this
programming technique regard spot welding, spray painting and, in general, simple
palletizing.
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With regard to the reference model of functional architecture, a programming
environment based on the teaching-by-showing technique allows operator access at
the primitive level.

The drawbacks of such an environment may be partially overcome by the adoption
of simple programming languages which allow:

• acquiring meaningful posture by teaching,

• computing end-effector location with respect to a reference frame, by means
of a direct kinematics transformation,

• assigning a motion primitive and the trajectory parameters (usually, velocity
as a percentage of the maximum velocity),

• computing servo references, by means of an inverse kinematics transformation,

• conditioning teaching sequences to the use of simple external sensors (presence
of an object at the gripper),

• correcting motion sequences by using simple text editors,

• performing simple connections between subsets of elementary sequences.

Examples of teaching-by-showing languages provided with some of these func­
tions are T3 by Milacron and FUNKY by IBM. Providing a teaching-by-showing
environment with the the above-listed functions can be framed as an attempt to de­
velop a structured programming environment.

9.2.2 Robot-oriented Programming

Thanks to the advent of efficient low-cost computational means, robot-oriented pro­
gramming environments have been developed. The need for interaction of the envi­
ronment with physical reality has imposed integration of several functions, typical
of high-level programming languages (BASIC, PASCAL), with those specifically re­
quired by robotic applications. In fact, many robot-oriented languages have retained
the teaching-by-showing programming mode, in view of its natural characteristic of
accurate interface with the physical world.

Since the general framework is that of a computer programming environment, two
alternatives have been considered:

• to develop ad hoc languages for robotic applications,

• to develop robot program libraries supporting standard programming lan-
guages.

The current situation features the existence of numerous new proprietary languages,
whereas it would be desirable to develop either robotic libraries to be used in the context
of consolidated standards or new general-purpose languages for industrial automation
applications.

Robot-oriented languages are structured programming languages which incorpo­
rate high-level statements and have the characteristic of an interpreted language, in
order to obtain an interactive environment allowing the programmer to check the exe-
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cution of each source program statement before proceeding to the next one. Common
features of such languages are:

• text editor,

• complex data representation structures,

• extensive use of predefined state variable,

• execution of matrix algebra operations,

• extensive use of symbolic representations for coordinate frames,

• possibility to specify the coordinated motion of mOre frames rigidly attached
to objects by means of a single frame,

• inclusion of subroutines with data and parameter exchange,

• use of logic conditioning and queuing by means of flags,

• capability of parallel computing,

• functions of programmable logic controller (PLC).

With respect to the reference model of functional architecture, it can be recognized
that a robot-oriented programming environment allows operator access at the action
level.

In view of the structured language characteristic, the operator in this case shall be
an expert language programmer. Editing an application program may be performed off
line, i.e., without physical availability of the robot to the operator; off-line programming
demands a perfectly structured environment, though. A robotic system endowed with a
robot-oriented programming language allows execution ofcomplex applications where
the robot is inserted in a work cell and interacts with other machines and devices to
perform complex tasks, such as part assembly.

Examples of the most common robot-oriented programming languages are VAL II
by Unimation, AML by IBM, and PDL 2 by Comau.

Finally, a programming environment that allows accessing at the task level of
a reference model of functional architecture is characterized by an object-oriented
language. Such environment shall have the capability of specifying a task by means
of high-level statements allowing automatic execution of a number of actions on
the objects present in the scene. Robot programming languages belonging to this
generation are currently under development and thus they are not yet available on the
market. They can be framed in the field of expert systems and artificial intelligence.

9.3 Hardware Architecture

The hierarchical structure of the functional architecture adopted as a reference model
for an industrial robot's control system, together with its articulation into different
functional modules, suggests a hardware implementation which exploits distributed
computational resources interconnected by means of suitable communication chan­
nels. To this purpose, it is worth recalling that the functions implemented in current
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Figure 9.3 General model of the hardware architecture of an industrial robot's control system.

control systems regard the three levels from servo to action, with a typically limited de­
velopment of the functions implemented at the action level. At the servo and primitive
levels, computational capabilities are required with demanding real-time constraints.

A general model of the hardware architecture for the control system of an indus­
trial robot is illustrated in Figure 9.3. In this figure, proper boards with autonomous
computational capabilities have been associated with the functions indicated in the
reference model of functional architecture of Figure 9.2. The boards are connected to
a bus, e.g., a VME bus, which allows supporting communication data flow; the bus
bandwidth shall be wide enough so as to satisfy the requirements imposed by real-time
constraints.

The system board is typically a CPU endowed with:

• a microprocessor with mathematical coprocessor,

• a bootstrap EPROM memory,

• a local RAM memory,

• a RAM memory shared with the other boards through the bus,

• a number of serial and parallel ports interfacing the bus and the external world,
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• counters, registers and timers,

• an interrupt system.

The following functions are to be implemented in the system board:

• operator interface through teach pendant, keyboard, video and printer,

• interface with an external memory (hard disk) used to store data and application
programs,

• interface with workstations and other control systems by means of a local
communication network, e.g., Ethernet,

• I/O interface with peripheral devices in the working area, e.g., feeders, con-
veyors and ON/OFF sensors,

• system bootstrap,

• programming language interpreter,

• bus arbiter.

The other boards facing the bus may be endowed, besides the basic components of
the system board, with a supplementary or alternative processor (DSP, Transputer) for
implementation of computationally demanding or dedicated functions. With reference
to the architecture in Figure 9.3, the following functions are implemented in the
kinematics board:

• computation of motion primitives,

• computation of direct kinematics, inverse kinematics and Jacobian,

• test for trajectory feasibility,

• handling of kinematic redundancy.

The dynamics board is devoted to:

• computation of inverse dynamics.

The servo board has the functions of:

• microinterpolation of references,

• computation of control algorithm,

• digital-to-analog conversion and interface with power amplifiers,

• handling of position and velocity transducer data,

• motion interruption in case of malfunction.

The remaining boards in the figure have been considered for the sake of an example
to illustrate how the use of sensors may require local processing capabilities to retrieve
significant information from the given data which can be effectively used in the sensory
system. The force board performs the following operations:

• conditioning of data provided by the force sensor,

• representation of forces in a given coordinate frame.

The vision board is in charge of:
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B

Figure 9.4 Object pick-and-place task.

• processing data provided by the camera,

• extracting geometric features of the scene,

• localizing objects in given coordinate frames.

Although the boards face the same bus, the frequency at which data are exchanged
needs not to be the same for each board. Those board connected to the proprioceptive
sensors indeed have the necessity to exchange date with the robot at the highest
possible frequency (from 100 to 1000 Hz) to ensure high dynamic performance to
motion control as well as to reveal end-effector contact in a very short time.

On the other hand, the kinematics and dynamics boards implement modelling
functions and, as such, they do not require data update at a rate as high as that
required by the servo board. In fact, manipulator configuration does not appreciably
vary in a very short time, at least with respect to typical operational velocities and/or
accelerations of current industrial robots. Common sampling frequencies are in the
range of (10,100) Hz.

Also the vision board does not require a high update rate, both because the scene
is generally quasi-static, and because processing of interpretive functions are typically
complex. Typical frequencies are in the range of (1,10) Hz.

In sum, the board access to the communication bus of a hardware control architec­
ture may be performed according to a multirate logic which allows solving bus data
overflow problems.

Problems

9.1 With reference to the situation illustrated in Figure 9.4, describe the sequence of actions
required to the manipulator to pick up an object at location A and place it at location
B.

9.2 For the situation of Problem 9.1, fi nd the motion primitives in the cases of given via
points and given path points.

9.3 The planar arm indicated in Figure 9.5 is endowed with a wrist force sensor which
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Figure 9.5 Peg-in-hole task.

Figure 9.6 Palletizing task of objects available on a conveyor.

allows measuring the relevant force and moment components for the execution of a
peg-in-hole task. Draw the Ibw chart for writing a program to execute the described
task.

9.4 A palletizing problem is represented in Figure 9.6. Sixteen equal objects have to be
loaded on the pallet. The manipulator's end effector has to pick up the objects from a
conveyor, whose feeding is commanded by the robot in such a way that the objects are
found always in the same location to be picked. Write a PASCAL program to execute
the task.
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Appendix A. Linear Algebra

Since modelling and control of robot manipulators requires an extensive use of matrices
and vectors as well as of matrix and vector operations, the goal of this appendix is to
provide a brush-up of linear algebra.

A.I Definitions

A matrix of dimensions (m x n), with m and n positive integers, is an array of
elements aij arranged into m rows and n columns:

A=laijL=l, ,m=[::: ::: :::] (A.I)
J = 1, ,n

amI a m 2 amn

Ifm = n, the matrix is said to be square; if m < n, the matrix has more columns than
rows; if m > n the matrix has more rows than columns. Further, if n = 1, the notation
(A.I) is used to represent a (column) vector a of dimensions (m x 1)1; the elements
ai are said to be vector components. A square matrix A of dimensions (n x n) is said
to be upper triangular if aij = 0 for i > j:

o
the matrix is said to be lower triangular if aij = 0 for i < j.

An (n x n) square matrix A is said to be diagonal if aij = 0 for i -::f- j, i.e.,

o

o
~] =diag{all,a22, ... ,ann }.

a~n

1 According to standard mathematical notation, small boldface is used to denote vectors while
capital boldface is used to denote matrices. Scalars are denoted by roman characters.
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Ifan (n x n) diagonal matrix has all unit elements on the diagonal (au = 1), the matrix
is said to be identity and is denoted by In 2

• A matrix is said to be null if all its elements
are null and is denoted by O. The null column vector is denoted by O.

The transpose AT of a matrix A of dimensions (m x n) is the matrix of dimensions
(n x m) which is obtained from the original matrix by interchanging its rows and
columns:

AT = r~~~ ~~~ ~:~1 (A.2)

al n a2n a mn

The transpose of a column vector a is the row vector aT.
An (n x n) square matrix A is said to be symmetric if AT = A, and thus aij = aji:

An (n x n) square matrix A is said to be skew-symmetric if AT

aij = -aji for i :j:. j and aii = 0, leading to
-A, and thus

-a2n

A partitioned matrix is a matrix whose elements are matrices (blocks) of proper
dimensions:

A = r~.~~ ~~~ ~~: 1
AmI A m2 A mn

A partitioned matrix may be block-triangular or block-diagonal. Special partitions of
a matrix are that by columns

and that by rows

A=

2 Subscript n is usually omitted if the dimensions are clear from the context.
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Given a square matrix A of dimensions (n x n), the algebraic complement A(ijl
of element aij is the matrix of dimensions ((n - 1) x (n - 1)) which is obtained by
eliminating row i and column j of matrix A.

A.2 Matrix Operations

The trace of an (n x n) square matrix A is the sum of the elements on the diagonal:

n

Tr(A) = L aii·
i=l

(A.3)

Two matrices A and B of the same dimensions (m x n) are equal if aij = bij . If
A and B are two matrices of the same dimensions, their sum is the matrix

C=A+B

whose elements are given by Cij = aij + bij . The following properties hold:

A+O=A
A+B=B+A
(A + B) + C = A + (B + C).

(A.4)

Notice that two matrices of the same dimensions and partitioned in the same way can
be summed formally by operating on the blocks in the same position and treating them
like elements.

The product of a scalar a by an (m x n) matrix A is the matrix aA whose elements
are given by aaij. If A is an (n x n) diagonal matrix with all equal elements on the
diagonal (aii = a), it follows that A = aIn .

If A is a square matrix, one may write

where

(A.5)

(A.6)

is a symmetric matrix representing the symmetric part of A, and

(A.7)

is a skew-symmetric matrix representing the skew-symmetric part of A.
The row-by-column product of a matrix A of dimensions (m x p) by a matrix B

of dimensions (p x n) is the matrix of dimensions (m x n)

C=AB (A.8)
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whose elements are given by Cij = 2::~=1 aik bkj . The following properties hold:

A = Alp = ImA
A(BC) = (AB)C

A(B+C) = AB+AC

(A + B)C = AC + BC

(ABf = BTAT.

Notice that, in general, AB -::f- BA, and AB = 0 does not imply that A = 0 or
B = 0; further, notice that AC = BC does not imply that A = B.

If an (m x p) matrix A and a (p x n) matrix B are partitioned in such a way that
the number of blocks for each row of A is equal to the number of blocks for each
column of B, and the blocks A ik and B kj have dimensions compatible with product,
the matrix product AB can be formally obtained by operating by rows and columns
on the blocks of proper position and treating them like elements.

For an (n x n) square matrix A, the determinant of A is the scalar given by the
following expression, which holds Vi = 1, ... , n:

n

det(A) = Laij(-l)i+jdet(A(ij)).
j=l

(A.9)

The determinant can be computed according to any row i as in (A.9); the same result
is obtained by computing it according to any column j. Ifn = 1, then det(all) = all.
The following property holds:

det(A) = det(AT ).

Moreover, interchanging two generic columns p and q of a matrix A yields

As a consequence, if a matrix has two equal columns (rows), then its determinant is
null. Also, it is det(o:A) = o:ndet(A).

Given an (m x n) matrix A, the determinant of the square block obtained by
selecting an equal number k of rows and columns is said to be k-order minor of
matrix A. The minors obtained by taking the first k rows and columns of A are said
to be principal minors.

If A and B are square matrices, then

det(AB) = det(A)det(B).

If A is an (n x n) triangular matrix (in particular diagonal), then

n

det(A) = II aii·
i=l

(A. 10)
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More generally, if A is block-triangular with m blocks A ii on the diagonal, then

m

det(A) = II det(Aii ).
i=1

A square matrix A is said to be singular when det(A) = O.
The rank {?(A) of a matrix A of dimensions (m x n) is the maximum integer r so

that at least a nonnull minor of order r exists. The following properties hold:

{?(A) ~ min{m,n}

{?(A) = {?(AT )

{?(AT A) = {?(A)

{?(AB) ~ min{{?(A), {?(B)}.

A matrix so that {?(A) = min{m, n} is said to be full- rank.
The adjoint of a square matrix A is the matrix

Adj A = [( -l)i+jdet(A(ij) )]~ = 1, , n .
j = 1, ,n

(A.l1)

An (n x n) square matrix A is said to be invertible if a matrix A -1 exists, termed
inverse of A, so that

A-1 A = AA-1 = In.

Since {?(In) = n, an (n x n) square matrix A is invertible if and only if {?(A) = n,
i.e., det(A) i- 0 (nonsingular matrix). The inverse of A can be computed as

A -1 = det~A) Adj A.

The following properties hold:

(A-1)-1 = A

(AT )-1 = (A- 1 f·

If the inverse of a square matrix is equal to its transpose

then the matrix is said to be orthogonal; in this case it is

If A and B are invertible square matrices of the same dimensions, then

(A.12)

(A.l3)

(A.14)

(A.IS)
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Given n square matrices A ii all invertible, the following expression holds:

(diag{All , ... , Ann}r 1 = diag{A1/, ... , A;;:~}.

where diag{ All, ... , Ann} denotes the block-diagonal matrix.
If A and C are invertible square matrices of proper dimensions, the following

expression holds:

where the matrix DA -1 B + C-1 must be invertible.
If a block-partitioned matrix is invertible, then its inverse is given by the general

expression

(A.I6)

where ..::1 = B - C A -1 D, E = A-I D and F = C A -1, on the assumption that
the inverses of matrices A and ..::1 exist. In the case of a block-triangular matrix,
invertibility of the matrix requires invertibility of the blocks on the diagonal. The
following expressions hold:

[~ ~r1

[~ ~r1

The derivative of an (m x n) matrix A(t), whose elements aij (t) are differentiable
functions, is the matrix

. d [d ]A(t) = -d A(t) = -daij(t) . - 1 .t t z- , ,m
j = 1, ,n

(A. 17)

If an (n x n) square matrix A(t) is so that g(A(t)) = n Vt and its elements aij (t) are
differentiable functions, then the derivative of the inverse of A(t) is given by

(A. IS)

Given a scalar function f(x), endowed with partial derivatives with respect to the
elements Xi of the (n x 1) vector x, the gradient offunction f with respect to vector x
is the (n x 1) column vector

gradxf(x) = (8~~)) T
8f(x)

8X2
(A.I9)
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Further, if x (t) is a differentiable function with respect to t, then

j(x) = :/(x(t)) = ~~ x = grad;f(x)x. (A.20)

Given a vector function g(x) of dimensions (m x 1), whose elements gi are differ­
entiable with respect to the vector x of dimensions (n x 1), the Jacobian matrix (or
simply Jacobian) of the function is defined as the (m x n) matrix

agl(X)
ax

ag2(X)
ax (A.21)

If x(t) is a differentiable function with respect to t, then

g(x) = :tg(x(t)) = ~~ x = Jg(x)x.

A.3 Vector Operations

(A.22)

Given n vectors Xi of dimensions (m x 1), they are said to be linearly independent if
the expression

holds only when all the constants k i vanish. A necessary and sufficient condition for
the vectors Xl, X2 ... ,Xn to be linearly independent is that the matrix

has rank n; this implies that a necessary condition for linear independence is that
n ~ m. If instead I?(A) = r < n, then only r vectors are linearly independent and
the remaining n - r vectors can be expressed as a linear combination of the previous
ones.

A system of vectors X is a vector space on the field of real numbers IR if the
operations of sum of two vectors of X and product ofa scalar by a vector of X have
values in X and the following properties hold:
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Vx,y E X

Vx,y,z E X

Vx E X

Vx E X

Va, (J E IR Vx E X

Va, (J E IR Vx E X

Va E IR Vx,y E X.

x+y=y+x

(x + y) + z = x + (y + z)
30 EX: x + 0 = x

Vx E X, 3(-x) EX: x + (-x) = 0

Ix = x

a((Jx) = (a(J)x

(a + (J)x = ax + (Jx

a (x + y) = ax + ay

The dimension of the space dim(X) is the maximum number of linearly indepen­
dent vectors x in the space. A set {Xl, xz, ... ,xn } of linearly independent vectors is
a basis of vector space X, and each vector y in the space can be uniquely expressed
as a linear combination of vectors from the basis:

(A.23)

where the constants CI, CZ, ... , Cn are said to be the components of the vector y in the
basis {Xl, XZ, ... ,xn }.

A subset Y of a vector space X is a subspace Y ~ X if it is a vector space with
the operations of vector sum and product of a scalar by a vector, i.e.,

ax + (Jy E Y Va,(J E IR Vx,y E y.

According to a geometric interpretation, a subspace is a hyperplane passing by the
origin (null element) of X.

The scalar product < x, y > of two vectors x and y of dimensions (m x 1) is
the scalar that is obtained by summing the products of the respective components in a
given basis:

< x, Y >= XIYI + xzYz + ... + xmYm = x T Y = yTX. (A.24)

Two vectors are said to be orthogonal when their scalar product is null:

(A.25)

The norm of a vector can be defined as

Ilxll = VxTx. (A.26)

It is possible to show that both the triangle inequality

Ilx + yll ::; Ilxll + Ilyll (A.27)

and the Schwarz' inequality
(A.28)
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hold. A unit vector x is a vector whose norm is unity, i.e., xT x = 1. Given a vector
x, its unit vector is obtained by dividing each component by its norm:

(A.29)

A typical example of vector space is the Euclidean space whose dimension is 3; in this
case a basis is constituted by the unit vectors of a coordinate frame.

The vector product of two vectors x and y in the Euclidean space is the vector

(A.30)

The following properties hold:

xxx=O

x x y = -y x x

x x (y + z) = x x y + x x z.

(A.31)S(x) = [ ~3
-X2

The vector product of two vectors x and y can be expressed also as the product of
a matrix operator S (x) by the vector y. In fact, by introducing the skew-symmetric
matrix

obtained with the components of vector x, the vector product x x y is given by

x x y = S(x)y = -S(y)x (A.32)

as can be easily verified. Moreover, the following properties hold:

S(x)x = ST(X)X = 0

S(o:x + (3y) = o:S(x) + (3S(y)

S(x)S(y) = yxT - x TyI

S(S(x)y) = yxT - xyT.

Given three vector x, y, z in the Euclidean space, the following expressions hold
for the scalar triple products:

(A.33)

If any two vectors of three are equal, then the scalar triple product is null; e.g.,
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A.4 Linear Transformations

Consider a vector space X of dimension n and a vector space Y of dimension m with
m ::; n. The linear transformation between the vectors x E X and y E Y can be
defined as

y=Ax (A.34)

in terms of the matrix A of dimensions (m x n). The range space (or simply range)
of the transformation is the subspace

R(A) = {y : y = Ax, x E X} <;;; Y, (A.35)

which is the subspace generated by the linearly independent columns of matrix A
taken as a basis of y. It is easy to recognize that

Q(A) = dim(R(A)). (A.36)

On the other hand, the null space (or simply null) of the transformation is the subspace

N(A) = {x : Ax = 0, x E X} <;;; X.

Given a matrix A of dimensions (m x n), the notable result holds:

Q(A) + dim(N(A)) = n.

(A.37)

(A.38)

Therefore, if Q(A) = r ::; min{m,n}, then dim(R(A)) = rand dim(N(A)) =
n - r. It follows that if m < n, then N(A) -::f- 0 independently of the rank of A; if
m = n, then N(A) -::f- 0 only in the case of Q(A) = r < m.

If x E N(A) and y E R(AT ), then yTx = 0, Le., the vectors in the null space
of A are orthogonal to each vector in the range space of the transpose of A. It can
be shown that the set of vectors orthogonal to each vector of the range space of AT
coincides with the null space of A, whereas the set of vectors orthogonal to each vector
in the null space of AT coincides with the range space of A. In symbols:

(A.39)

where ..1 denotes the orthogonal complement of a subspace.
A linear transformation allows defining the norm of a matrix A induced by the

norm defined for a vector x as follows. In view of the property

the norm of A can be defined as

IIAxl1 ::; IIAllllxll,

IIAxl1
IIAII=~~~W

(AAO)

(AAl)
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which can be computed also as
max IIAxll.
Ilxll=1

A direct consequence of (AAO) is the property

IIABII ::; IIAIIIIBII·

A.5 Eigenvalues and Eigenvectors

(AA2)

Consider the linear transformation on a vector u established by an (n x n) square
matrix A. I[ the vector resulting from the transformation has the same direction of u
(with u :j:. 0), then

Au = AU.

The equation in (AA3) can be rewritten in matrix form as

(AI - A)u = O.

(AA3)

(AA4)

For the homogeneous system of equations in (AA4) to have a solution different from
the trivial one u = 0, it must be

det(AI - A) = 0 (AA5)

which is termed characteristic equation. Its solutions A1, ... , An are the eigenvalues
of matrix A; they coincide with the eigenvalues of matrix AT. On the assumption of
distinct eigenvalues, the n vectors Ui satisfying the equation

i = 1, ... ,n (AA6)

are said to be the eigenvectors associated with the eigenvalues Ai.
The matrix U formed by the column vectors Ui is invertible and constitutes a basis

in the space of dimension n. Further, the similarity transformation established by U:

A = U- 1 AU (AA7)

is so that A = diag{ A1' ... , An}. It follows that det(A) = TI~=1 Ai.
I[ the matrix A is symmetric, its eigenvalues are real and A can be written as

A=UTAU;

hence, the eigenvector matrix U is orthogonal.

A.6 Bilinear Forms and Quadratic Forms

A bilinear form in the variables Xi and Yj is the scalar

m n

B = L L aijXiYj

i=1 j=1

(AA8)
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which can be written in matrix form

(A.49)

where x = [Xl Xz xmjT,Y=[Yl yz YnjT,andAisthe(mxn)
matrix of the coefficients aij representing the core of the form.

A special case of bilinear form is the quadratic form

Q(x) = x T Ax (A.50)

where A is an (n x n) square matrix. Hence, for computation of (A.50), the matrix A
can be replaced with its symmetric part As given by (A.6). It follows that if A is a
skew-symmetric matrix, then

x T Ax = 0 \:Ix.

The quadratic form (A.50) is said to be positive definite if

\:Ix ~ 0

x = O.
(A.51)

The matrix A core of the form is also said to be positive definite. Analogously, a
quadratic form is said to be negative definite if it can be written as -Q(x) = _xT Ax
where Q(x) is positive definite.

A necessary condition for a square matrix to be positive definite is that its elements
on the diagonal are strictly positive. Further, in view of (A.48), the eigenvalues of a
positive definite matrix are all positive. If the eigenvalues are not known, a necessary
and sufficient condition for a symmetric matrix to be positive definite is that its
principal minors are strictly positive (Sylvester's criterion). It follows that a positive
definite matrix is full-rank and thus it is always invertible.

A symmetric positive definite matrix A can always be decomposed as

A=UTAU, (A.52)

where U is an orthogonal matrix of eigenvectors (UTU = I) and A is the diagonal
matrix of the eigenvalues of A.

Let Amin (A) and Amax (A) respectively denote the smallest and largest eigenvalues
of a positive definite matrix A (Amin, Amax > 0). Then, the quadratic form in (A.50)
satisfies the following inequality:

An (n x n) square matrix A is said to be positive semi-definite if

(A.53)

\:Ix. (A.54)

This definition implies that g(A) = r < n, and thus r eigenvalues of A are positive
and n - r are null. Therefore, a positive semi-definite matrix A has a null space of finite
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dimension, and specifically the form vanishes when x E N(A). A typical example of
a positive semi-definite matrix is the matrix A = H T H where H is an (m x n) matrix
with m < n. In an analogous way, a negative semi-definite matrix can be defined.

Given the bilinear form in (A.49), the gradient of the form with respect to x is
given by

( )

TaB(x, y)
gradxB(x, y) = ax = Ay,

whereas the gradient of B with respect to y is given by

( )

TaB(x,y) T
gradyB(x, y) = ay = A x.

(A.55)

(A.56)

Given the quadratic form in (A.50) with A symmetric, the gradient of the form with
respect to x is given by

gradxQ(x) = (a~~x)) T = 2Ax.

Further, if x and A are differentiable functions of t, then

. d T T'
Q(x) = dt Q(x(t)) = 2x Ax + x Ax;

if A is constant, then the second term obviously vanishes.

A.7 Pseudo-inverse

(A.57)

(A.58)

The inverse of a matrix can be defined only when the matrix is square and nonsingular.
The inverse operation can be extended to the case of non-square matrices. Given a
matrix A of dimensions (m x n) with g( A) = min {m, n}, if n < m, a left inverse
of A can be defined as the matrix Al of dimensions (n x m) so that

If instead n > m, a right inverse of A can be defined as the matrix AI' of dimensions
(n x m) so that

AAr = 1m .

If A has more rows than columns (m > n) and has rank n, a special left inverse is the
matrix

(A.59)

which is termed left pseudo-inverse, since AtA = In. If lVi is an (m x m) positive
definite matrix, a weighted left pseudo-inverse is given by

(A.60)
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If A has more columns than rows (m < n) and has rank m, a special right inverse
is the matrix

(A.61)

which is termed right pseudo-inverse, since AAt = 1m
3

. If W r is an (n x n) positive
definite matrix, a weighted right pseudo-inverse is given by

(A.62)

The pseudo-inverse is very useful to invert a linear transformation y = Ax with A
a full-rank matrix. IfA is a square nonsingular matrix, then obviously x = A -l y and

then A} = At = A-I.
If A has more columns than rows (m < n) and has rank m, then the solution x

for a given y is not unique; it can be shown that the expression

(A.63)

with k an arbitrary (n x 1) vector and At as in (A.61), is a solution to the system

of linear equations established by (A.34). The term At y E N-L(A) == R(AT )

minimizes the norm of the solution Ilxll, while the term (1 - AtA)k is the projection
of kin N(A) and is termed homogeneous solution.

On the other hand, if A has more rows than columns (m > n), the equation
in (A.34) has no solution; it can be shown that an approximate solution is given by

x = Aty

where At as in (A.59) minimizes Ily - Axil.

A.8 Singular Value Decomposition

(A.64)

For a nonsquare matrix it is not possible to define eigenvalues. An extension of the
eigenvalue concept can be obtained by singular values. Given a matrix A ofdimensions
(m x n), the matrix ATA has n nonnegative eigenvalues Al :::: A2 :::: ... :::: An :::: 0
(ordered from the largest to the smallest) which can be expressed in the form

The scalars 0"1 :::: 0"2 :::: ... :::: O"n :::: 0 are said to be the singular values of matrix A.
The singular value decomposition (SVD) of matrix A is given by

(A.65)

3 Subscripts 1 and r are usually omitted whenever the use of a left or right pseudo-inverse is
clear from the context.
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where U is an (m x m) orthogonal matrix

V is an (n x n) orthogonal matrix

and E is an (m x n) matrix

Um], (A.66)

(A.67)

(A.68)

where 0"1 2: 0"2 2: ... 2: O"r > O. The number of nonnull singular values is equal to
the rank r of matrix A.

The columns of U are the eigenvectors of the matrix AAT, whereas the columns
of V are the eigenvectors of the matrix ATA. In view of the partitions of U and V
in (A.66) and (A.67), it is: AVi = O"iUi, for i = 1, ... , rand AVi = 0, for i =
r + 1, .. . ,n.

Singular value decomposition is useful for analysis of the linear transformation
y = Ax established in (A.34). According to a geometric interpretation, the matrix A
transforms the unit sphere in IRn defined by Ilxll = 1 into the set of vectors y = Ax
which define an ellipsoid of dimension r in IRm. The singular values are the lengths
of the various axes of the ellipsoid. The condition number of the matrix

is related to the eccentricity of the ellipsoid and provides a measure of ill-conditioning
(/'i, » 1) for numerical solution of the system established by (A.34).
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Appendix B. Rigid Body Mechanics

The goal of this appendix is to recall some fundamental concepts of rigid body me­
chanics which are preliminary to the study of manipulator kinematics, statics and
dynamics.

B.1 Kinematics

A rigid body is a system characterized by the constraint that the distance between any
two points is always constant.

Consider a rigid body B moving with respect to an orthonormal reference frame
O-xyz of unit vectors x, y, z, called fixed frame. The rigidity assumption allows
introducing an orthonormal frame 0'-x' y' z' attached to the body, called moving
frame, with respect to which the position of any point of B is independent of time. Let
x' (t), y' (t), z' (t) be the unit vectors of the moving frame expressed in the fixed frame
at time t.

The orientation of the moving frame 0'-x' y' z' at time t with respect to the fixed
frame O-xyz can be expressed by means of the orthogonal (3 x 3) matrix

(B.!)

which is termed rotation matrix. The columns of the matrix in (B.I) represent the
components of the unit vectors of the moving frame when expressed in the fixed
frame, whereas the rows represent the components of the unit vectors of the fixed
frame when expressed in the moving frame.

Let p' be the constant position vector of a generic point P of B in the moving
frame 0'-x'y' z'. The motion of P with respect to the fixed frame O-xyz is described
by the equation

p(t) = PO' (t) + R(t)p', (B.2)

where Po' (t) is the position vector of origin 0' of the moving frame with respect to
the fixed frame.

Notice that a position vector is a bound vector since its line of application and point
of application are both prescribed, in addition to its direction; the point of application
typically coincides with the origin of a reference frame. Therefore, to transform a
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bound vector from a frame to another, both translation and rotation between the two
frames must be taken into account.

If the positions of the points of B in the moving frame are known, it follows
from (B.2) that the motion of each point of B with respect to the fixed frame is uniquely
determined once the position of the origin and the orientation of the moving frame
with respect to the fixed frame are specified in time. The origin of the moving frame
is determined by three scalar functions of time. Since the orthonormality conditions
impose six constraints on the nine elements of matrix R(t), the orientation of the
moving frame depends only on three independent scalar functions. Therefore, a rigid
body motion is described by arbitrarily specifying six scalar functions of time.

The expression in (B.2) continues to hold if the position vector PO' (t) of the origin
of the moving frame is replaced with the position vector of any other point of B, i.e.,

p(t) = PQ(t) + R(t)(p' - PO), (B.3)

where PQ (t) and Po are the position vectors of a point Qof B in the fixed and moving
frames, respectively.

In the following, for simplicity of notation, the dependence on the time variable t
will be dropped.

Differentiating (B.3) with respect to time gives the known velocity composition
rule

(B.4)

where w is the angular velocity of rigid body B.
Notice that w is afree vector since its point of application is not prescribed. To

transform a free vector from a frame to another, only rotation between the two frames
must be taken into account.

By recalling the definition of the skew-symmetric operator S(·) in (A.31), the
expression in (B.4) can be rewritten as

P = PQ + S(w)(p - PQ)

= PQ + S(w)R(p' - PO).

Comparing this equation with the formal time derivative of (B.3) leads to the result

k = S(w)R. (B.5)

In view of (B.4), the elementary displacement of a point P of the rigid body B in the
time interval (t, t + dt) is

dp = pdt = (PQ + w x (p - PQ)) dt

= dpQ + wdt x (p - PQ)'

(B.6)

Differentiating (B.4) with respect to time yields the following expression for
acceleration:

P = PQ + W x (p - PQ) + w x (w x (p - PQ)). (B.7)
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B.2 Dynamics

Let pdV be the mass of an elementary particle of a rigid body B, where p denotes the
density of the particle of volume dV. Let also VB be the body volume and m = Iva pdV
its total mass assumed to be constant. If P denotes the position vector of the particle
of mass pdV in the frame O-xyz, the centre of mass of B is defined as the point C
whose position vector is

Pc = ~ r ppdV.mJva
In the case when B is the union of n distinct parts of mass ml, ... ,mn and centres of
mass PCl ... PCn, the centre of mass of B can be computed as

1 n

Pc = - LmiPCi
m i=l

with m = 2::~=1 mi·
Let r be a line passing by 0 and d(p) the distance from r of the particle of B

of mass pdV and position vector p. The moment of inertia of body B with respect to
line r is defined as the positive scalar

Let r denote the unit vector of line r; then, the moment of inertia of B with respect to
line r can be expressed as

(B.9)

where S(·) is the skew-symmetric operator in (A.31), and the symmetric positive
definite matrix

- Iva PxpypdV

IVa (p; + p;)pdV

*

- Iva PxpzpdV ]

- IVa pypzpdV

Iva (p; + p~)pdV

-JOxy

Jo yy

*

-Joxz]
-Joyz

Jozz

(B.lO)

is termed inertia tensor of body B relative to pole 0 1
• The (positive) elements Joxx ,

Jo yy , Jo zz are the inertia moments with respect to three coordinate axes of the reference

1 The symbol '*' has been used to avoid rewriting the symmetric elements.
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frame, whereas the elements Ioxy , Ioxz , Ioyz (of any sign) are said to be products of
inertia.

The expression of the inertia tensor of a rigid body B depends both on the pole and
the reference frame. If orientation of the reference frame with origin at 0 is changed
according to a rotation matrix R, the inertia tensor Ib in the new frame is related to
10 by the relationship

(B.ll)

The wayan inertia tensor is transformed when the pole is changed can be inferred by
the following equation, also known as Steiner's theorem or parallel axis theorem:

(B.12)

where Ie is the inertia tensor relative to the centre of mass of B, when expressed in a
frame parallel to the frame with origin at 0 and with origin at the centre of mass C.

Since the inertia tensor is a symmetric positive definite matrix, there always exists
a reference frame in which the inertia tensor attains a diagonal form; such frame is
said to be a principal frame (relative to pole 0) and its coordinate axes are said to be
principal axes. In the case when pole 0 coincides with the centre of mass, the frame
is said to be a central frame and its axes are said to be central axes.

Notice that if the rigid body is moving with respect to the reference frame with
origin at 0, then the elements of the inertia tensor 10 become a function of time. With
respect to a pole and a reference frame attached to the body (moving frame), instead,
the elements of the inertia tensor represent six structural constants of the body which
are known once the pole and reference frame have been specified.

Let p be the velocity of a particle of B of elementary mass pdV in frame O-xyz.
The linear momentum of body B is defined as the vector

I = r ppdV = mpe.Jvs (B.13)

Let fl be any point in space and pn its position vector in frame O-xyz; then, the
angular momentum of body B relative to pole fl is defined as the vector

kn = r P x (pn - p)pdV.Jvs
The pole can be either fixed or moving with respect to the reference frame. The angular
momentum of a rigid body has the following notable expression:

k n = lew + mpe x (Pn - pc), (B.14)

where Ie is the inertia tensor relative to the centre of mass, when expressed in a frame
parallel to the reference frame with origin at the centre of mass.

Forces acting on a generic system of material particles can be distinguished into
internal forces and external forces.

Internal forces, exerted by one part of the system on another, have null linear and
angular momentum and thus they do not influence rigid body motion.
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External forces, exerted on the system by an agency outside the system, in the case
of a rigid body B are distinguished into active forces and reaction forces.

Active forces can be either concentrated forces or body forces. The former are
applied to specific points of B, whereas the latter act on all elementary particles of the
body. An example of body force is the gravitational force which, for any elementary
particle of mass pdV, is equal to gopdV where go is the gravity acceleration vector.

Reaction forces are those exerted because of surface contact between two or more
bodies. Such forces can be distributed on the contact surfaces or they can be assumed
to be concentrated.

For a rigid body B subject to gravitational force, as well as to active and or reaction
forces !I ... In concentrated at points PI ... Pn, the resultant of the external forces I
and the resultant moment MS? with respect to a pole D are respectively:

I =1gopdV +t Ii = mgo + t Ii
VB i=1 i=1

MS? =1go x (PS? - p)pdV +t Ii X (PS? - Pi)
~ i=1

n

= mgo x (PS? - PC) + L Ii X (PS? - Pi).
i=1

(B.IS)

(B.16)

In the case when I and MS? are known and it is desired to compute the resultant moment
with respect to a point D' other than D, the following relation holds:

MS?' = MS? + I x (PS?' - PS?)· (B.17)

Consider now a generic system of material particles subject to external forces of
resultant I and resultant moment MS? The motion of the system in a frame O-xyz
is established by the followingfundamental principles ofdynamics (Newton's laws of
motion):

(B.18)

(B.19)

where D is a pole fixed or coincident with the centre of mass C of the system. These
equations hold for any mechanical system and can be used even in the case of variable
mass. For a system with constant mass, computing the time derivative of the momentum
in (B.18) gives Newton's equations ofmotion in the form

I=mpc (B.20)

where the quantity on the right-hand side represents the resultant of inertia forces.
If, besides the assumption of constant mass, the assumption of rigid system holds

too, the expression in (B.14) of the angular momentum with (B.19) yield Euler equa­
tions ofmotion in the form

MS? = IS?w + w x (IS?w) (B.21)
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where the quantity on the right-hand side represents the resultant moment of inertia
forces.

For a system constituted by a set of rigid bodies, external forces obviously do not
include the reaction forces exerted between the bodies belonging to the same system.

B.3 Work and Energy

Given a force fi applied at a point of position Pi with respect to frame O-xyz, the
elementary work of the force fi on the displacement dPi = Pidt is defined as the
scalar

dWi = fF dpi·

For a rigid body B subject to a system offorces of resultant f and resultant moment MQ
with respect to any point Q of B, the elementary work on the rigid displacement (B.6)
is given by

dW = (iTPQ + M~W )dt = fT dpQ + M~wdt.

The kinetic energy of a body B is defined as the scalar quantity

T = ~ r pTppdV
2 Jvs

which, for a rigid body, takes on the notable expression

., 1 . T. 1 TI
, = "2mpePe +"2w ew,

(B.22)

(B.23)

where Ie is the inertia tensor relative to the centre of mass expressed in a frame parallel
to the reference frame with origin at the centre of mass.

A system of position forces, Le., forces depending only on the positions of the
points of application, is said to be conservative if the work done by each force is
independent of the trajectory described by the point of application of the force but it
depends only on the initial and final positions of the point of application. In this case,
the elementary work of the system of forces is equal to minus the total differential of
a scalar function termed potential energy, i.e.,

dW = -dU. (B.24)

(B.25)

An example of a conservative system of forces on a rigid body is gravitational force,
with which is associated the potential energy

U = - r 96PpdV = -mg6Pe.Jvs

B.4 Constrained Systems

Consider a system Br of r rigid bodies and assume that all the elements of Br can reach
any position in space. In order to uniquely find a generic configuration of the system,
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it is necessary to assign a vector x = [Xl Xm]T of 6r = m parameters. These
parameters are termed Lagrangian or generalized coordinates and m determines the
number of degrees offreedom of the unconstrained system B r .

Any limitation on the mobility of the system Br is termed constraint. A constraint
acting on Br is said to be holonomic if it is expressed by a system of equations

h(x, t) = 0, (B.26)

where h is a vector of dimensions (8 x 1), with 8 < m 2. For simplicity, only equality
constraints are considered. If the equations in (B.26) do not explicitly depend on time,
the constraint is said to be time-invariant.

On the assumption that h has continuous and continuously differentiable compo­
nents, and its Jacobian ah/ax has full rank, the equations in (B.26) allow eliminating
8 out of m coordinates of the system Br . With the remaining n = m - 8 coor­
dinates it is possible to uniquely determine the configurations of Br satisfying the
constraints (B.26). Such coordinates are the Lagrangian or generalized coordinates
and n is the number of degrees offreedom of the constrained system B r .

The motion of a system Br with n degrees of freedom and holonomic equality
constraints can be described by equations of the form

x = X(A(t), t), (B.27)

where A(t) = [A.I (t) .An (t) ]T is a vector of Lagrangian coordinates.
The elementary displacement of system (B.27) relative to the interval (t, t + dt) is

defined as

d - aX(A, t) 'd aX(A, t) d
x - aA A t + at t. (B.28)

The virtual displacement of system (B.27) at time t, relative to an increment <SA, is
defined as the quantity

5: = aX(A, t) 5:,

uX aA UA (B.29)

The difference between the elementary displacement and the virtual displacement is
that the former is relative to an actual motion of the system in an interval (t, t + dt)
which is consistent with the constraints, while the latter is relative to an imaginary
motion of the system when the constraints are made invariant and equal to those at
time t.

For a system with time-invariant constraints, the equations of motion (B.27) be­
come

x = X(A(t)), (B.30)

and then, by setting <SA = dA = ~dt, virtual displacements (B.29) coincide with
elementary displacements (B.28).

2 On the other hand, a constraint in the form h(x, X, t) = 0 which is nonintegrable is said to
be nonholonomic.
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With the concept of virtual displacement it can be associated that of virtual work
of a system of forces, by considering a virtual displacement instead of an elementary
displacement.

If external forces are distinguished into active forces and reaction forces, a direct
consequence of the principles of dynamics (B.18) and (B.19) applied to the system of
rigid bodies Br is that, for each virtual displacement, the following relation holds:

(B.31)

where bWm, bWa , bWh are the total virtual works done by the inertia, active, reaction
forces, respectively.

In the case offrictionless equality constraints, reaction forces are exerted orthogo­
nally to the contact surfaces and the virtual work is always null. Hence, (B.31) reduces
to

bWm + bWa = O. (B.32)

For a steady system, inertia forces are identically null. Then, the condition for the
equilibrium of system Br is that the virtual work of the active forces is identically
null on any virtual displacement, which gives the fundamental equation of statics of a
constrained system

bWa = 0, (B.33)

known as principle of virtual work. Expressing (B.33) in terms of the increment bA of
generalized coordinates leads to

(B.34)

where ( denotes the (n x 1) vector of active generalized forces.
In the dynamic case, it is worth distinguishing active forces into conservative (that

can be derived from a potential) and nonconservative. The virtual work of conservative
forces is given by

(B.35)

where U(A) is the total potential energy of the system. The work of nonconservative
forces can be expressed in the form

(B.36)

where edenotes the vector of nonconservative generalized forces. It follows that the
vector of active generalized forces is

(B.37)

Moreover, the work of inertia forces can be computed from the total kinetic energy of
system T as

bW = (OT _ ~ 0T.) bA.
m oA dt oA (B.38)
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Substituting (B.35), (B.36), (B.38) into (B.32) and observing that (B.32) is true for
any increment boX leads to Lagrange's equations

where

d 8£ 8£
dt 8).,i - 8>\i = ~i

£=T-U

i = 1, ... ,n (B.39)

(BAO)

is the Lagrangian of the system. The equations in (B.39) completely describe the
dynamic behaviour of an n-degree-of-freedom system with holonomic equality con­
straints.

The sum of kinetic and potential energy of a system with time-invariant constraints
is termed Hamiltonian function

H=T+U. (BAl)

Conservation of energy dictates that the time derivative of the Hamiltonian must
balance the power generated by the nonconservative forces acting on the system, Le.,

dH = cT~
dt .. .

In view of (B.37) and (BAl), the equation in (BA2) becomes
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Appendix C. Feedback Control

As a premise to the study of manipulator decentralized control and centralized control,
the fundamental principles of feedback control of linear systems are recalled, and an
approach to the determination of control laws for nonlinear systems based on the use
of Lyapunov functions is presented.

C.I Control of Single-input/Single-output Linear
Systems

Classical automatic control theory of linear time-invariant single-input/single-output
systems demonstrates that, in order to servo the output y( t) of a system to a refer­
ence r(t), it is worth adopting a negative feedback control structure. This structure
indeed allows use of approximate mathematical models to describe the input/output
relationship of the system to control, since negative feedback has a potential for reduc­
ing the effects of system parameter variations and nonmeasurable disturbance inputs
d( t) on the output.

This structure can be represented in the domain of complex variable s as in the
block scheme of Figure CI, where G(s), H(s) and C(s) are the transfer functions of
the system to control, the transducer and the controller, respectively. From this scheme
it is easy to derive

Y(s) = W(s)R(s) + WD(s)D(s),

where
C(s)G(s)

W(s) = 1 + C(s)G(s)H(s)

is the closed-loop input/output transfer function and

G(s)
WD(S) = 1 + C(s)G(s)H(s)

(CI)

(C2)

(C3)

is the disturbance/output transfer function.
The goal of controller design is to find a control structure C (s) ensuring that

the output variable Y (s) tracks a reference input R(s). Further, the controller shall
guarantee that the effects of the disturbance input D(s) on the output variable are
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Y(s)

'------------1H(s)

Figure C.I Feedback control structure.

suitably reduced. The goal is then twofold; namely, reference tracking and disturbance
rejection.

The basic problem for controller design consists of the determination of an action
C (8) which can make the system asymptotically stable. In the absence of positive or
null real part pole/zero and zero/pole cancellation in the open-loop function F(8) =
C(8)G(8)H(8), a necessary and sufficient condition for asymptotic stability is that
the poles of W (8) and W D(8) have all negative real parts; such poles coincide with
the zeros of the rational transfer function 1 + F (8). Testing for this condition can be
performed by resorting to stability criteria, thus avoiding computation of the function
zeros.

Routh's criterion allows determining the sign of the real parts of the zeros of the
function 1 + F(8) by constructing a table with the coefficients of the polynomial at
the numerator of 1 + F(8) (characteristic polynomial).

Routh's criterion is easy to apply for testing stability of a feedback system, but it
does not provide a direct relationship between the open-loop function and stability of
the closed-loop system. It is then worth resorting to Nyquist criterion which is based
on the representation, in the complex plane, of the open-loop transfer function F(8)
evaluated in the domain of real angular frequency (8 = jw, -00 < w < +00).

Drawing of Nyquist plot and computation of the number of circles made by the
vector representing the complex number 1 + F(jw) when w continuously varies from
-00 to +00 allows testing whether or not the closed-loop system is asymptotically
stable. It is also possible to determine the number of positive, null and negative real
part roots of the characteristic polynomial, similarly to application of Routh's criterion.
Nonetheless, Nyquist criterion is based on the plot of the open-loop transfer function,
and thus it allows establishing a direct relationship between this function and closed­
loop system stability. It is then possible from an examination of the Nyquist plot to
draw suggestions on the controller structure C(8) which ensures closed-loop system
asymptotic stability.

If the closed-loop system is asymptotically stable, the steady-state response to a
sinusoidal input r(t), with d( t) = 0, is sinusoidal, too. In this case, the function W (8),
evaluated for 8 = jw, is termed frequency response function; the frequency response
function of a feedback system can be assimilated to that of a low-pass filter with the
possible occurrence of a resonance peak inside its bandwidth.

As regards the transducer, this shall be chosen so that its bandwidth is much greater
than the feedback system bandwidth, in order to ensure a nearly instantaneous response
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for any value of w inside the bandwidth of W(jw). Therefore, setting H(jw) ~ Ho
and assuming that the Loop gain IG(jw)G(jw)Hol » 1 in the same bandwidth, the
expression in (CI) for s = jw can be approximated as

Y(' ) ~ R(jw) D(jw)
JW ~ Ho + G(jw)Ho'

Taking R(jw) = HOYd(jw) leads to

. . D(jw)
Y(Jw) ~ Yd(Jw) + G(jw)Ho' (C4)

i. e., the output tracks the desired output Yd (jw) and the frequency components of the
disturbance in the bandwidth of W (jw) produce an effect on the output which can be
reduced by increasing IG(jw )HoI. Furthermore, if the disturbance input is a constant,
the steady-state output is not influenced by the disturbance as long as G(s) has at least
a pole at the origin.

Therefore, a feedback control system is capable of establishing a proportional
relationship between the desired output and the actual output, as evidenced by (CA).
This equation, however, requires that the frequency content ofthe input (desired output)
be inside the frequency range for which the loop gain is much greater than unity.

The previous considerations show the advantage of including a proportionaL action
and an integraL action in the controller G(s), leading to the transfer function

G(s) = KI 1 + sTI
S

(CS)

of a proportionaL-integraL controller (PI); T I is the time constant of the integral action
and the quantity KITI is called proportional sensitivity.

The adoption of a PI controller is effective for low-frequency response of the
system, but it may involve a reduction of stability margins and/or a reduction of
closed-loop system bandwidth. To avoid these drawbacks, a derivative action can be
added to the proportional and integral actions, leading to the transfer function

G(s) = K I 1 + sTI + s2TD TI
S

(C6)

of a proportionaL-integraL-derivative controller (PID); TD denotes the time constant of
the derivative action. Notice that physical realizability of (C6) demands the introduc­
tion of a high-frequency pole which little influences the input/output relationship in
the system bandwidth. The transfer function in (C6) is characterized by the presence
of two zeros which provide a stabilizing action and an enlargement of the closed­
loop system bandwidth. Bandwidth enlargement implies shorter response time of the
system, in terms of both variations of the reference signal and recovery action of the
feedback system to output variations induced by the disturbance input.

The parameters of the adopted control structure shall be chosen so as to satisfy
requirements on the system behaviour at steady state and during the transient. Classical
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tools to determine such parameters are root locus in the domain of the complex
variable s or Nichols chart in the domain of the real angular frequency w. The two
tools are conceptually equivalent. Their potential is different in that root locus allows
finding the control law that assigns the exact parameters of the closed-loop system
time response, whereas Nichols chart allows specifying a controller that confers good
transient and steady-state behaviour to the system response.

A feedback system with strict requirements on the steady-state and transient be­
haviour, typically, has a response that can be assimilated to that of a second-order
system. In fact, even for closed-loop functions of greater order, it is possible to identify
a pair of complex conjugate poles whose real part absolute value is smaller than the
real part absolute values of the other poles. Such pair of poles is dominant in that its
contribution to the transient response prevails over that of the other poles. It is then
possible to approximate the input/output relationship with the transfer function

kw
W (s) = -1-2-(-s--s"2

+-+­
W w2

n n

(C.7)

which has to be realized by a proper choice of the controller. Regarding the values
to assign to the parameters characterizing the transfer function in (C.7), the following
remarks are in order. The constant k w represents the input/output steady-state gain,
which is equal to 1/Ho if C(s)G(s)Ho has at least a pole at the origin. The natural
frequency W n is the modulus of the complex conjugate poles, whose real part is given
by -(wn where ( is the damping ratio of the pair of poles.

The influence of parameters ( and W n on the closed-loop frequency response can
be evaluated in terms of the resonance peak magnitude

1
M r =------===
2(~

occurring at the resonant frequency

and of the 3 dB bandwidth

A step input is typically used to characterize the transient response in the time
domain. The influence of parameters ( and W n on the step response can be evaluated
in terms of the percentage of overshoot

s% = 100exp(-7f(/~),

of the rise time
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Figure C.2 Feedback control structure with feedforward compensation.

and of the settling time within 1%

4.6
t s = (w

n
'

The adoption of a feedforward compensation action represents a feasible solution
both for tracking a time-varying reference input and for enhancing rejection of the
effects of a disturbance on the output. Consider the general scheme in Figure C2.
Let R(s) denote a given input reference and Dc(s) denote a computed estimate of
the disturbance D(s); the introduction of the feedforward action allows obtaining the
input/output relationship

(
C(s)G(s) F(S)G(S))

Y(s) = 1 + C(s)G(s)H(s) + 1 + C(s)G(s)H(s) R(s)

G(s)
+ 1 + C(s)G(s)H(s) (D(s) - Dc(s)).

(CS)

By assuming that the desired output is related to the reference input by a constant
factor Kd and regarding the transducer as an instantaneous system (H(s) ~ Ho =
1/Kd) for the current operating conditions, the choice

allows obtaining the input/output relationship

G(s)
Y(s) = Yd(s) + 1 + C(s)G(s)Ho (D(s) - Dc(s)).

(C9)

(ClO)

If IC(jw)G (jw )HoI » 1, the effect of the disturbance on the output is further reduced
by means of an accurate estimate of the disturbance.
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Figure C.3 Feedback control structure with inverse model technique.

Feedforward compensation technique may lead to a solution, termed inverse model
control, illustrated in the scheme of Figure C3. It should be remarked, however, that
such a solution is based on dynamics cancellation, and thus it can be employed only
for a minimum-phase system, Le., a system whose poles and zeros have all strictly
negative real parts. Further, one should consider physical realizability issues as well
as effects of parameter variations which prevent perfect cancellation.

C.2 Control of Nonlinear Mechanical Systems

If the system to control does not satisfy the linearity property, the control design
problem becomes more complex. The fact that a system is qualified as nonlinear,
whenever linearity does not hold, leads to understanding how it is not possible to
resort to general techniques for control design, but it is necessary to face the problem
for each class of nonlinear systems which can be defined through imposition of special
properties.

On the above premise, the control design problem of nonlinear systems described
by the dynamic model

H(x)x + h(x,x) = u (Cll)

is considered, where [x T xT f denotes the (2n x 1) state vector of the system, u is
the (n x 1) input vector, H(x) is an (n x n) positive definite (and thus invertible)
matrix depending on x, and h(x, x) is an (n x 1) vector depending on state. Several
mechanical systems can be reduced to this class, including manipulators with rigid
links and joints.

The control law can be found through a nonlinear compensating action obtained
by choosing the following nonlinear state feedback law (inverse dynamics control):

u = H(x)v + h(x, x), (CI2)

where H(x) and h(x) respectively denote the estimates of the terms H(x) and h(x),
computed on the basis of measures on the system state, and v is a new control input to
be defined later. In general, it is

H(x) = H(x) + i1H(x)

h(x,x) = h(x,x) + i1h(x,x),
(CI3)
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because of the unavoidable modelling approximations or as a consequence of an
intentional simplification in the compensating action. Substituting (CI2) into (CII)
and accounting for (CB) yields

where

x = v + z(x,x,v) (CI4)

(CIS)

z(x, x, v) = H-1(x)(L1H(x)v + L1h(x, x)).

If tracking of a trajectory (Xd(t), Xd(t), Xd(t)) is desired, the tracking error can
be defined as

e = [:: =:]
and it is necessary to derive the error dynamics equation to study convergence of the
actual state to the desired one. To this purpose, the choice

V=Xd+w(e),

substituted into (CI4), leads to the error equation

where the (2n x 2n) and (2n x n) matrices, respectively,

(CI6)

(CI7)

G = [~]

follow from the error definition in (CIS). Control law design consists of finding the
error function w(e) which makes (CI7) globally asymptotically stable l

, i.e.,

lim e(t) = O.
t---+oo

In the case of peifect nonlinear compensation (zO = 0), the simplest choice of the
control action is the linear one

w(e) = -Kp(Xd - x) - KD(Xd - x)

= [-Kp -KD]e,
(CIS)

where asymptotic stability of the error equation is ensured by choosing positive definite
matrices K p and K D . The error transient behaviour is determined by the eigenvalues
of the matrix

A-[ a I]- -Kp -KD (CI9)

1 Global asymptotic stability is invoked to remark that the equilibrium state is asymptotically
stable for any perturbation.
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characterizing the error dynamics

e = Ae. (C20)

If compensation is impeifect, then zO cannot be neglected and the error equation
in (CI7) takes on the general form

e = f(e). (C21)

It may be worth choosing the control law w (e) as the sum of a nonlinear term and a
linear term of the kind in (CI8); in this case, the error equation can be written as

e=Ae+k(e), (C22)

where A is given by (CI9) and k(e) is available to make the system globally asymp­
totically stable. The equations in (C21) and (C22) express nonlinear differential
equations of the error. To test for stability and obtain advise on the choice of suitable
control actions, one may resort to Lyapunov direct method illustrated below.

C.3 Lyapunov Direct Method

The philosophy of Lyapunov direct method is the same as that of most methods used
in control engineering to study stability; namely, testing for stability without solving
the differential equations describing the dynamic system.

This method can be presented in short on the basis of the following reasoning.
If it is possible to associate an energy-based description with a (linear or nonlinear)
autonomous dynamic system and, for each system state with the exception of the
equilibrium state, the time rate of such energy is negative, then energy decreases along
any system trajectory until it attains its minimum at the equilibrium state; this argument
justifies an intuitive concept of stability.

With reference to (C21), by setting f(O) = 0, the equilibrium state is e = O. A
scalar function V (e) of the system state, continuous together with its first derivative,
is defined a Lyapunov function if the following properties hold:

V(e) > 0

V(e) = 0

V(e) < 0

V(e) ---+ 00

V'e ~ 0

e=O

V'e ~ 0

Ilell ---+ 00.

The existence of such a function ensures global asymptotic stability of the equilibrium
e = O. In practice, the equilibrium e = 0 is globally asymptotically stable if a positive
definite, radially unbounded function V (e) is found so that its time derivative along
the system trajectories is negative definite.

If positive definiteness of V (e) is realized by the adoption of a quadratic form,
Le.,

V(e) = eT Qe (C23)
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with Q a symmetric positive definite matrix, then in view of (C21) it follows

(C24)

If f (e) is so as to render the function V (e) negative definite, the function V (e) is a
LyapunovJunction, since the choice (C23) allows proving system global asymptotic
stability. If V(e) in (C24) is not negative definite for the given V (e), nothing can be
inferred on the stability of the system, since Lyapunov method gives only a sufficient
condition. In such cases one should resort to different choices of V (e) in order to find,
if possible, a negative definite V(e).

In the case when the property of negative definiteness does not hold, but V(e) is
only negative semi-definite

V(e) :::; 0,

global asymptotic stability of the equilibrium state is ensured if the only system
trajectory for which V(e) is identically null (V (e) == 0) is the equilibrium trajectory
e == 0 (a consequence of La Salle's theorem).

Finally, consider the stability problem of the nonlinear system in the form (C22);
on the assumption that k (0) = 0, it is easy to verify that e = 0 is an equilibrium state
for the system. The choice of a Lyapunov function candidate as in (C23) leads to the
following expression for its derivative:

By setting

(C25)

(C26)

the expression in (C25) becomes

(C27)

The matrix equation in (C26) is said to be a Lyapunov equation; for any choice of a
symmetric positive definite matrix P, the solution matrix Q exists and is symmetric
positive definite if and only if the eigenvalues of A have all negative real parts. Since
matrix A in (CI9) verifies such condition, it is always possible to assign a positive
definite matrix P and find a positive definite matrix solution Q to (C26). It follows
that the first term on the right-hand side of (C27) is negative definite and the stability
problem is reduced to searching a control law so that k(e) renders the total V(e)
negative (semi-)definite.
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control, 213
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formulation, 166
recursive algorithm, 169
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rigid body, 21, 351
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osculating plane, 204
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parameters
Denavit-Hartenberg, 43, 64
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coordinate, 204
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motion, 192
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dynamics, 353
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robotics
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fundamental laws, 2
industrial, 3

rotation
angle and axis, 33, 208
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matrix, 22, 351
vector, 25

rotation matrix
composition, 26
derivative, 80

rotor
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inertia tensor, 137
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frequency, 332
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sensor
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vision, 315
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servomotor
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hydraulic, 298, 304
permanent magnet dc, 301

simulation
interaction control schemes, 278, 283
inverse dynamics, 153
inverse kinematics algorithms, 112
motion control schemes, 256
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singularity
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statics, 116, 358

Steiner's theorem, 144, 146, 354
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manipulator, 6, 39
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tachometer, 310

time
integration, 96, 176
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torque
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sensor, 312
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