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Preface

This book is intended for use in a rigorous introductory Ph.D.-level course in
econometrics or in a field course in econometric theory. It is based on lec-
ture notes that I developed during the period 1997-2003 for the first-semester
econometrics course “Introduction to Econometrics” in the core of the Ph.D.
program in economics at the Pennsylvania State University. Initially, these lec-
ture notes were written as a companion to Gallant’s (1997) textbook but have
been developed gradually into an alternative textbook. Therefore, the topics
that are covered in this book encompass those in Gallant’s book, but in much
more depth. Moreover, to make the book also suitable for a field course in
econometric theory, I have included various advanced topics as well. I used to
teach this advanced material in the econometrics field at the Free University of
Amsterdam and Southern Methodist University on the basis of the draft of my
previous textbook (Bierens 1994).

Some chapters have their own appendixes containing the more advanced top-
ics, difficult proofs, or both. Moreover, there are three appendixes with material
that is supposed to be known but often is not — or not sufficiently. Appendix
I contains a comprehensive review of linear algebra, including all the proofs.
This appendix is intended for self-study only but may serve well in a half-
semester or one-quarter course in linear algebra. Appendix II reviews a variety
of mathematical topics and concepts that are used throughout the main text, and
Appendix III reviews the basics of complex analysis, which is a subject needed
to understand and derive the properties of characteristic functions.

At the beginning of the first class, I always tell my students, “Never ask
me how. Only ask me why.” In other words, don’t be satisfied with recipes.
Of course, this applies to other economics fields as well — in particular if the
mission of the Ph.D. program is to place its graduates at research universities.
First, modern economics is highly mathematical. Therefore, in order to be
able to make original contributions to economic theory, Ph.D. students need to
develop a “mathematical mind.” Second, students who are going to work in an

XV



Xvi Preface

applied econometrics field like empirical Industrial Organization (IO) or labor
need to be able to read the theoretical econometrics literature in order to keep
up-to-date with the latest econometric techniques. Needless to say, students
interested in contributing to econometric theory need to become professional
mathematicians and statisticians first. Therefore, in this book I focus on teaching
“why” by providing proofs, or at least motivations if proofs are too complicated,
of the mathematical and statistical results necessary for understanding modern
econometric theory.

Probability theory is a branch of measure theory. Therefore, probability the-
ory is introduced in Chapter 1 in a measure-theoretical way. The same applies
to unconditional and conditional expectations in Chapters 2 and 3, which are
introduced as integrals with respect to probability measures. These chapters are
also beneficial as preparation for the study of economic theory — in particular
modern macroeconomic theory. See, for example, Stokey, Lucas, and Prescott
(1989).

It usually takes me three weeks (on a schedule of two lectures of one hour
and fifteen minutes per week) to get through Chapter 1 with all the appendixes
omitted. Chapters 2 and 3 together, without the appendixes, usually take me
about three weeks as well.

Chapter 4 deals with transformations of random variables and vectors and
also lists the most important univariate continuous distributions together with
their expectations, variances, moment-generating functions (if they exist), and
characteristic functions. I usually explain only the change-of-variables formula
for (joint) densities, leaving the rest of Chapter 4 for self-tuition.

The multivariate normal distribution is treated in detail in Chapter 5 far be-
yond the level found in other econometrics textbooks. Statistical inference (i.e.,
estimation and hypotheses testing) is also introduced in Chapter 5 in the frame-
work of the classical linear regression model. At this point it is assumed that
the students have a thorough understanding of linear algebra. This assumption,
however, is often more fiction than fact. To test this hypothesis, and to force
the students to refresh their linear algebra, I usually assign all the exercises in
Appendix I as homework before starting with Chapter 5. It takes me about three
weeks to get through this chapter.

Asymptotic theory for independent random variables and vectors — in partic-
ular the weak and strong laws of large numbers and the central limit theorem —is
discussed in Chapter 6 together with various related convergence results. More-
over, the results in this chapter are applied to M-estimators, including nonlinear
regression estimators, as an introduction to asymptotic inference. However, I
have never been able to get beyond Chapter 6 in one semester, even after skip-
ping all the appendixes and Sections 6.4 and 6.9, which deal with asymptotic
inference.
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Chapter 7 extends the weak law of large numbers and the central limit theorem
to stationary time series processes, starting from the Wold (1938) decomposi-
tion. In particular, the martingale difference central limit theorem of McLeish
(1974) is reviewed together with preliminary results.

Maximum likelihood theory is treated in Chapter 8. This chapter is differ-
ent from the standard treatment of maximum likelihood theory in that special
attention is paid to the problem of how to set up the likelihood function if the
distribution of the data is neither absolutely continuous nor discrete. In this
chapter only a few references to the results in Chapter 7 are made — in partic-
ular in Section 8.4.4. Therefore, Chapter 7 is not a prerequisite for Chapter 8§,
provided that the asymptotic inference parts of Chapter 6 (Sections 6.4 and 6.9)
have been covered.

Finally, the helpful comments of five referees on the draft of this book,
and the comments of my colleague Joris Pinkse on Chapter 8, are gratefully
acknowledged. My students have pointed out many typos in earlier drafts, and
their queries have led to substantial improvements of the exposition. Of course,
only I am responsible for any remaining errors.
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1 Probability and Measure

1.1. The Texas Lotto

1.1.1. Introduction

Texans used to play the lotto by selecting six different numbers between 1
and 50, which cost $1 for each combination.! Twice a week, on Wednesday and
Saturday at 10 p.M., six ping-pong balls were released without replacement from
a rotating plastic ball containing 50 ping-pong balls numbered 1 through 50.
The winner of the jackpot (which has occasionally accumulated to 60 or more
million dollars!) was the one who had all six drawn numbers correct, where the
order in which the numbers were drawn did not matter. If these conditions were
still being observed, what would the odds of winning by playing one set of six
numbers only?

To answer this question, suppose first that the order of the numbers does
matter. Then the number of ordered sets of 6 out of 50 numbers is 50 possibilities
for the first drawn number times 49 possibilities for the second drawn number,
times 48 possibilities for the third drawn number, times 47 possibilities for the
fourth drawn number, times 46 possibilities for the fifth drawn number, times
45 possibilities for the sixth drawn number:

5 50 50
. [k _ 50!

[Js0-n=T]k=—kt = .

j=0 k=45 12116 ko (50-0)

I In the spring of 2000, the Texas Lottery changed the rules. The number of balls was
increased to fifty-four to create a larger jackpot. The official reason for this change was
to make playing the lotto more attractive because a higher jackpot makes the lotto game
more exciting. Of course, the actual intent was to boost the lotto revenues!
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The notation n!, read “n factorial,” stands for the product of the natural numbers
1 through #n:

nl=1x2x---xm—1)xn ifn >0, 0!l =1.

The reason for defining 0! = 1 will be explained in the next section.

Because a set of six given numbers can be permutated in 6! ways, we need
to correct the preceding number for the 6! replications of each unordered set
of six given numbers. Therefore, the number of sets of six unordered numbers
out of 50 is

50\ @t 50!
= o —15,890,700.
6 61(50 — 6)!

Thus, the probability of winning such a lotto by playing only one combination
of six numbers is 1/15,890,700.2

1.1.2. Binomial Numbers

In general, the number of ways we can draw a set of k unordered objects out of
a set of n objects without replacement is

() = &6 —mr it

These (binomial) numbers,? read as “z choose k,” also appear as coefficients in
the binomial expansion

(a+b)y = Z (")a"b"*". (12)

k=0 k

The reason for defining 0! = 1 is now that the first and last coefficients in this
binomial expansion are always equal to 1:

(n)_(n)_ n! _ 1 _1
o/ \n/ 0! 0o

Fornottoo large an n, the binomial numbers (1.1) can be computed recursively
by hand using the Triangle of Pascal:

2 Under the new rules (see Note 1), this probability is 1/25,827,165.

3 These binomial numbers can be computed using the “Tools — Discrete distribution
tools” menu of EasyReg International, the free econometrics software package de-
veloped by the author. EasyReg International can be downloaded from Web page
http://econ.la.psu.edu/~hbierens/EASYREG.HTM
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13 3 1 (1.3)

Except for the 1’s on the legs and top of the triangle in (1.3), the entries are
the sum of the adjacent numbers on the previous line, which results from the
following easy equality:

n—1 n—1 n
(k_1)+< ] ):(k) for n>2 k=1,...n—1. (14

Thus, the top 1 corresponds to n = 0, the second row corresponds to n = 1, the
third row corresponds to n = 2, and so on, and for each row n + 1, the entries
are the binomial numbers (1.1) for £k =0, ..., n. For example, for n = 4 the
coefficients of a*b"~* in the binomial expansion (1.2) can be found on row 5
in(13y:(@+b)*=1xa*+4xa’b+6xa’b*+4xab>+1 x b*.

1.1.3. Sample Space

The Texas lotto is an example of a statistical experiment. The set of possible
outcomes of this statistical experiment is called the sample space and is usually
denoted by 2. In the Texas lotto case, €2 contains N = 15,890,700 elements:
Q = {wi, ..., wy}, where each element w; is a set itself consisting of six dif-
ferent numbers ranging from 1 to 50 such that for any pair w;, w; with i # j,
w; # w;. Because in this case the elements w; of 2 are sets themselves, the
condition w; # w; for i # j is equivalent to the condition that w; N w; ¢ Q.

1.1.4. Algebras and Sigma-Algebras of Events

Aset{w;, ..., w; } of different number combinations you can bet on is called
an event. The collection of all these events, denoted by .7, is a “family” of
subsets of the sample space 2. In the Texas lotto case the collection .7 consists
of all subsets of , including € itself and the empty set #.# In principle, you
could bet on all number combinations if you were rich enough (it would cost
you $15,890,700). Therefore, the sample space 2 itself is included in .7. You
could also decide not to play at all. This event can be identified as the empty

&

set ¥. For the sake of completeness, it is included in .7 as well.

4 Note that the latter phrase is superfluous because 2 C 2 signifies that every element of 2
is included in €2, which is clearly true, and ¥ C €2 is true because ¥ C J U Q = Q.
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Because, in the Texas lotto case, the collection .# contains all subsets of 2,
it automatically satisfies the conditions

IfAe.7 then A=Q\4e.7, (1.5)

where 4 = Q\ 4 is the complement of the set A (relative to the set §2), that is,
the set of all elements of €2 that are not contained in 4, and

IfA,Be.7 then AUBec 7. (1.6)

By induction, the latter condition extends to any finite union of sets in .7: If
4je Ffor j=1,2,...,n,thenUj_ 4; € 7.

Definition 1.1: A collection .7 of subsets of a nonempty set Q2 satisfying the
conditions (1.5) and (1.6) is called an algebra.’

In the Texas lotto example, the sample space 2 is finite, and therefore the
collection .7 of subsets of €2 is finite as well. Consequently, in this case the
condition (1.6) extends to

IfA; e 7 for j=123,... then jflejey‘. (1.7)
However, because in this case the collection .7 of subsets of 2 is finite, there
are only a finite number of distinct sets 4; € .#. Therefore, in the Texas lotto
case the countable infinite union U?’;l A in (1.7) involves only a finite number
of distinct sets 4;; the other sets are replications of these distinct sets. Thus,
condition (1.7) does not require that all the sets 4; € .7 are different.

Definition 1.2: A collection .7 of subsets of a nonempty set Q2 satisfying the
conditions (1.5) and (1.7) is called a o -algebra.’

1.1.5. Probability Measure

Let us return to the Texas lotto example. The odds, or probability, of winning
are 1/N for each valid combination w; of six numbers; hence, if you play n
different valid number combinations {w;,, . .., ®;, }, the probability of winning
isn/N:P({wj,, ..., wj,}) = n/N. Thus, in the Texas lotto case the probability
P(4), A € 7, is given by the number # of elements in the set 4 divided by the
total number N of elements in €2. In particular we have P(€2) = 1, and if you do
not play at all the probability of winning is zero: P(¢J) = 0.

5 Also called a field.
6 Also called a o-field or a Borel field.
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The function P(4), A € .7, is called a probability measure. It assigns a number
P(4) € [0, 1] to each set 4 € .7. Not every function that assigns numbers in
[0, 1]to the sets in .7 is a probability measure except as set forth in the following
definition:

Definition 1.3: A mapping P: .7 — [0, 1] from a o-algebra .7 of subsets of
a set Q into the unit interval is a probability measure on {2, F} if it satisfies
the following three conditions:

Forall A € 7, P(4) >0, (1.8)

P(Q) =1, (1.9)
00 oo

For disjoint sets A; € 7, P (‘Ul Aj) = Z P(4;). (1.10)
J= j=1

Recall that sets are disjoint if they have no elements in common: their inter-
sections are the empty set.

The conditions (1.8) and (1.9) are clearly satisfied for the case of the Texas
lotto. On the other hand, in the case under review the collection .7 of events
contains only a finite number of sets, and thus any countably infinite sequence of
sets in .7 must contain sets that are the same. At first sight this seems to conflict
with the implicit assumption that countably infinite sequences of disjoint sets
always exist for which (1.10) holds. It is true indeed that any countably infinite
sequence of disjoint sets in a finite collection .7 of sets can only contain a finite
number of nonempty sets. This is no problem, though, because all the other sets
are then equal to the empty set 4. The empty set is disjoint with itself, A NP = @,
and with any other set, 4 N @ = @. Therefore, if .7 is finite, then any countable
infinite sequence of disjoint sets consists of a finite number of nonempty sets
and an infinite number of replications of the empty set. Consequently, if .7 is
finite, then it is sufficient to verify condition (1.10) for any pair of disjoint sets
Ay, Ay in.7, P(A1 U A;) = P(A4,) + P(4>). Because, in the Texas lotto case
P(A] U Az) = (I’l1 + nz)/N, P(Al) = nl/N, and P(AZ) = nz/N, where n; is
the number of elements of 4; and #n, is the number of elements of 4,, the latter
condition is satisfied and so is condition (1.10).

The statistical experiment is now completely described by the triple {2, .7,
P}, called the probability space, consisting of the sample space €2 (i.e., the set
of all possible outcomes of the statistical experiment involved), a o-algebra
.7 of events (i.e., a collection of subsets of the sample space 2 such that the
conditions (1.5) and (1.7) are satisfied), and a probability measure P: .7 —
[0, 1] satisfying the conditions (1.8)—(1.10).

In the Texas lotto case the collection .7 of events is an algebra, but because
.7 is finite it is automatically a o -algebra.
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1.2. Quality Control

1.2.1. Sampling without Replacement

As asecond example, consider the following case. Suppose you are in charge of
quality control in a light bulb factory. Each day N light bulbs are produced. But
before they are shipped out to the retailers, the bulbs need to meet a minimum
quality standard such as not allowing more than R out of N bulbs to be defective.
The only way to verify this exactly is to try all the N bulbs out, but that will
be too costly. Therefore, the way quality control is conducted in practice is to
randomly draw n bulbs without replacement and to check how many bulbs in
this sample are defective.

As in the Texas lotto case, the number M of different samples s; of size n you
can draw out of a set of N elements without replacement is

()

Each sample s; is characterized by a number £; of defective bulbs in the sample
involved. Let K be the actual number of defective bulbs. Then k; € {0, 1,...,
min(n, K)}.

Let 2=1{0, 1,...,n} and let the o -algebra .7 be the collection of all subsets
of Q. The number of samples s; with k; = k < min(n, K) defective bulbs is

K\(N—-K

k n—k
because there are “K choose & ways to draw k& unordered numbers out of K
numbers without replacement and “N — K choose n — k£ ways to draw n — k
unordered numbers out of N — K numbers without replacement. Of course,

in the case that n > K the number of samples s; with k; = k > min(n, K)
defective bulbs is zero. Therefore, let

(+) (=)
(*)

P({k}) = 0 elsewhere, (1.11)

Pk} = if 0 <k < min(n, K),

and for each set 4 = {ki, ..., kn} € 7, let P(4) = 3} 7_, P({k;}). (Exercise:
Verify that this function P satisfies all the requirements of a probability mea-
sure.) The triple {€2, .7, P} is now the probability space corresponding to this
statistical experiment.

The probabilities (1.11) are known as the hypergeometric (N, K, n) pro-

babilities.
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1.2.2. Quality Control in Practice’

The problem in applying this result in quality control is that K is unknown.
Therefore, in practice the following decision rule as to whether K < R or not
is followed. Given a particular number » < n, to be determined at the end of
this subsection, assume that the set of N bulbs meets the minimum quality
requirement K < R if the number £ of defective bulbs in the sample is less than
or equal to 7. Then the set A(r) = {0, 1,..., r} corresponds to the assumption
that the set of N bulbs meets the minimum quality requirement K < R, hereafter
indicated by “accept,” with probability

P(A(r) = Y P({k}) = pi(n, K), (1.12)
k=0
say, whereas its complement A() = {r + 1, ..., n} corresponds to the assump-

tion that this set of NV bulbs does not meet this quality requirement, hereafter
indicated by “reject,” with corresponding probability

P(A(r)) = 1 = py(n, K).

Given r, this decision rule yields two types of errors: a Type I error with prob-
ability 1 — p,(n, K) if you reject, whereas in reality K < R, and a Type 1l
error with probability p, (K, n) if you accept, whereas in reality K > R. The
probability of a Type I error has upper bound

pl(r,n)= l_}l(nslrlgpr(naK)» (113)
and the probability of a Type II error upper bound
pa(r,n) = max pr(n, K). (1.14)

To be able to choose r, one has to restrict either p;(r, n) or p,(r, n), or both.
Usually it is the former option that is restricted because a Type I error may
cause the whole stock of N bulbs to be trashed. Thus, allow the probability of
a Type I error to be a maximal « such as « = 0.05. Then r should be chosen
such that p(r, n) < «. Because p,(r, n) is decreasing in r, due to the fact that
(1.12) is increasing in r, we could in principle choose r arbitrarily large. But
because p,(r, n) is increasing in r, we should not choose r unnecessarily large.
Therefore, choose r = r(n|a), where r(n|a) is the minimum value of r for
which p(r, n) < a. Moreover, if we allow the Type II error to be maximal 8,
we have to choose the sample size n such that p,(r(n|o), n) < B.

As we will see in Chapters 5 and 6, this decision rule is an example of a
statistical test, where Hy : K < R is called the null hypothesis to be tested at

7" This section may be skipped.
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the @ x 100% significance level against the alternative hypothesis H; : K > R.
The number r(n|«) is called the critical value of the test, and the number & of
defective bulbs in the sample is called the test statistic.

1.2.3. Sampling with Replacement

As a third example, consider the quality control example in the previous section
except that now the light bulbs are sampled with replacement: After a bulb is
tested, it is put back in the stock of N bulbs even if the bulb involved proves to
be defective. The rationale for this behavior may be that the customers will at
most accept a fraction R/N of defective bulbs and thus will not complain as
long as the actual fraction K /N of defective bulbs does not exceed R/N. In
other words, why not sell defective light bulbs if doing so is acceptable to the
customers?

The sample space Q2 and the o-algebra .7 are the same as in the case of
sampling without replacement, but the probability measure P is different. Con-
sider again a sample s; of size n containing k defective light bulbs. Because the
light bulbs are put back in the stock after being tested, there are K* ways of
drawing an ordered set of k defective bulbs and (N — K)"~* ways of drawing
an ordered set of n — k working bulbs. Thus, the number of ways we can draw,
with replacement, an ordered set of n light bulbs containing & defective bulbs is
K¥(N — K)'~. Moreover, as in the Texas lotto case, it follows that the number
of unordered sets of k defective bulbs and n — k working bulbs is “n choose
k.” Thus, the total number of ways we can choose a sample with replacement
containing k defective bulbs and n — k& working bulbs in any order is

(Z) KMV — Ky'*.

Moreover, the number of ways we can choose a sample of size n with replace-
ment is N". Therefore,

n\ KX(N — Ky'™*
Py = () ———
= (">p"(1—p)"*", k=0,1,2,....n, (1.15)
k
where p = K/N, and again for each set 4 = {k;,... . ky} € .7, P(4) =

Z;’;l P({k;}). Of course, if we replace P({k}) in (1.11) by (1.15), the argument
in Section 1.2.2 still applies.
The probabilities (1.15) are known as the binomial (n, p) probabilities.

1.2.4. Limits of the Hypergeometric and Binomial Probabilities

Note that if N and K are large relative to n, the hypergeometric probability (1.11)
and the binomial probability (1.15) will be almost the same. This follows from
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the fact that, for fixed &k and n,

(K) (N—K) KI(N — K)!
k n—k ) KK -—k)n—kI(N-—K—n+h)!

P({k})z N - N!
(n) n!(N—n)!
KI(N — K)!
n! K -POWN-K—n¥h!
= k! — X N!
\(n )! =
K! (N —K)!
_(n -0l X W—K—nth!
= (k) x N1
™ —n)
ay (o =+ ) x (TN =K —n+k+ )
= X
(k) 7:1(N_n+j)

oy [ (3 ) (A1 5 44
1_[31:1 (1 - % + ﬁ)
- (Z)p"(l—p)”*" if N > 00 and K/N — p.

Thus, the binomial probabilities also arise as limits of the hypergeometric prob-
abilities.

Moreover, if in the case of the binomial probability (1.15) p is very small
and 7 is very large, the probability (1.15) can be approximated quite well by
the Poisson()) probability:

k
P({k}):exp(—)»)%, k=0,1,2,..., (1.16)

where A = np. This follows from (1.15) by choosing p = A/n for n > A, with
A > 0 fixed, and letting n — oo while keeping & fixed:

P({k) = (”)pka —py
nek Ak n!
k'( e G /m)" (U= /m)"™ = 25 k(= k)l
L=y Ak
m CXp(—)\.)F for n— o0,

because for n — 00,

n! I1; (n—k+1) k j K
i — k) - H( )_’lel

Jj=1 Jj=1

(1—=xa/n) > 1
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and
(1—=x/n)" — exp(—2). (1.17)

Due to the fact that (1.16) is the limit of (1.15) for p = A/n | 0 as n — oo,
the Poisson probabilities (1.16) are often used to model the occurrence of rare
events.

Note that the sample space corresponding to the Poisson probabilities is
Q@ ={0,1,2,...} and that the o-algebra .7 of events involved can be chosen
to be the collection of all subsets of 2 because any nonempty subset 4 of €2 is
either countable infinite or finite. If such a subset 4 is countable infinite, it takes
the form 4 = {ki, k2, k3, ...}, where the ks are distinct nonnegative integers;
hence, P(A4) = Zj’;l P({k;}) is well-defined. The same applies of course if
A is finite: if 4 = {ky, ..., k,}, then P(4) = Z;’Zl P({k;}). This probability
measure clearly satisfies the conditions (1.8)—(1.10).

1.3. Why Do We Need Sigma-Algebras of Events?

In principle we could define a probability measure on an algebra .7 of sub-
sets of the sample space rather than on a o- algebra We only need to change
condition (1.10) as follows: For disjoint sets 4; € .7 such that U°°_lA IS
P, 4)) = ijl P(4;). By letting all but a finite number of these sets
be equal to the empty set, this condition then reads as follows: For disjoint
sets 4; € 7, j=1,2,...,n <00, P(Uj_4;) = Z'}zl P(A;). However, if
we confined a probability measure to an algebra, all kinds of useful results
would no longer apply. One of these results is the so-called strong law of large
numbers (see Chapter 6).

As an example, consider the following game. Toss a fair coin infinitely many
times and assume that after each tossing you will get one dollar if the outcome
is heads and nothing if the outcome is tails. The sample space €2 in this case
can be expressed in terms of the winnings, that is, each element w of Q2 takes
the form of a string of infinitely many zeros and ones, for example, w = (1, 1,
0,1,0,1...). Now consider the event: “After n tosses the winning is £ dollars.”
This event corresponds to the set Ay , of elements w of © for which the sum
of the first n elements in the string involved is equal to k. For example, the set
A, consists of all w of the type (1, 0,...) and (0, 1,...). As in the example in
Section 1.2.3, it can be shown that

P(Ak,n)=<z>(l/2)n for k=0,1,2,....n
P(4kn) =0 for k>nor k<O.

Next, for ¢ = 1, 2, ..., consider the events after n tosses the average winning
k/n is contained in the 1nterval }0 .5—1/g,0.5+ 1/q]. These events corre-
[n/24n

spond to the sets By = Ui, /27 441 Akn» Where [x] denotes the smallest
integer > x. Then the set N, B, . corresponds to the following event:
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From the nth tossing onwards the average winning will stay in the interval
[0.5—-1/q,0.5+1/q]; the set U2 | N>, By m corresponds to the event there
exists an n (possibly depending on w) such that from the nth tossing onwards the
average winning will stay in the interval [0.5 — 1/¢, 0.5 + 1/4]. Finally, the set
Ng=1 Ynzi Npreyn Bg,m corresponds to the event the average winning converges
to 1/2 as n converges to infinity. Now the strong law of large numbers states
that the latter event has probability 1: P[NJ2; UpZ, Ny, Bym] = 1. However,
this probability is only defined if N2, UpZ; N5, By,m € -7 . To guarantee this,
we need to require that .7 be a o-algebra.

1.4. Properties of Algebras and Sigma-Algebras

1.4.1. General Properties

In this section I will review the most important results regarding algebras, o -
algebras, and probability measures.
Our first result is trivial:

Theorem 1.1: If an algebra contains only a finite number of sets, then it is a
o-algebra. Consequently, an algebra of subsets of a finite set Q2 is a o -algebra.

However, an algebra of subsets of an infinite set 2 is not necessarily a o-
algebra. A counterexample is the collection .7, of all subsets of 2 = (0, 1]
of the type (a, b], where a < b are rational numbers in [0, 1] together with
their finite unions and the empty set . Verify that .7, is an algebra. Next,
let p, =[10"7]/10" and a, = 1/p,, where [x] means truncation to the near-
est integer < x. Note that p, 1 7; hence, a, | 7~! as n — oo. Then, for
n=1,2,3,...,(a,, 11 € 7, but U2 |(a,, 1] = (', 1] ¢ .7, because 7!
is irrational. Thus, .7, is not a o -algebra.

Theorem 1.2: If.7 is an algebra, then A, B € 7 implies AN B € .7, hence, by
induction, A € F for j =1,...,n < oo implies ﬂ;le Aj € F. A collection
F of subsets of a nonempty set Q2 is an algebra if it satisfies condition (1.5) and
the condition that, for any pair A, B € 7, AN B € 7.

Proof: Exercise.
Similarly, we have

Theorem 1.3: If .7 is a o-algebra, then for any countable sequence of sets
Aj€F, ﬂ;’il Aj € .F. A collection .7 of subsets of a nonempty set Q is a
o -algebra if it satisfies condition (1.5) and the condition that, for any countable
sequence of sets A; € 7, N2 Aj € 7.
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These results will be convenient in cases in which it is easier to prove that
(countable) intersections are included in .7 than to prove that (countable) unions
are included:

If .7 is already an algebra, then condition (1.7) alone would make it a o-
algebra. However, the condition in the following theorem is easier to verify than

(1.7):

Theorem 1.4: If .7 is an algebra and A;, j =1,2,3, ... is a countable se-
quence of sets in .7, then there exists a countable sequence of disjoint sets
B in 7 such that U2, A; = U2, B;. Consequently, an algebra 7 is also a
o-algebra if for any sequence of disjoint sets B; in 7, U3, Bj € 7.

Proof: Let A; € 7. Denote Bi = A1, But1 = Ant\(U}_) 47) = Ant1 N
(N2 A_,). It follows from the properties of an algebra (see Theorem 1.2) that
all the B;’s are sets in .7. Moreover, it is easy to Verify that the B;’s are dis-
joint and that U2, 4; = U2, B;. Thus, if U2 B; € 7, then U°°_1A €7.
Q.E.D.

Theorem 1.5: Let .7y, 6 € O, be a collection of o-algebras of subsets of a
given set 2, where © is a possibly uncountable index set. Then .7 = Npce-F ¢
is a o-algebra.

Proof: Exercise.

For example, let .7y = {(0,1],9,(0,0],(,1]},0 € ® =(0,1]. Then
Neco-Zo = {(0, 1], @} is a o-algebra (the trivial o-algebra).

Theorem 1.5 is important because it guarantees that, for any collection ¢
of subsets of €2, there exists a smallest o-algebra containing ¢. By adding
complements and countable unions it is possible to extend € to a o-algebra.
This can always be done because € is contained in the o -algebra of all subsets
of 2, but there is often no unique way of doing this except in the case in which
© is finite. Thus, let .7y, 6 € ® be the collection of all o-algebras containing
©. Then .7 = Nycp-F 4 is the smallest o -algebra containing €.

Definition 1.4: The smallest o -algebra containing a given collection € of sets
is called the o -algebra generated by € and is usually denoted by o (€).

Note that .7 = Uyce-7¢ is not always a o -algebra. For example, let Q =
[0, 1] and let, for n > 1 Fn=1{0,11,8,[0,1 —n~'],(1 —n~',1]}. Then

A4, =[0,1-n""€.7, CUX,7,, but the interval [0, 1) = U, 4, is not
contained in any of theo algebras s hence, US| A, ¢ US2 ”',,

However, it is always possible to extend Uy 7y to a o- algebra, often in
various ways, by augmenting it with the missing sets. The smallest o -algebra
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containing Ugee 7 is usually denoted by
def.
VocoFo = 0 (Upeco-Z0) -

The notion of smallest o -algebra of subsets of €2 is always relative to a given
collection € of subsets of 2. Without reference to such a given collection €,
the smallest o-algebra of subsets of Q is {2, ¥}, which is called the trivial
o -algebra.

Moreover, as in Definition 1.4, we can define the smallest algebra of subsets
of Q containing a given collection € of subsets of €2, which we will denote by
a(6).

For example, let 2 = (0, 1], and let € be the collection of all intervals of the
type (a, b] with 0 < a < b < 1. Then «(€) consists of the sets in € together
with the empty set @ and all finite unions of disjoint sets in €. To see this, check
first that this collection «(€) is an algebra as follows:

(a) The complement of (a, b] in € is (0, a] U (b, 1]. If a = 0, then (0, a] =
(0,0] =0, and if b = 1, then (b, 1] = (1, 1] = @; hence, (0, a] U (b, 1]
is a set in @ or a finite union of disjoint sets in €.

(b) Let(a, b]in € and (c, d] in €, where without loss of generality we may
assume that a < c. If b < ¢, then (a, b] U (c, d] is a union of disjoint sets
in €. Ifc <b <d, then (a, b] U (¢, d] = (a, d] is a set in € itself, and if
b > d, then (a, b] U (¢, d] = (a, b] is a set in € itself. Thus, finite unions
of sets in @ are either sets in € itself or finite unions of disjoint sets
in @.

(c) Let 4= U’/’.Zl(aj,bj], where 0 <ay <by<ay<by<---<a, <
by < 1. Then 4 = U_(b;, a;11], where by = 0 and a,;; = 1, which
is a finite union of disjoint sets in © itself. Moreover, as in part (b) it is
easy to verify that finite unions of sets of the type 4 can be written as
finite unions of disjoint sets in ©.

Thus, the sets in € together with the empty set ¢ and all finite unions of
disjoint sets in @ form an algebra of subsets of 2 = (0, 1].

To verify that this is the smallest algebra containing ¢, remove one of the
sets in this algebra that does not belong to € itself. Given that all sets in the
algebra are of the type A4 in part (¢), let us remove this particular set 4. But then
U7_i(a;, b;] is no longer included in the collection; hence, we have to remove
each of the intervals (a;, b;] as well, which, however, is not allowed because
they belong to €.

Note that the algebra «(€) is not a o-algebra because countable infinite
unions are not always included in «(€). For example, U (0, 1 —n~'] = (0, 1)
is a countable union of sets in «(€), which itself is not included in «(€).
However, we can extend «(€) to o(x(€)), the smallest o-algebra containing
a(€), which coincides with o (€).
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1.4.2. Borel Sets

An important special case of Definition 1.4 is where Q2 = R and € is the
collection of all open intervals:

€ ={(a,b):VYa <b,a,beR}. (1.18)

Definition 1.5: The o-algebra generated by the collection (1.18) of all open
intervals in R is called the Euclidean Borel field, denoted by 3B, and its members
are called the Borel sets.

Note, however, that J8 can be defined in different ways because the o -algebras
generated by the collections of open intervals, closed intervals {[a, b] : Va <
b, a,b € R} and half-open intervals {(—o0, a] : Va € R}, respectively, are all
the same! We show this for one case only:

Theorem 1.6: B = o({(—o0, a] : YVa € R}).
Proof: Let
€, ={(—00,a]:Va e R}. (1.19)

(a) Ifthe collection € defined by (1.18) is contained in o (€ ), then o (€ )
is a o-algebra containing €. But B = ¢(€) is the smallest o -algebra
containing €; hence, B8 = 0 (€) C 0(6,).

To prove this, construct an arbitrary set (a, b) in € out of countable
unions or complements of sets in €, or both, as follows: Let 4 =
(—o00,a] and B = (—o0, b], where a < b are arbitrary real numbers.
Then A, B € 6,; hence, 4, B € o(6,), and thus

~(a,b] = (—00,alU(b,0) = AU B € 6(6,).

This implies that o (€ ) contains all sets of the type (a, b]; hence, (a, b) =
UX (a,b—(b—a)/n] € 0(6,). Thus, € C 6(6,).

(b) If the collection €, defined by (1.19) is contained in JB = o (€), then
0(€) is a o-algebra containing ¢ . But o (€ ,) is the smallest o -algebra
containing € ,; hence, (€ ,) C o(€) = &B.

To prove the latter, observe that, form =1,2,..., 4, = U2 (a —
n,a+m~") is a countable union of sets in €; hence, A, € o(6),
and consequently (—oo, a]l = N5 4, = ~(Uf;f=1A~,,,) € 0(6). Thus,
G, Co(6)=3%

We have shown now that B8 =o0(€) C 0(€,) and o(€,) C 0 (€) = B.
Thus, & and o (6,,) are the same. Q.E.D.}
The notion of Borel set extends to higher dimensions as well:

8 See also Appendix 1.A.
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Definition 1.6: & = O’({X _1(a;,bj):VYa; <bj,a;,b; e R}) is the k-
dimensional Euclidean Borel ﬁeld Its members are also called Borel sets (in
RF).

Also, this is only one of the ways to define higher-dimensional Borel sets. In
particular, as in Theorem 1.6 we have

Theorem 1.7: B = o({x*_ (=00, a;]:Va; € R}).

1.5. Properties of Probability Measures

The three axioms (1.8), (1.9), and (1.10) imply a variety of probability measure
properties. Here we list only the most important ones.

Theorem 1.8: Let {Q, .7, P} be a probability space. The following hold for
sets in F:

(a) P(W)=

(b) P(4)=1—P(4),

(¢) A C B implies P(A) < P(B),

(d) P(AUB)+ P(ANB)= P(A)+ P(B),

(e) If Ay C Ayqr for n=1,2,..., then P(4,) 1 P(U;2,4,),
(N If Ay D Aur for n=1,2,..., then P(4,) | P(N;2,4,),
(@) P(U2 4,) < 302 P(4y),

Proof: (a)—(c): Easy exercises. (d) AUB = (AN B)U (4N B)U (BN A)
is a union of disjoint sets; hence, by axiom (1.10), P(4U B)= P(4N
B)+ P(AN B)+ P(BN A). Moreover, 4 = (4N B)U (AN B) is a union
of disjoint sets; thus, P(4) = P(A N B) + P(4 N B), and similarly, P(B) =
P(B N A)+ P(4N B). Combining these results, we find that part (d) fol-
lows. (e) Let By = A, B, = A,\A,—1 for n > 2. Then A4, = U” Aj =
Ul_1Bjand USZ, 4; = U2, B;. Because the B;’s are disjoint, it follows from
axiom (1.10) that

P(fj A,-) - iP(Bj)
J=1 j=1

=Y P(B)+ > P(B)=P4)+ Y P(B).
j=1 j=n+1 j=n+1

Part (e) follows now from the fact that Z —nt1 P(B;j) { 0.(f) This part follows
from part (e) if one uses complements. (g) Exercise.
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1.6. The Uniform Probability Measure

1.6.1. Introduction

Fill a bowl with ten balls numbered from 0 to 9. Draw a ball randomly from
this bowl and write down the corresponding number as the first decimal digit
of a number between 0 and 1. For example, if the first-drawn number is 4, then
write down 0.4. Put the ball back in the bowl, and repeat this experiment. If,
for example, the second ball corresponds to the number 9, then this number
becomes the second decimal digit: 0.49. Repeating this experiment infinitely
many times yields a random number between 0 and 1. Clearly, the sample space
involved is the unit interval: Q2 = [0, 1].

For a given number x € [0, 1] the probability that this random number is less
than or equal to x is x. To see this, suppose that you only draw two balls and
that x = 0.58. If the first ball has a number less than 5, it does not matter what
the second number is. There are five ways to draw a first number less than or
equal to 4 and 10 ways to draw the second number. Thus, there are 50 ways to
draw a number with a first digit less than or equal to 4. There is only one way to
draw a first number equal to 5 and 9 ways to draw a second number less than or
equal to 8. Thus, the total number of ways we can generate a number less than or
equal to 0.58 is 59, and the total number of ways we can draw two numbers with
replacement is 100. Therefore, if we only draw two balls with replacement and
use the numbers involved as the first and second decimal digit, the probability
that we will obtain a number less than or equal to 0.58 is 0.59. Similarly, if we
draw 10 balls with replacement, the probability that we will obtain a number
less than or equal to 0.5831420385, for instance, is 0.5831420386. In the limit
the difference between x and the corresponding probability disappears. Thus,
for x € [0, 1] we have P([0, x]) = x. By the same argument it follows that
forx € [0, 1], P({x}) = P([x, x]) = 0, that is, the probability that the random
number involved will be exactly equal to a given number x is zero. Therefore, for
agivenx € [0, 1], P((0, x]) = P([0, x)) = P((0, x)) = x. More generally, for
any interval in [0, 1] the corresponding probability is the length of the interval
involved regardless of whether the endpoints are included. Thus, for 0 < a <
b <1, we have P([a, b]) = P((a, b]) = P([a, b)) = P((a, b)) =b —a. Any
finite union of intervals can be written as a finite union of disjoint intervals
by cutting out the overlap. Therefore, this probability measure extends to finite
unions of intervals simply by adding up the lengths of the disjoint intervals in-
volved. Moreover, observe that the collection of all finite unions of subintervals
in [0, 1], including [0, 1] itself and the empty set, is closed under the formation
of complements and finite unions. Thus, we have derived the probability mea-
sure P corresponding to the statistical experiment under review for an algebra
7 of subsets of [0, 1], namely,
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0 = {(a, b), [a, b], (a, b], [a, b),Va,b € [0,1],a < b,
and their finite unions}, (1.20)

where [a, a] is the singleton {a} and each of the sets (a, @), (a, a] and [a, a)
should be interpreted as the empty set . This probability measure is a special
case of the Lebesgue measure, which assigns each interval its length.

If you are only interested in making probability statements about the sets
in the algebra (1.20), then you are done. However, although the algebra (1.20)
contains a large number of sets, we cannot yet make probability statements
involving arbitrary Borel sets in [0, 1] because not all the Borel sets in [0, 1]
are included in (1.20). In particular, for a countable sequence of sets 4; € .7,
the probability P(U7Z, 4;) is not always defined because there is no guarantee
that U2, 4; € 7. Therefore, to make probability statements about arbitrary
Borel set in [0, 1], you need to extend the probability measure P on .7 to a
probability measure defined on the Borel sets in [0, 1]. The standard approach
to do this is to use the outer measure.

1.6.2. Outer Measure

Any subset 4 of [0, 1] can always be completely covered by a finite or countably
infinite union of sets in the algebra .7(: 4 C U j» where 4; € .7; hence,
the “probability” of 4 is bounded from above by Z | P(A4;). Taking the
infimum of > % =1 P(4;) over all countable sequences of sets 4; € .7 such
that 4 C U7, 4; then yields the outer measure:

Definition 1.7: Let .7 be an algebra of subsets of Q2. The outer measure of an
arbitrary subset A of Q is

P*(4) = inf ZP(A ). (1.21)

Acu"o Aj,A; E/o

Note that it is not required in (1.21) that U2, 4; € 7.

Because a union of sets 4; in an algebra .7 can always be written as a union
of disjoint sets in the algebra .7 (see Theorem 1.4), we may without loss of
generality assume that the infimum in (1.21) is taken over all disjoint sets 4; in
Fo such that 4 C U3Z, 4;. This implies that

IfAe.7, then P*(4)= P(A). (1.22)

The question now arises, For which other subsets of 2 is the outer measure a
probability measure? Note that the conditions (1.8) and (1.9) are satisfied for the
outer measure P* (Exercise: Why?), but, in general, condition (1.10) does not
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hold for arbitrary sets. See, for example, Royden (1968, 63—64). Nevertheless, it
is possible to extend the outer measure to a probability measure on a o -algebra
Z containing .7 :

Theorem 1.9: Let P be a probability measure on {Q, 7y}, where F¢ is an
algebra, and let F = o (F ) be the smallest o-algebra containing the algebra
F0. Then the outer measure P” is a unique probability measure on {Q, 7},
which coincides with P on .7 .

The proof that the outer measure P” is a probability measure on .7 = o (.79)
that coincides with P on .7 is lengthy and is therefore given in Appendix 1.B.
The proof of the uniqueness of P* is even longer and is therefore omitted.

Consequently, for the statistical experiment under review there exists a o-
algebra .7 of subsets of 2 = [0, 1] containing the algebra .7 defined in (1.20)
for which the outer measure P*: .7 — [0, 1] is a unique probability measure.
This probability measure assigns its length as probability in this case to each
interval in [0, 1]. It is called the uniform probability measure.

It is not hard to verify that the o-algebra .7 involved contains all the Borel
subsets of [0, 1]: {[0, 1] N B, for all Borel sets B} C .7. (Exercise: Why?)
This collection of Borel subsets of [0, 1] is usually denoted by [0, 1] N B
and is a o-algebra itself (Exercise: Why?). Therefore, we could also describe
the probability space of this statistical experiment by the probability space
{[0, 11, [0, 1] N B, P*}, where P" is the same as before. Moreover, defining
the probability measure i on JB as u(B) = P*([0, 1] N B), we can also de-
scribe this statistical experiment by the probability space {R, J8, 1}, where, in
particular

(=00, x]) =0 ifx <0,
w((—oo,x])=x if0<x <1,
u((=oo,x]) =1 ifx > 1,

and, more generally, for intervals with endpoints a < b,

n((a, b)) = w([a, b)) = u([a, b)) = n((a, b))
= /,L((—OO, b]) - /_,L((—OO, a])v

whereas for all other Borel sets B,

uw(B)= _inf " u((a, b)) (1.23)

BCUFL (a;.b)) =
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1.7. Lebesgue Measure and Lebesgue Integral

1.7.1. Lebesgue Measure

Along similar lines as in the construction of the uniform probability measure
we can define the Lebesgue measure as follows. Consider a function A that
assigns its length to each open interval (a, b), A((a, b)) = b — a, and define for
all other Borel sets B in R,

MB)=  inf Zk((a,,b )= inf b‘)Z(bA,- —aj).
j=1

BCU”"](, BCU? (aj,

This function X is called the Lebesgue measure on R, which measures the total
“length” of a Borel set, where the measurement is taken from the outside.
Similarly, now let A(x*_,(a;, b)) = []r_,(b; — a;) and define

MB) = inf Z)» i1 ), bij)

BCUS, {x;_ K (i, bu)

= mf Z H(b’/ a,j)}

BCUN z l(al/ b;/)}

for all other Borel sets B in R¥. This is the Lebesgue measure on RX, which
measures the area (in the case £ = 2) or the volume (in the case £k > 3) of a
Borel set in R¥, where again the measurement is taken from the outside.

Note that, in general, Lebesgue measures are not probability measures be-
cause the Lebesgue measure can be infinite. In particular, A(RF) = co. How-
ever, if confined to a set with Lebesgue measure 1, this measure becomes the
uniform probability measure. More generally, for any Borel set 4 € R with
positive and finite Lebesgue measure, u(B) = A(4 N B)/A(A) is the uniform
probability measure on JB* N 4.

1.7.2. Lebesgue Integral

The Lebesgue measure gives rise to a generalization of the Riemann integral.
Recall that the Riemann integral of a nonnegative function f(x) over a finite
interval (a, b] is defined as

b
/ e =sup 3 (xiglﬁ f<x)) AI).
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where the 7,,’s are intervals forming a finite partition of (a, o] — that is, they are
disjoint and their union is (a, b] : (a, b] = U}, _, I,, — and A({,,) is the length of
I,,; hence, A([,) is the Lebesgue measure of Im, and the supremum is taken
over all finite partitions of (a, b]. Mimicking the definition of Riemann integral,
the Lebesgue integral of a nonnegative function f(x) over a Borel set 4 can be
defined as

/ F(x)dx = sup Z ( inf f(x)) A(Bw),
A

m=1

where now the B,,’s are Borel sets forming a finite partition of 4 and the supre-
mum is taken over all such partitions.

Ifthe function f(x)is not nonnegative, we can always write it as the difference
of two nonnegative functions: f(x) = f,(x) — f_(x), where

Sr(x) =max[0, f()],  /o(x) = max[0, — f(x)].

Then the Lebesgue integral over a Borel set A4 is defined as

[ ras= f fi (o) — / f- ()

A A A

provided that at least one of the right-hand integrals is finite.

However, we still need to impose a further condition on the function /" in
order for it to be Lebesgue integrable. A sufficient condition is that, for each
Borel set B in R, the set {x : f(x) € B} is a Borel set itself. As we will see in
the next chapter, this is the condition for Borel measurability of f.

Finally, note that if 4 is an interval and f(x) is Riemann integrable over A4,
then the Riemann and the Lebesgue integrals coincide.

1.8. Random Variables and Their Distributions

1.8.1. Random Variables and Vectors

In broad terms, a random variable is a numerical translation of the outcomes of a
statistical experiment. For example, flip a fair coin once. Then the sample space
is @ = {H, T}, where H stands for heads and T stands for tails. The o -algebra
involved is .7 = {2, @, {H}, {T}}, and the corresponding probability measure
is defined by P({H}) = P({T}}) = 1/2. Now define the function X(w) =1 if
o = H, X(w) = 0if w = T. Then X is a random variable that takes the value 1
with probability 1/2 and the value 0 with probability 1/2:
P(X _ 1)(shorthand notation) P({a) cQ: X(a)) _ 1}) _ P({H}) _ 1/2’

(shorthand notation)

P(X = 0) P({w € Q: X(w) = 0}) = P({T}) = 1/2.
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Moreover, for an arbitrary Borel set B we have

P(X € B)=
—P(H) =1/2 ifleB and 0¢B,
' —P(T) =1/2 if1¢B and 0€B,
PloeQ:X(@) €B)Y_ p(H,T))=1 ifleB and 0c B,
—PW) =0 ifl¢B and 0¢B,

where, again, P(X € B) is a shorthand notation’ for P({w € Q : X(w) € B}).

In this particular case, the set {w € Q2 : X(w) € B} is automatically equal
to one of the elements of .7, and therefore the probability P(X € B) =
P({w € Q: X(w) € B}) is well-defined. In general, however, we need to con-
fine the mappings X : @ — R to those for which we can make probability
statements about events of the type {w € Q : X(w) € B}, where B is an arbi-
trary Borel set, which is only possible if these sets are members of .7

Definition 1.8: Let {2, .7, P} be a probability space. A mapping X : Q@ — R
is called a random variable defined on {Q, F, P} if X is measurable 7, which
means that for every Borel set B, {w € Q : X(w) € B} € .7. Similarly, a map-
ping X : Q — RF is called a k-dimensional random vector defined on {,
7, P} if X is measurable .7 in the sense that for every Borel set B in BF
{weQ: X(w) e B} e 7.

In verifying that a real function X : 2 — R is measurable .7, it is not
necessary to verify that for all Borel sets B, {w € Q : X(w) € B} € .7, butonly
that this property holds for Borel sets of the type (—oo, x]:

Theorem 1.10: A mapping X : Q — R is measurable .7 (hence X is a random
variable) if and only if for all x € R the sets {w € Q : X(w) < x} are members
of F. Similarly, a mapping X : Q — RF is measurable 7 (hence X is a random
vector of dimension k) if and only if for all x = (xy, ..., x;)" € R¥ the sets
ﬂj?:l{w €EQR:Xj(w)<x;}={we: X(w)e le‘:l(—oo, x;]} are members
of .7, where the X;’s are the components of X.

Proof: Consider the case k = 1. Suppose that {w € Q2 : X(w) € (—o0, x]} €
7,V¥x € R. Let D be the collection of all Borel sets B for which {w € 2 :
X(w) € B} € .7. Then & C B and D contains the collection of half-open
intervals (—oo, x], x € R.If D is a o-algebra itself, it is a o' -algebra containing

° In the sequel we will denote the probability of an event involving random variables or
vectors X as P (“expression involving X) without referring to the corresponding set
in .7. For example, for random variables X and Y defined on a common probability
space {2, .7, P}, the shorthand notation P(X > Y) should be interpreted as P({w €  :
X(w) > Y(w)}).



22 The Mathematical and Statistical Foundations of Econometrics

the half-open intervals. But J3 is the smallest o -algebra containing the half-open
intervals (see Theorem 1.6), and thus JB8 C 9; hence, & = JB. Therefore, it
suffices to prove that D is a o -algebra:

(a) Let B € D.Then{w € Q2 : X(w) € B} € .7; hence,
~{weQ: X(w)e By ={weQ: X(w) e B} e.7,

and thus B € .
(b) Next, let B; e D forj=1,2,.... Then {w € Q: X(w) € B;} € .7;
hence,

UiilweQ: X(w) € Bj} ={weQ: X(w) e U}L B} € 7,
and thus U7, B; € D.

The proof of the case k > 1 is similar. Q.E.D.!°
The sets {w € Q : X(w) € B} are usually denoted by X~!(B):

X B)E (weQ: X(w) e B).
The collection .7y = {X~!(B), VB € B} is a o -algebra itself (Exercise: Why?)

and is called the o -algebra generated by the random variable X. More generally,

Definition 1.9: Let X be a random variable (k = 1) or a random vector
(k > 1). The o-algebra 7 x = {X~'(B), VB € B} is called the o -algebra gen-
erated by X.

In the coin-tossing case, the mapping X is one-to-one, and therefore in that
case .7 x is the same as .7, but in general .7 y will be smaller than .7. For
example, roll a dice and let X = 1 if the outcome is even and X = 0 if the
outcome is odd. Then

Fx =1{{1,2,3,4,5,6},{2,4, 6}, {1, 3,5}, 4},

whereas .7 in this case consists of all subsets of Q = {1, 2, 3, 4, 5, 6}.
Given a k-dimensional random vector X, or a random variable X (the case
k = 1), define for arbitrary Borel sets B € JB*:

jux(B) = P(X\(B)) = P ({w € Q : X(a) € BY). (1.24)
Then px(-) is a probability measure on {R¥, B*}

(a) forall B € B, ux(B) > 0;
®) ux@®H=1;
(c) forall disjoint B; € B*, ux(U2,B)) = Y%, x(B)).

10 See also Appendix 1.A.
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Thus, the random variable X maps the probability space {2, .7, P} into a new
probability space, {R, B, 1y}, which in its turn is mapped back by X! into
the (possibly smaller) probability space {€2, .7 x, P}. The behavior of random
vectors is similar.

Definition 1.10: The probability measure (1 x(-) defined by (1.24) is called the
probability measure induced by X.

1.8.2. Distribution Functions

For Borel sets of the type (—o0, x], or x ’]‘.21(—00, x;] in the multivariate case,
the value of the induced probability measure wy is called the distribution
function:

Definition 1.11: Let X be a random variable (k = 1) or a random vector
(k > 1) with induced probability measure y. The function F(x)=
,uX(xf»:l(—oo, X, x =(x1,..., x)l e R is called the distribution function
of X.

It follows from these definitions and Theorem 1.8 that

Theorem 1.11: A distribution function of a random variable is always
right continuous, that is, Vx € R, lims o F(x + 8) = F(x), and monotonic
nondecreasing, that is, F(x\) < F(x2) if x1 < xy, with limy,_F(x) =0,
limypoo F(x) = 1.

Proof: Exercise.

However, a distribution function is not always left continuous. As a coun-
terexample, consider the distribution function of the binomial (n, p) distribu-
tion in Section 1.2.2. Recall that the corresponding probability space consists
of sample space 2 = {0, 1, 2, ..., n}, the o-algebra .7 of all subsets of €2, and
probability measure P({k}) defined by (1.15). The random variable X involved
is defined as X (k) = k with distribution function

F(x)=0 for x <0,

F(x)=Y_P({k}) for xe[0,n],
k<x

Fx)y=1 for x > n.

Now, for example, let x = 1. Then, for 0 <§ < 1, F(1 —§) = F(0), and
F(146)= F(1); hence, limsyo F(146)= F(1), but limsyo F(1 —35) =
F(0) < F(1).

The left limit of a distribution function F in x is usually denoted by F(x—):

def. .
F(x—)= 1611101F(x —4).
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Thus, if x is a continuity point, then F'(x —) = F(x); if x is a discontinuity point,
then F(x—) < F(x).

The binomial distribution involved is an example of a discrete distribution.
The uniform distribution on [0, 1] derived in Section 1.5 is an example of a
continuous distribution with distribution function

Fx)=0 for x <0,
Fx)=x for x e][0,1], (1.25)
Fx)=1 for x> 1.

In the case of the binomial distribution (1.15), the number of discontinuity points
of F'is finite, and in the case of the Poisson distribution (1.16) the number of
discontinuity points of F is countable infinite. In general, we have that

Theorem 1.12: The set of discontinuity points of a distribution function of a
random variable is countable.

Proof: Let D be the set of all discontinuity points of the distribution func-
tion F(x). Every point x in D is associated with a nonempty open interval
(F(x—), F(x)) = (a, b), for instance, which is contained in [0, 1]. For each of
these open intervals (a, b) there exists a rational number ¢ such a < ¢ < b;
hence, the number of open intervals (a, b) involved is countable because the
rational numbers are countable. Therefore, D is countable. Q.E.D.

The results of Theorems 1.11 and 1.12 only hold for distribution functions of
random variables, though. It is possible to generalize these results to distribution
functions of random vectors, but this generalization is far from trivial and is
therefore omitted.

As follows from Definition 1.11, a distribution function of a random variable
or vector X is completely determined by the corresponding induced probability
measure wx(-). But what about the other way around? That is, given a distri-
bution function F(x), is the corresponding induced probability measure 1 x(-)
unique? The answer is yes, but I will prove the result only for the univariate
case:

Theorem 1.13: Given the distribution function F of a random vector X € RF,
there exists a unique probability measure p on {R¥, B} such that for x =

(15 x0T € RE F(x) = p(xE (—o00, x;]).

Proof: Let k=1 and let & be the collection of all intervals of the type

(a’ b)7 [(1, b]v (Cl, b]a [aa b)7 (—OO, (1), (OO, Cl], (bv OO),
[b,o0), a<beR (1.26)
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together with their finite unions, where [a, a] is the singleton {a}, and (a, a),
(a, a], and [a, a) should be interpreted as the empty set #. Then each set in
S can be written as a finite union of disjoint sets of the type (1.26) (compare
(1.20)); hence, Jy is an algebra. Define for —oo < a < b < o0,

u(a, a)) = n((a, al]) = u(la, a)) = n®) =0
n(a}) = F(a) — 151113 F(a —9), n((a,b]) = F(b) — F(a)

u(la, b)) = pn((a, b)) — u({b}) + n({a}),
u(la, b)) = n((a, b]) + n({a})
p((a, b)) = p((a, b)) — u({b}), u((—o0,al) = F(a)
pu([—00, a)) = F(a) — u({a}), u((b, 00)) =1— F(b)
u([b, 00)) = u((b, 00)) + u({b})

and let M(U?:]Aj) = ijl w(A;) for disjoint sets Ay, ..., A, of the type
(1.26). Then, the distribution function F defines a probability measure p on
S, and this probability measure coincides on &y with the induced-probability
measure uy. It follows now from Theorem 1.9 that there exists a o-algebra
S containing Jy for which the same applies. This o -algebra § may be chosen
equal to the o-algebra J8 of Borel sets. Q.E.D.

The importance of this result is that there is a one-to-one relationship between
the distribution function F of a random variable or vector X and the induced
probability measure py. Therefore, the distribution function contains all the
information about w y.

Definition 1.12: A4 distribution function F on R* and its associated probabil-
ity measure [ on {Rk, B} are called absolutely continuous with respect to
Lebesgue measure if for every Borel set B in R¥ with zero Lebesgue measure,

wB) = 0.

We will need this concept in the next section.

1.9. Density Functions

An important concept is that of a density function. Density functions are usually
associated to differentiable distribution functions:

Definition 1.13: The distribution of a random variable X is called absolutely
continuous if there exists a nonnegative integrable function f, called the density
function of X, such that the distribution function F of X can be written as the
(Lebesgue) integral F(x) = f_Voo f(u)du. Similarly, the distribution of a random
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vector X € R* is called absolutely continuous if there exists a nonnegative
integrable function f on R, called the joint density, such that the distribution
function F of X can be written as the integral

X1

F(x):/~~~/ka(ul,...,uk)dul...duk,

—0Q0

where x = (x1, ..., x;)".

Thus, in the case F(x)= (" f(u)du, the density function f(x) is the
derivative of F(x) : f(x) = F’(x), and in the multivariate case F(xy, ..., x;) =
S S fQuy, o ug)duy . duy the joint density s f(xp, -, xg) =
(8/8x1) ‘e (3/8Xk)F(X1, ey Xk).

The reason for calling the distribution functions in Definition 1.13 abso-
lutely continuous is that in this case the distributions involved are absolutely
continuous with respect to Lebesgue measure. See Definition 1.12. To see this,
consider the case F(x) = ffoo f(u)du, and verify (Exercise) that the corre-
sponding probability measure p is

w) = [ s (1.27)
B

where the integral is now the Lebesgue integral over a Borel set B. Because
the Lebesgue integral over a Borel set with zero Lebesgue measure is zero
(Exercise), it follows that u(B) = 0 if the Lebesgue measure of B is zero.

For example, the uniform distribution (1.25) is absolutely continuous be-
cause we can write (1.25) as F(x) = ffoo f(u)du with density f(u) =1 for
0 <u <1 and zero elsewhere. Note that in this case F(x) is not differen-
tiable in 0 and 1 but that does not matter as long as the set of points for
which the distribution function is not differentiable has zero Lebesgue mea-
sure. Moreover, a density of a random variable always integrates to 1 be-
cause 1 = lim, .o F(x) = ffooo f(u)du. Similarly, for random vectors X €
RE [ [ e [ fun, . ug)duy . dug = 1.

Note that continuity and differentiability of a distribution function are not
sufficient conditions for absolute continuity. It is possible to construct a contin-
uous distribution function F'(x) that is differentiable on a subset D C R, with
R\D a set with Lebesgue measure zero, such that F'(x) = 0 on D, and thus in
this case fjoo F’(x)dx = 0. Such distributions functions are called singular. See
Chung (1974, 12—13) for an example of how to construct a singular distribution
function on R and Chapter 5 in this volume for singular multivariate normal
distributions.
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1.10. Conditional Probability, Bayes’ Rule, and Independence

1.10.1. Conditional Probability

Consider a statistical experiment with probability space {2, .7, P}, and suppose
it is known that the outcome of this experiment is contained in a set B with
P(B) > 0. What is the probability of an event A given that the outcome of the
experiment is contained in B? For example, roll a dice. Then = {1, 2, 3, 4,
5,6}, .7 is the o-algebra of all subsets of 2, and P({w}) = 1/6 forw =1, 2,
3,4, 5, 6. Let B be the event The outcome is even (B = {2,4, 6}),and let 4 =
{1, 2, 3}. If we know that the outcome is even, then we know that the outcomes
{1, 3} in 4 will not occur; if the outcome is contained in 4, it is contained
in AN B = {2}. Knowing that the outcome is 2, 4, or 6, the probability that
the outcome is contained in 4 is therefore 1/3 = P(A N B)/P(B). This is the
conditional probability of 4, given B, denoted by P(A|B). If it is revealed
that the outcome of a statistical experiment is contained in a particular set
B, then the sample space €2 is reduced to B because we then know that the
outcomes in the complement of B will not occur, the o-algebra .7 is reduced to
FNB={A4AN B, A € .7}, the collection of all intersections of the sets in .7
with B (Exercise: Is this a o-algebra?), and the probability measure involved
becomes P(A4|B) = P(A N B)/P(B); hence, the probability space becomes
{B, .7 N B, P(-|B)}. See Exercise 19 for this chapter.

1.10.2. Bayes’ Rule

Let 4 and B be sets in .7. Because the sets 4 and 4 form a partition of the
sample space €2, we have B = (B N A) U (B N A); hence,

P(B) = P(BN A)+ P(BN A) = P(B|A)P(4) + P(B|A)P(A).

Moreover,

P(ANB) _ P(B|A)P(A)

PR == = P

Combining these two results now yields Bayes’ rule:

P(B|A)P(A)

P(4|B) = P(B|A)P(A)+ P(B|A)P(A)

Thus, Bayes’ rule enables us to compute the conditional probability P(4|B) if
P(A4) and the conditional probabilities P(B|A) and P(B|A) are given.
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More generally, if 4;, j =1,2,...,n (< 00) is a partition of the sample
space €2 (i.e., the 4;’s are disjoint sets in .7 such that €2 = U’_, 4;), then

P(B|4i)P(4;)
Yo P(BIA)P(4;)

P(4;|B) =

Bayes’ rule plays an important role in a special branch of statistics (and
econometrics) called Bayesian statistics (econometrics).

1.10.3. Independence

If P(A|B) = P(A), knowing that the outcome is in B does not give us any
information about A. In that case the events 4 and B are described as being
independent. For example, if I tell you that the outcome of the dice experiment
is contained in the set {1, 2, 3, 4, 5, 6} = , then you know nothing about
the outcome: P(A4|2) = P(A4A N RQ)/P(2) = P(A); hence, Q2 is independent of
any other event A4.

Note that P(A4|B) = P(A) is equivalent to P(4 N B) = P(A)P(B). Thus,

Definition 1.14: Sets A and B in .7 are (pairwise) independent if P(A N B) =
P(A)P(B).

If events 4 and B are independent, and events B and C are independent, are
events 4 and C independent? The answer is not necessarily. As a counterexam-
ple, observe that if 4 and B are independent, then so are 4 and B, 4 and B, and
A and B because

P(AN B)= P(B)— P(AN B) = P(B) — P(A)P(B)
= (1 — P(4))P(B) = P(A)P(B),

and similarly,
P(ANB)= P(4)P(B) and P(AN B)= P(A)P(B).

Now if C = Aand 0 < P(A) < 1, then Band C = A are independent if 4 and
B are independent, but

P(ANC)= P(ANA)= P@) =0,
whereas
P(A)P(C) = P(A)P(A) = P(A)(1 — P(4)) # 0.

Thus, for more than two events we need a stronger condition for independence
than pairwise independence, namely,
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Definition 1.15: A sequence A; of sets in .7 is independent if for every subse-
quence Aj,, i =1,2,...,n, P(N/_;4;) =[1/_, P(4}).

By requiring that the latter hold for all subsequences rather than P(N72, 4;) =
[12, P(A4;), we avoid the problem that a sequence of events would be called
independent if one of the events were the empty set.

The independence of a pair or sequence of random variables or vectors can
now be defined as follows.

Definition 1.16: Let X; be a sequence of random variables or vectors de-
fined on a common probability space {Q, .7, P}. Xi and X, are pairwise
independent if for all Borel sets By, By the sets A ={we Q: Xi(w) €
B} and Ay = {w € Q : Xy(w) € By} are independent. The sequence X is in-
dependent if for all Borel sets B; the sets A;j ={w € Q: X;(w) € B;} are
independent.

As we have seen before, the collection .7 ; = {{w € Q: X;(w) € B}, B €
B} ={X; Y(B), B € B} is a sub-o-algebra ofJ Therefore, Deﬁmtron 1.16
also reads as follows: The sequence of random variables X ; is independent if
for arbitrary A; € .7 ; the sequence of sets A; is mdependent according to
Definition 1.15.

Independence usually follows from the setup of a statistical experiment. For
example, draw randomly with replacement n balls from a bowl containing R
red balls and N — R white balls, and let X; = 1 if the jth draw is a red ball and
X, = 0 if the jth draw is a white ball. Then X1, ..., X, are independent (and
X1 + -+ 4+ X, has the binomial (#, p) distribution with p = R/N). However,
if we drew these balls without replacement, then X1, ..., X, would not be
independent.

For a sequence of random variables X ; it suffices to verify only the condition
in Definition 1.16 for Borel sets B; of the type (—oo, x;],x; € R:

Theorem 1.14: Let X, ..., X, be random variables, and denote, for x € R

and j=1,...,n 4j(x)={w e Q: X;(w) <x}. Then X1, ..., X, are inde-

pendent if and only if for arbitrary (xi,...,x,)" € R" the sets Ai(x),
.y Au(x,) are independent.

The complete proof of Theorem 1.14 is difﬁcult and is therefore omitted,
but the result can be motivated as follow. Let .79 = {Q, @, X L(—o00, x]),

X; Y(y,0)),Vx,y e R together with all finite unions and mtersectlons of the

1atter two types of sets}. Then .7 ; 1s an algebra such that for arbitrary 4; € 7 0‘0
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the sequence of sets A4; is independent. This is not too hard to prove Now
7 =1{X; '(B), B € B}} is the smallest o-algebra containing .7 ; and is also
the smallest monotone class containing .70 ;- One can show (but this is the hard
part), using the propert1es of monotone class (see Exercise 11 below), that, for
arbitrary 4; € .7, the sequence of sets 4; is independent as well.
It follows now from Theorem 1.14 that

Theorem 1.15: The random variables X1, . .., X, are independent if and only
if the joint distribution function F(x) of X = (X1, ..., X,)T can be written as
the product of the distribution functions F;(x;) of the X;’s, that is, F(x) =
]_[;l.:1 Fi(x;), where x = (x1, ..., x,)".

The latter distribution functions F;(x;) are called the marginal distribution
functions. Moreover, it follows straightforwardly from Theorem 1.15 that, if
the joint distribution of X = (X1, ..., X,)T is absolutely continuous with joint
density function f(x), then X1, ..., X, are independent if and only if f(x) can
be written as the product of the density functions f;(x;) of the X’s:

f@) =T]fix). where x=(xr.....x)"
j=1

The latter density functions are called the marginal density functions.

1.11. Exercises

1. Prove (1.4).

2. Prove (1.17) by proving that In[(1 — u/n)"]=nIn(l — u/n) - —p for
n — oo.

3. Let .7, be the collection of all subsets of 2 = (0, 1] of the type (a, b], where
a < b are rational numbers in [0, 1], together with their finite disjoint unions
and the empty set 1. Verify that .7 is an algebra.

4. Prove Theorem 1.2.

5. Prove Theorem 1.5.

6. Let 2 = (0, 1], and let € be the collection of all intervals of the type (a, b]
with 0 < a < b < 1. Give as many distinct examples as you can of sets that
are contained in o (€) (the smallest o-algebra containing this collection ¢)
but not in «(€) (the smallest algebra containing the collection ¢).

7. Show that o ({[a,b]:Va <b, a,beR})=3RB

8. Prove part (g) of Theorem 1.8.

9. Prove that .7 defined by (1.20) is an algebra.
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Prove (1.22).

A collection .7 of subsets of a set Q2 is called a monotone class if the following
two conditions hold:

A, € F, 4y C Appr,n=1,2,3, . .imply U2, 4, € .7,
Ay € F, 4y D Apr1,n =1,2,3, . .imply N°2, 4, € 7.
Show that an algebra is a o-algebra if and only if it is a monotone class.

A collection .7, of subsets of a set 2 is called a A-system if 4 € .7, implies
A € 7, and for disjoint sets A; € F, U;?';lAj € .7,. A collection .7, of
subsets of a set Q is called aw-system if 4, B € .7, impliesthat 4 N B € .7 ;.
Prove that if a A-system is also a w-system, then it is a o -algebra.

Let .7 be the smallest o-algebra of subsets of R containing the (countable)
collection of half-open intervals (— oo, ¢] with rational endpoints q. Prove that
7 contains all the Borel subsets of R : J8 = .7.

Consider the following subset of R? : L = {(x,y) e R : y =x,0 < x < 1}.
Explain why L is a Borel set.

Consider the following subset of R* : C = {(x, y) € R? : x2 + 2 < 1}. Ex-
plain why C is a Borel set.

Prove Theorem 1.11. Hint: Use Definition 1.12 and Theorem 1.8. Determine
first which parts of Theorem 1.8 apply.

Let F(x) = ffoo f(u)du be an absolutely continuous distribution function.
Prove that the corresponding probability measure p is given by the Lebesgue
integral (1.27).

Prove that the Lebesgue integral over a Borel set with zero Lebesgue measure
is zero.

Let {Q, .7, P} be a probability space, and let B € .7 with P(B) > 0. Verify
that {B, . N B, P(-|B)} is a probability space.

Are disjoint sets in .7 independent?

(Application of Bayes’ rule): Suppose that a certain disease, for instance HIV+,
afflicts 1 out of 10,000 people. Moreover, suppose that there exists a medical
test for this disease that is 90% reliable: If you don’t have the disease, the test
will confirm that with probability 0.9; the probability is the same if you do
have the disease. If a randomly selected person is subjected to this test, and the
test indicates that this person has the disease, what is the probability that this
person actually has this disease? In other words, if you were this person, would
you be scared or not?

Let A and B in .7 be pairwise independent. Prove that 4 and B are independent
(and therefore 4 and B are independent and A and B are independent).
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23. Draw randomly without replacement # balls from a bowl containing R red balls
and N — R white balls, and let X; = 1 if the jth draw is ared balland X; = 0
if the jth draw is a white ball. Show that X, ..., X, are not independent.

APPENDIXES

1.A. Common Structure of the Proofs of Theorems 1.6 and 1.10

The proofs of Theorems 1.6 and 1.10 employ a similar argument, namely the
following:

Theorem 1.A.1: Let 6 be a collection of subsets of a set 2, and let o(€) be
the smallest o -algebra containing €. Moreover, let p be a Boolean function on
o (€), that is, p is a set function that takes either the value “True” or “False.”
Furthermore, let p(A) = True for all sets A in €. If the collection D of sets A
in o(6) for which p(A) = True is a o-algebra itself, then p(A) = True for all
sets A in o(6).

Proof: Because Q is a collection of sets in o(€) we have @ C o (€). More-
over, by assumption, € C 9, and Q is a o -algebra. But o (€) is the smallest o -
algebra containing €; hence, 0 (€) C Q. Thus, @ = ¢(€) and, consequently,
p(A) = True for all sets 4 in o(€). Q.E.D.

This type of proof will also be used later on.

Of course, the hard part is to prove that D is a o-algebra. In particular, the
collection D is not automatically a o-algebra. Take, for example, the case in
which Q = [0, 1], € is the collection of all intervals [a, ] with0 <a < b < 1,
and p(A4) = True if the smallest interval [a, b] containing A has positive length:
b —a > 0 and p(A4) = False otherwise. In this case o(€) consists of all the
Borel subsets of [0, 1] but & does not contain singletons, whereas o (€) does,
and thus & is smaller than o (€) and is therefore not a o -algebra.

1.B. Extension of an Outer Measure to a Probability Measure

To use the outer measure as a probability measure for more general sets that
those in .7, we have to extend the algebra .7, to a o-algebra .7 of events for
which the outer measure is a probability measure. In this appendix it will be
shown how .7 can be constructed via the following lemmas.

Lemma 1.B.1: For any sequence B, of disjoint sets in Q, P*(U2,B,) <
Yont P(By).

Proof: Given an arbitrary ¢ > 0 it follows from (1.21) that there exists a
countable sequence of sets 4, ; in 7 such that B, C U_‘/’.il Ay, j and P*(B,) >
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> 721 P(4,;) — e27"; hence,

> P*(B)) > ZZP(An e 822 =) "> P4n)) —e.
n=1

n=1 j= n=1 n=1 j=I

(1.28)

Moreover, U2 B, C U2, U2, 4, ;, where the latter is a countable union of
sets in .7 ; hence, it follows from (1.21) that

P*( ) ZZP(A,,]) (1.29)
n=1 j=
If we combine (1.28) and (1.29), it follows that for arbitrary ¢ > 0,

i P*(B,) > P* (fjl B,,) —s (1.30)

n=1

Letting ¢ | 0, the lemma follows now from (1.30). Q.E.D.

Thus, for the outer measure to be a probability measure, we have to impose
conditions on the collection .7 of subsets of €2 such that for any sequence B;
of disjoint sets in .7, P*(U;’.‘;l Bj) > Zj‘;l P*(B;). The latter is satisfied if we
choose .7 as follows:

Lemma 1.B.2: Let.7 be a collection of subsets B of 2 such that for any subset
A of Q:

P*(4) = P*(4N B) + P*(AN B). (1.31)
Then for all countable sequences of disjoint sets A; € .7, P*(U3Z,4;) =
Z;’;l P*(4;).
Proof: Let A_UOO 1Aj, B=A;. Then ANB=ANA; =4, and AN
B = U7Z,4; are d1s_|01nt, hence,
P*(UZ, 4;) = P*(4) = P*(AN B)+ P*(4N B)
= P*(4y) + P*( Ui, A4;). (1.32)
If we repeat (1.32) for P*(U3Z,4;) with B = Ay, k=2,..., n, it follows by

induction that

Pr(UZ, 4 ZP(A)+P( % i1 45)

> ZP*(Aj) forall »n > 1,
j=1

hence, P*(UX,4,) > 37, P*(4;). QE.D.
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Note that condition (1.31) automatically holds if B € .#,: Choose an
arbitrary set 4 and an arbitrary small number ¢ > 0. Then there ex-
ists a covering 4 C U2, 4;, where A4; € 7, such that 3 72| P(4;) <
P*(A4) + e. Moreover, because 4N B C Uj?‘;lAj N B, where 4;N B € .7y,
and ANB C U;‘;IAJ- N B, where A NB e .7y, we have P*(ANB) <
Y2, P(4; N B) and P*(AN B) < Y52, P(4; N B); hence, P*(4N B) +
P*(4 N B) < P*(A) + ¢. Because ¢ is arbitrary, it follows now that P*(4) >
P*(AN B)+ P*(AN B).

I will show now that

Lemma 1.B.3: The collection .7 in Lemma 1.B.2 is a o-algebra of subsets of
Q containing the algebra 7.

Proof: First, it follows trivially from (1.31) that B € .7 implies B € .7. Now,
let B; € 7. It remains to show that U2, B; € .7, which I will do in two steps.
First, I will show that .7 is an algebra, and then I will use Theorem 1.4 to show
that .7 is also a o -algebra.

(a) Proof'that 7 is an algebra: We have to show that B;, B, € .7 implies
that B; U B, € .7. We have

P*(AN B))= P*(AN B, N By)+ P*(AN B, N By),
and because

AN(BIUBy)) =(4ANB)U(4N BN By),
we have

P*(AN (B, U By)) < P(AN B)+ P*(AN By N B)).
Thus,

P*(AN (B U By))+ P*(AN BN By) < P*(4N By)

+ P*(AN By N By)+ P*(AN B, N By)
= P*(AN B))+ P*(AN B)) = P*(4). (1.33)

Because ~(B; U By) = B1 N B, and P*(4) < P*(AN (B, U By)) +
P*(AN(~(B1 U By)), it follows now from (1.33) that P*(A) =
P*(AN(B1 U By))+ P*(AN(~(B1 U By)). Thus, By, B, € .7 implies
that B; U B, € .7; hence, .7 is an algebra (containing the algebra .7).
(b) Proof that .7 is a o-algebra: Because we have established that .7 is
an algebra, it follows from Theorem 1.4 that, in proving that .7 is
also a o-algebra, it suffices to verify that U2, B; € .7 for disjoint
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sets B; € .7. For such sets we have 4 N (U;'.ZlBj) NB,=AN B, and
AN(U'_Bj)N B, = AN (U2} B)); hence,

P* <Aﬂ ( : B,))
j=1
= P*(AO(CJ Bj>ﬂBn>+P*(Aﬂ<CJ B,-)ﬂén)
j=I j=1 -

— P*(4N B,) + P* (A n ('ful Bj>> .

J

I
-

Consequently,
n
plan( 0 B))=> P4nB). 1.34
(10 (1))~ roaon oo

Next, let B = U7, B;. Then B= ﬂ;‘;lf?j C ﬂ;'.:lf?j = ~(U;_, B)); hence,

P*(4N B) < P* (Aﬂ <~[A”IB,D>. (1.35)
=

It follows now from (1.34) and (1.35) that foralln > 1,

= (s0(30))+# (1n(-[])

n
=

P*(AN B;)+ P*(AN B);
j=1

hence,

o0

P*(A) > Z P*(AN B;)+ P*(AN B)> P*(AN B)+ P*(4N B),

j=1
(1.36)

where the last inequality is due to
00 oo
P*(ANB)=P* ( uin BJ-)> < E P*(AN Bj).
j=1 .
Jj=1

Because we always have P*(4) < P*(4 N B) + P*(4 N B) (compare Lemma
1.B.1), it follows from (1.36) that, for countable unions B = Uj?‘;l B; of disjoint
sets B; € .7,

P*(A) = P*(4N B)+ P*(AN B);
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hence, B € .7. Consequently, .7 is a o -algebra and the outer measure P* is a
probability measure on {2, .7}. Q.E.D.

Lemma 1.B.4: The o-algebra .7 in Lemma 1.B.3 can be chosen such that P*
is unique: any probability measure P, on {2, .7} that coincides with P on
is equal fo the outer measure P*.

The proof of Lemma 1.B.4 is too difficult and too long (see Billingsley 1986,
Theorems 3.2-3.3) and is therefore omitted.
If we combine Lemmas 1.B.2—1.B.4, Theorem 1.9 follows.



2 Borel Measurability, Integration,
and Mathematical Expectations

2.1. Introduction

Consider the following situation: You are sitting in a bar next to a guy who
proposes to play the following game. He will roll dice and pay you a dollar per
dot. However, you have to pay him an amount y up front each time he rolls the
dice. Which amount y should you pay him in order for both of you to have equal
success if this game is played indefinitely?

Let X be the amount you win in a single play. Then in the long run you will
receive X = 1 dollars in 1 out of 6 times, X = 2 dollars in 1 out of 6 times, up
to X = 6 dollars in 1 out of 6 times. Thus, on average you will receive (1 +
2 +---4 6)/6 = 3.5 dollars per game; hence, the answer is y = 3.5.

Clearly, X is a random variable: X(w) = Z?:l j - I(w € {j}), where here,
and in the sequel, /(-) denotes the indicator function:

I(true) =1, I(false) = 0.

This random variable is defined on the probability space {2, .7, P}, where
Q=1{1,2,3,4,5, 6}, .7 is the o-algebra of all subsets of €2, and P({w}) =
1/6 for each w € 2. Moreover, y = Z(/’.zl j/6 = Z?zl jP({j}). This amount
y is called the mathematical expectation of X and is denoted by E(X).

More generally, if X is the outcome of a game with payoff function g(X),
where X is discrete: p; = P[X =x;] > 0 with Z;l':l pj =1 (n is possibly
infinite), and if this game is repeated indefinitely, then the average payoff will
be

y=E[RXN] =) gx)p; .1
j=1

Some computer programming languages, such as Fortran, Visual Basic, C++,
and so on, have a built-in function that generates uniformly distributed random
numbers between zero and one. Now suppose that the guy next to you at the
bar pulls out his laptop computer and proposes to generate random numbers

37
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and pay you X dollar per game if the random number involved is X provided
you pay him an amount y up front each time. The question is again, Which
amount y should you pay him for both of you to play even if this game is played
indefinitely?

Because the random variable X involved is uniformly distributed on
[0, 1], it has distribution function F(x) =0 forx <0, F(x) =x for0 < x <
1, F(x) =1 for x > 1 with density function f(x) = F'(x) =1(0 < x < 1).
More formally, X = X(w) = w is a nonnegative random variable defined on
the probability space {2, .7, P}, where Q = [0, 1], .7 = [0, 1] N B, that
is, the o-algebra of all Borel sets in [0, 1], and P is the Lebesgue measure
on [0, 1].

To determine y in this case, let

Xi(w) = Z |: inf ]X(a)):| I(w € (bj-1,b/])

= we(bj-1,b;
=Y b1 1@ € (bj-1. b,
j=1

where by = 0 and b,, = 1. Clearly, 0 < X, < X with probability 1, and, as is
true for the dice game, the amount y involved will be greater than or equal to
PR b{_lP((b{-_.l, biD) =" bj-1(b; —b;-1). Taking thg supremum over
all possible partitions U7_(b;-1, b;] of (0, 1] then yields the integral

1
y=EX)= f xdx = 1/2. 2.2)
0

More generally, if X is the outcome of a game with payoff function g(X),
where X has an absolutely continuous distribution with density f(x), then

o]

¥ = Elg(X)] = / 2(0)f (¥)dx. 23)

—00

Now two questions arise. First, under what conditions is g(X) a well-defined
random variable? Second, how do we determine £(.X) if the distribution of X
is neither discrete nor absolutely continuous?

2.2. Borel Measurability

Let g be areal function and let X be a random variable defined on the probability
space {2, .7, P}. For g(X) to be a random variable, we must have that

For all Borel sets B, {w € Q : g(X(w)) € B} € 7. (2.4)
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It is possible to construct a real function g and a random variable X for which
this is not the case. But if

For all Borel sets B, 45 = {x € R : g(x) € B} is a Borel set itself,
(2.5)

then (2.4) is clearly satisfied because then, for any Borel set B and 45 defined
in (2.5),

(weQ:g(X(w)eBl={weQ: X(w)e Az} € 7.

Moreover, if (2.5) is not satisfied in the sense that there exists a Borel set B
for which A4z is not a Borel set itself, then it is possible to construct a random
variable X such that the set

lweQ:gX(w) € B} ={weQ: X(w) € Ap} ¢ F;

hence, for such a random variable X, g(X) is not a random variable itself.!
Thus, g(X) is guaranteed to be a random variable if and only if (2.5) is satisfied.
Such real functions g(x) are described as being Borel measurable:

Definition 2.1: A real function g is Borel measurable if and only if for all Borel
sets B in R the sets Ag = {x € R : g(x) € B} are Borel sets in R. Similarly, a
real function g on R is Borel measurable if and only if for all Borel sets B in
R the sets Ay = {x € R¥ : g(x) € B} are Borel sets in R¥.

However, we do not need to verify condition (2.5) for all Borel sets. It suffices
to verify it for Borel sets of the type (—oo, y], y € R only:

Theorem 2.1: A real function g on R¥ is Borel measurable if and only if for all
v € Rthe sets A, = {x € R' : g(x) <y} are Borel sets in R.

Proof: Let O be the collection of all Borel sets B in R for which the sets
{x € R¥ : g(x) € B} are Borel sets in R, including the Borel sets of the type
(=00, ¥], y € R. Then D contains the collection of all intervals of the type
(=00, y], ¥ € R. The smallest o -algebra containing the collection {(—o0, ],
v € R} is just the Euclidean Borel field B = o ({(—00, ¥], v € R}); hence, if D
is a o-algebra, then JB C . But D is a collection of Borel sets; hence, & C
JB. Thus, if D is a o-algebra, then JB = D. The proof that D is a o-algebra is
left as an exercise. Q.E.D.

The simplest Borel measurable function is the simple function:

! The actual construction of such a counterexample is difficult, though, but not impossible.
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Definition 2.2: 4 real function g on RF is called a simple function if it takes
the form g(x) = 37 a;I(x € B)), withm < o0, a; € R, where the B;’s are
disjoint Borel sets in R,

Without loss of generality we may assume that the disjoint Borel sets B;’s
form a partition of R* : U"_, B; = R because, if not, then let g(x) = 27:11
a;l(x€B;),with B, | = IR"\(U;’.’:l B;)and a,,11 = 0. Moreover, without loss of
generality we may assume that the a;’s are all different. For example, if g(x) =
Z;’:ll ajl(x € B)) and @y = ap+1, then g(x) = 37, a;1(x € BY), where
B;‘:ijorj: l,...,m—1and B} = B, U Bj1.

Theorem 2.1 can be used to prove that

Theorem 2.2: Simple functions are Borel measurable.

Proof: Letg(x)= Z7=1 a;l (x € B;) be a simple function on R, For arbitrary
yeR,

m

xeR :gx)<y}={xeR':) a;I(xeB) <y =Y B

Jj=1

which is a finite union of Borel sets and therefore a Borel set itself. Because y
was arbitrary, it follows from Theorem 2.1 that g is Borel measurable. Q.E.D.

Theorem 2.3: If f(x) and g(x) are simple functions, then so are f(x) + g(x),

f(x)—g(x), and f(x)- g(x). If, in addition, g(x) # 0 for all x, then f(x)/g(x)
is a simple function.

Proof: Exercise
Theorem 2.1 can also be used to prove

Theorem 2.4: Let g;(x), j =1,2,3,... be a sequence of Borel-measurable
functions. Then

(@ fin(x)=min{g1(x),...,g.x)}and f5,(x) = max{g(x), ..., g.(x)}
are Borel measurable;

b) fi(x)=inf,-,8n(x)and fr(x)=sup,. 8. (x) are Borel measurable; and

() hi(x)= limi_nﬁ,_)oog,,(x) and hy(x) =_limsupn_)ocg,,(x) are Borel mea-
surable;

(d) if g(x) = lim,_, 0gn(x) exists, then g is Borel measurable.

Proof: First, note that the min, max, inf, sup, liminf, limsup, and lim oper-
ations are taken pointwise in x. I will only prove the min, inf, and liminf cases
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for Borel-measurable real functions on R. Again, let y € R be arbitrary. Then,

(@ {xeR: fi,x)<yt=VUj_{xeR:g(x) <y} B
®) {xeR: fik) <y} =U% {xeR:g;(x) <y} € B
© {xeR:h@) <y}=ML UL, {reR:g(x) <y} B

The max, sup, limsup, and lim cases are left as exercises. Q.E.D.

Because continuous functions can be written as pointwise limits of step
functions and step functions with a finite number of steps are simple functions,
it follows from Theorems 2.1 and 2.4(d) that

Theorem 2.5: Continuous real functions are Borel measurable.

Proof: Let g be a continuous function on R. Define for natural numbers 7,
2u(x) = g(x) if —n < x < n but g,(x) = 0 elsewhere. Next, define forj =0, ...,
m—landm=1,2,...

B(j,m,n)=(—n+2n-j/m,—n+2(j + )n/m].

Then the B( j, m, n)’s are disjoint intervals such that U;'.’;OIB(j, m,n) = (—n,
n]; hence, the function

m—1
Erm(x) =Y ( inf )g(x*))l(x € B(j, m,n))

=0 .:EB(],m,n

is a step function with a finite number of steps and thus a simple function.
Because, trivially, g(x) = lim,,, 50 g, (x) pointwise in x, g(x) is Borel measurable
if the functions g,(x) are Borel measurable (see Theorem 2.4(d)). Similarly,
the functions g,(x) are Borel measurable if, for arbitrary fixed n, g,(x) =
lim,, 00 gn.m(x) pointwise in x because the g, ,,(x)’s are simple functions and
thus Borel measurable. To prove g,(x) = limy,_, .o €n.m(x), choose an arbitrary
fixed x and choose n > |x|. Then there exists a sequence of indices j, , such
that x € B(ju.m, m, n) for all m; hence,
0<8x)—=8mx)=glx)— inf  g(x)
X €B( n)

* Jnm M

=< s lg(x) — g(x:)l — 0
as m — oo. The latter result follows from the continuity of g(x). Q.E.D.
Next, I will show in two steps that real functions are Borel measurable if and
only if they are limits of simple functions:

Theorem 2.6: A nonnegative real function g(x) is Borel measurable if and only
if there exists a nondecreasing sequence g,(x) of nonnegative simple functions
such that pointwise in x, 0 < g,(x) < g(x), and lim,_, 50 gn(x) = g(x).
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Proof: The “if” case follows straightforwardly from Theorems 2.2 and 2.4.
For proving the “only if” case let, for 1 <m < n2", g,(x) = (m — 1)/2" if
(m —1)/2" < g(x) < m/2" and g,(x) = n otherwise. Then g, (x) is a sequence
of simple functions satisfying 0 < g,,(x) < g(x) and lim,,_, o€, (x) = g(x) point-
wise inx. Q.E.D.

Every real function g(x) can be written as a difference of two nonnegative
functions:

g(x) = &4(x) —&-_(x), where &.(x)=max{g(x),0},
g_(x) = max{—g(x), 0}. (2.6)

Moreover, if g is Borel measurable, then so are g, and g_in (2.6). Therefore, it
follows straightforwardly from (2.6) and Theorems 2.3 and 2.6 that

Theorem 2.7: A real function g(x) is Borel measurable if and only if it is the
limit of a sequence of simple functions.

Proof: Exercise.
Using Theorem 2.7, we can now generalize Theorem 2.3 to

Theorem 2.8: If f(x) and g(x) are Borel-measurable functions, then so are

fx)+gx), f(x) — g(x), and f(x) - g(x). Moreover, if g(x) # 0 for all x, then
f(x)/g(x) is a Borel-measurable function.

Proof: Exercise.

2.3. Integrals of Borel-Measurable Functions with Respect to a
Probability Measure

If g is a step function on (0, 1] — for instance, g(x) = ZT:I ajl(xe(b;,bj11])—
where by = 0 and b, | = 1, then the Riemann integral of g over (0, 1] is defined
as

1
m

f g)dx =Y aj(bj1—bj)=Y_a; u(bj. bjn1]).
0 Jj=1 j=1
where p is the uniform probability measure on (0, 1]. Mimicking these results

for simple functions and more general probability measures w, we can define the
integral of a simple function with respect to a probability measure u as follows:

Definition 2.3: Let  be a probability measure on {R*, 8"}, and let g(x) =
Z;’;l a;1(x € Bj) be a simple function on R. Then the integral of g with
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respect to |4 is defined as
m
def.
[ ewine =y a s
j=1

For nonnegative continuous real functions g on (0, 1], the Riemann integral of
g over (0, 1] is defined as fol g(x)dx = supy_, -, fol g«(x)dx, where the supre-
mum is taken over all step functions g, satisfying 0 < g,(x) < g(x) for all x
in (0, 1]. Again, we may mimic this result for nonnegative, Borel-measurable
functions g and general probability measures u:

Definition 2.4: Let u be a probability measure on {R*, 8} and let g(x) be
a nonnegative Borel-measurable function on R*. Then the integral of g with
respect to | is defined as

def.
[ ewine® s [ gcoduco.
0<g.,<g
where the supremum is taken over all simple functions g, satisfying 0 < g,(x) <
g(x) for all x in a Borel set B with w(B) = 1.

Using the decomposition (2.6), we can now define the integral of an arbitrary
Borel-measurable function with respect to a probability measure:

Definition 2.5: Let i1 be a probability measure on {R* 5*} and let g(x) be a
Borel-measurable function on R¥. Then the integral of g with respect to | is
defined as

/ () p(x) = / 2, (n)dp(x) — / g (n)du(x), @.7)

where g (x) = max{g(x), 0}, g_(x) = max{—g(x), 0} provided that at least one
of the integrals at the right-hand side of (2.7) is finite.

Definition 2.6: The integral of a Borel-measurable function g with respect
f.
to a probability measure | over a Borel set A is defined as fA g(x)du(x) o

JI(x € A)g(x)du(x).

All the well-known properties of Riemann integrals carry over to these new
integrals. In particular,

2 The notation [g(x)d(x) is somewhat odd because (x) has no meaning. It would be

better to denote the integral involved by [g(x)u(dx) (which some authors do), where dx
represents a Borel set. The current notation, however, is the most common and is therefore
adopted here too.

Because 0o — oo is not defined.
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Theorem 2.9: Let f(x) and g(x) be Borel-measurable functions on R¥, let ju
be a probability measure on {R¥, 8"}, and let A be a Borel set in R*. Then

@ [ (ag(x)+ Bf(x)du(x) = a [, gx)dux) + B [, f(x)du(x).

(b) For disjoint Borel sets A; in R%, Joe 4 gx)dp(x) =
5 [y, g)du ). o

(c) Ifg(x) > 0forall xin A, then fA g(x)du(x) = 0.

(d) Ifg(x)> f(x)forallxin A, then [, g(x)du(x) > [, f(x)du(x).

© |[,80)dp)| < [, lg0)ldp).

() If i(4) = 0, then [, g(x)dp(x) = 0.

(@) If [ |g(x)ldu(x) < co and limy_.oo u(An) = 0 for a sequence of Borel
sets Ay, thenlimy oo [, g(x)du(x) = 0.

Proofs of (a)—(f): Exercise.
Proof of (g): Without loss of generality we may assume that g(x) > 0. Let

Ci={xeR:k<gkx)<k+1} and
B, ={x eR:gx)>=m}=U2,Ch.

Then [pg()du(x) = 32 [¢,g(x)dp(x) < oo; hence,

f gx)dpx) = / g(x)du(x) - 0 for m — oo. (2.8)
k=m Ck

B

Therefore,

/ () p(x) = / 2()du) + / 2()du)

An AnN By AxN(R\B,,)
< / 2Cd() + mu(An);
Bm

hence, for fixed m, limsup,—o [, g(x)du(x) < [; g(x)du(x). Letting
m — oo, we find that part (g) of Theorem 2.9 follows from (2.8). Q.E.D.

Moreover, there are two important theorems involving limits of a sequence
of Borel-measurable functions and their integrals, namely, the monotone con-
vergence theorem and the dominated convergence theorem:

Theorem 2.10: (Monotone convergence) Let g, be a nondecreasing sequence
of nonnegative Borel-measurable functions on R* (i.e., for any fixed x € R,
0<gix)<guri(x)forn=1,2,3,...), and let | be a probability measure
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on {R¥, B*}. Then

Jim / 2, )du(x) = / Tim 2, ()dp().

Proof: First, observe from Theorem 2.9(d) and the monotonicity of
gn that [g,(x)du(x) is monotonic nondecreasing and that therefore
lim,,—, o [ @4 (x)du(x) exists (but may be infinite) and g(x) = lim,_, ccg,(x)
exists (but may be infinite) and is Borel-measurable. Moreover, given that for
x € R¥, g,(x) < g(x), it follows easily from Theorem 2.9(d) that [gn(x)dpu(x) <
[ g(x)dp(x); hence, lim,_, o [ gx(x)dpu(x) < [g(x)du(x).Thus, it remains to
be shown that

lim / &) p(x) = f g0 (x). 2.9)

It follows from the definition on the integral ['g(x)du(x) that (2.9) is true if, for
any simple function f(x) with 0 < f(x) < g(x),

lim f g ()dp(x) = / F)dp(). (2.10)

Given such a simple function f(x), let 4, = {x € R* : g,(x) > (1 — &) f(x)}
for arbitrary € > 0, and let sup, f(x) = M. Note that, because f(x) is simple,
M < oo. Moreover, note that

lim u(RM\4,) = lim p({x e RF: g,(x) < (1 — &) f(x)}) = 0.
n—0oQ n— 00
(2.11)
Furthermore, observe that

/ g(du(x) = / g (du() = (1 — ¢) / FEdu(x)
Ay

— (e / Fe)dutx) — (1 — ) f FE)du(x)
R\ 4,
= (1= 2) [ Sdut) = (1 = )Mu(R\4,).
2.12)

It follows now from (2.11) and (2.12) that, for arbitrary ¢ > 0,
lim,,_, o0 [ €n(X)dp(x) > (1 — &) [ f(x)du(x), which implies (2.10). If we com-
bine (2.9) and (2.10), the theorem follows. Q.E.D.

Theorem 2.11: (Dominated convergence) Let g, be sequence of Borel-
measurable functions on R* such that pointwise in x, g(x) = lin,_ 00gn(x),
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and let g(x) = supy>11g,(x)|. If [ g(x)du(x) < oo, where w is a probability
measure on {R*, 8"}, then

Tim / 2, () pu(x) = / g)dp().

Proof: Let f,(x) = g(x) — sup,,~,&n(x). Then f,(x) is nondecreasing and
nonnegative and lim,_ o f4(x) = g(x) — g(x). Thus, it follows from the
condition | g(x)du(x) < oo and Theorems 2.9(a,d)-2.10 that

[ et = tim [ sup g, duco

m>n

> lim sup/gm(x)dy,(x) = limsup/g,,(x)du(x).

n—=>00 m>n n—o00
(2.13)

Next, let 4,(x) = g(x) + inf,,>,g,(x). Then A,(x) is nondecreasing and non-
negative and lim,,_, oo /1,,(x) = @(x) + g(x). Thus, it follows again from the con-
dition [ g(x)du(x) < oo and Theorems 2.9(a,d)-2.10 that

[ i) = tim [ int g, < fim int [ g, 0ducx)

= l}fﬂ{}éf/ 2n(x)dpu(x). (2.14)

The theorem now follows from (2.13) and (2.14). Q.E.D.

In the statistical and econometric literature you will encounter integrals of the
form [, g(x)dF(x), where F is a distribution function. Because each distribution
function F(x) on R is uniquely associated with a probability measure 1 on g,
one should interpret these integrals as

f ()dF(r) S / () (), (2.15)

A A

where 1 is the probability measure on B associated with F, g is a Borel-
measurable function on R¥, and 4 is a Borel set in g

2.4. General Measurability and Integrals of Random Variables with
Respect to Probability Measures

All the definitions and results in the previous sections carry over to mappings
X : Q — R, where Q is a nonempty set, with .7 a o -algebra of subsets of .
Recall that X is a random variable defined on a probability space {2, .7, P}
if, for all Borel sets B in R, {w € Q : X(Q) € B} € .7. Moreover, recall that
it suffices to verify this condition for Borel sets of the type B, = (—oo, y],
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y € R. These generalizations are listed in this section with all random variables
involved defined on a common probability space {2, .7, P}.

Definition 2.7: A random variable X is called simple if it takes the form X(w) =
27:1 bjl(w e A;), with m < oo, b; €R, where the A;s are disjoint sets in
F.

Compare Definition 2.2. (Verify as was done for Theorem 2.2 that a simple
random variable is indeed a random variable.) Again, we may assume with-
out loss of generality that the ;s are all different. For example, if X has a
hypergeometric or binomial distribution, then X is a simple random variable.

Theorem 2.12: If X and Y are simple random variables, then so are X + Y,
X —Y,and X - Y. If, in addition, Y is nonzero with probability 1, then X/Y is
a simple random variable.

Proof: Similar to Theorem 2.3.

Theorem 2.13: Let X; be a sequence of random variables. Then max<;<, X ;,
mini<j<p X j, SUPu=1 Xy, infu=1Xy, limsup,_, o Xy, and liminf,_, o X, are ran-
dom variables. If lim,_, . X,,(w) = X(w) for all w in a set A in .7 with P(A) =
1, then X is a random variable.

Proof: Similar to Theorem 2.4.

Theorem 2.14: A mapping X: Q2 — R is a random variable if and only if there
exists a sequence X, of simple random variables such that lim,_, - X,(w) =
X(w) for all win a set A in .7 with P(4)=1.

Proof: Similar to Theorem 2.7.
As in Definitions 2.3-2.6, we may define integrals of a random variable X
with respect to the probability measure P in four steps as follows.

Definition 2.8: Let X be a simple random variable: X(w) = ZT:] bil(w e
A;), for instagc;e. Then the integral of X with respect to P is defined as
JX(w)dP () = Z;”:l b;P(4;).*

Definition 2.9: Let X be a nonnegative random variable (with probability
1). Then the integral of X with respect of P is defined as [X(w)dP(w) =
SUPo<x.<x [ X(w).dP(w), where the supremum is taken over all simple random
variables X+ satisfying P[0 < X, < X]= 1.

4 Again, the notation J X(w)dP(w) is odd because P(w) has no meaning. Some authors use
the notation [ X(w)P(dw), where dw represents a set in 7. The former notation is the
most common and is therefore adopted.
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Definition 2.10: Let Xbea random variable. Then the integral of X with respect
to P is defined as [ X(a))dP(w) f X (w)dP(®) — [X_(w) dP(w), where
Xy = max{X, 0} and X_ = max{—X, 0}, provided that at least one of the
latter two integrals is finite.

Definition 2.11: The integral of a random variable X with respect to a prob-
ability measure P over a set A in 7 is defined as [, X(w)dP(w) = [I(w €
A) X (w)dP(w).

Theorem 2.15: Let X and Y be random variables, and let A be a set in .7. Then

@ [ (aX(w)+ BY(w)dP(w)=«a [, X(w)dP(w)+ B [, Y(w)dP(w).

(b) For disjoint sets A; in .7, fujc 4, X(@)dP(w) = > fA, X(w)dP(w).

(c) If X(w) =0 forallwinA, then [, X(w)dP(w) > 0.

(d) If X(w) = Y(w) forall win A, then fA X(w)dP(w) > fA Y(w)dP(w).

@ |[, X(@)dP(w)| < [, |X(w)|dP(w).

() IfP(4) =0, then [, X(w)dP(w) = 0.

(g If [|X(w)ldP(w) < oo and for a sequence of sets A, in F, limy_
P(4,) =0, then lim, oo [, X(w)dP(w) = 0.

Proof: Similar to Theorem 2.9.
Also the monotone and dominated-convergence theorems carry over:

Theorem 2.16: Let X, be a monotonic, nondecreasingsequence of nonnegative
random variables defined on the probability space {2, .7, P}, that is, there
exists a set A € .F with P(A) =1 such that for all ® € 4, 0 < X,(w) <
Xyr1(w),n=1,2,3,.... Then

lim / Xo(0)dP(w) = / lim X, (@)dP().

Proof: Similar to Theorem 2.10.

Theorem 2.17: Let X, be a sequence of random variables defined on the
probability space {2, .7, P} such that for all ® in a set A € .7 with
P(4)=1, Y(w) = lzm,,_,ooX (). Let X = sup,-, | X,|. IffX(a))dP(a)) < 00,
then limy, 0o [ Xn(@)dP(w) = [ Y(w)dP(w).

Proof: Similar to Theorem 2.11.

Finally, note that the integral of a random variable with respect to the corre-
sponding probability measure P is related to the definition of the integral of a
Borel-measurable function with respect to a probability measure pu:

Theorem 2.18: Let py be the probability measure induced by the random vari-
able X. Then [ X(w)d P(w) = [ xdux(x). Moreover, if g is a Borel-measurable
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real function on R* and X is a k-dimensional random vector with induced
probability measure [ux, then [ g(X(w))d P(w) = [ g(x)dux(x). Furthermore,
denoting in the latter case Y = g(X), with y the probability measure in-
duced by Y, we have [Y(w)dP(®)= [ g(X(w))dP(w)= [gx)dux(x)=
S yduy(y).

Proof: Let X be a simple random variable: X(w) = 3""_, b;I(» € 4)),
for instance, and recall that without loss of generality we may assume that
the b;’s are all different. Each of the disjoint sets 4; are associated with disjoint
Borel sets B; such that 4, = {w € @ : X(a)) € B} (e.g., let B = {b;}). Then

JX@)dP @) = X by P(Ay) = S byuX(B) = [g.(¥)diex(x), where
g.(x)=>" =1 b;I(x € B)) is a simple function such that

g(X(@) =) biI(X(w) € B))=Y b;I(w€ 4;) = X().
j=1 j=1

Therefore, in this case the Borel set C = {x : g,(x) # x} has px measure zero:
wx(C) = 0, and consequently,

/ X(@)dP(@) = f () px(x) + / 2 px(x)
C

R\C

= fdeX(x)zfxduX(x). (2.16)

R\C

The rest of the proof'is left as an exercise. Q.E.D.

2.5. Mathematical Expectation

With these new integrals introduced, we can now answer the second question
stated at the end of the introduction: How do we define the mathematical ex-
pectation if the distribution of X is neither discrete nor absolutely continuous?

Definition 2.12: The mathematical expectation of a random variable X
is defined as E(X) = [X(w)dP(w) or equivalently as E(X)= [xdF(x)
(cf(2.15)), where F is the distribution function of X, provided that the integrals
involved are defined. Similarly, if g(x) is a Borel-measurable function on R* and
Xis a random vector in R¥, then, equivalently, E[g(X)] = [g(X(w))d P(w) =
[g(x)dF(x), provided that the integrals involved are defined.

Note that the latter part of Definition 2.12 covers both examples (2.1) and
(2.3).

As motivated in the introduction, the mathematical expectation E[g(X)] may
be interpreted as the limit of the average payoff of a repeated game with pay-
off function g. This is related to the strong law of large numbers, which we
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will discuss in Chapter 7: Let X7, X, Xj,...be a sequence of independent
random variables or vectors each distributed the same as X, and let g be a
Borel-measurable function such that E[|g(X)|] < co. Then

P (nlir&(l/n)Zg(X/) = E[g(X)]) =L
j=1

There are a few important special cases of the function g — in particular the
variance of X, which measures the variation of X around its expectation E(X) —
and the covariance of a pair of random variables X and Y, which measures how
X and Y fluctuate together around their expectations:

Definition 2.13: The m's moment (m = 1,2, 3, ...) of a random variable X is
defined as E(X™), and the m s central moment of X is defined by E(|X — ux|™),
where 1, = E(X). The second central moment is called the variance of X,
var(X) = E[(X — ,)*] = o2, for instance. The covariance of a pair (X, Y) of
random variables is defined as con(X, Y) = E[(X — uy) (Y — p,)], where i,
is the same as before, and i, = E(Y). The correlation (coefficient) of a pair (X,
Y) of random variables is defined as

cov(X,Y)
Vvar(X)/var(Y)

The correlation coefficient measures the extent to which Y can be approxi-
mated by a linear function of X, and vice versa. In particular,

corr(X,Y) = =p(X,Y).

Ifexactly Y = a + BX, then corr(X,Y)=1 ifg >0,
corr(X,Y)=—1 ifB <O. (2.17)

Moreover,

Definition 2.14: Random variables X and Y are said to be uncorrelated if
cov(X, Y) = 0. 4 sequence of random variables X; is uncorrelated if, for all
i #J, Xi and X; are uncorrelated.

Furthermore, it is easy to verify that

Theorem 2.19: If X|,..., X, are uncorrelated, then var(Zj=1 X)) =
> iy var(X;).

Proof: Exercise.

2.6. Some Useful Inequalities Involving Mathematical Expectations

There are a few inequalities that will prove to be useful later on — in particular
the inequalities of Chebishev, Holder, Liapounov, and Jensen.
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2.6.1. Chebishev’s Inequality

Let X be a nonnegative random variable with distribution Function F(x), and
let ¢(x) be a monotonic, increasing, nonnegative Borel-measurable function on
[0, 00). Then, for arbitrary ¢ > 0,

E[p(X)] = / P ()dF(x) = / o ()dF(x)

{o(x)>p(e)}
4 / o ()dF(x) = / $()F(x) = (e)
{o(x)<p(e)} {o(x)>p(e)}
x / dF(x) = g(e) / dF(x) = p(e)(1 — F(e)):
{o(x)>p(e)} {x>e}
(2.13)
hence,
P(X > &) = 1 — F(e) < E[o(X)]/o(e). (2.19)

In particular, it follows from (2.19) that, for a random variable Y with expected

value i, = E(Y) and variance o7,

P({a)eQ:|Y(a))—My| >\/a}§7}) <. (2.20)

2.6.2. Holder’s Inequality

Holder’s inequality is based on the fact that In(x) is a concave function on (0, c0):
for 0 <a <b, and 0 <A < 1,In(Aa + (1 — X)b) > Aln(a) + (1 — 1) In(d);
hence,

ra+ (1 —1b=>d p'*. (2.21)

Now let X and Y be random variables, and put a = |X|?/E(|X|?),b =
|Y|9/E(]Y|9), where p > 1 and p~' 4+ ¢~! = 1. Then it follows from (2.21),
withA =1/pand 1 — A = 1/q, that

p—' | X7 N ; |Y |9 >< |.X|? )Up( |Y |4 >l/q
Eqxiry 1 Eqrey = \Eqxp) E(Y]9)

XY
T (EQXIP) P EqYI)T
Taking expectations yields Holder’s inequality:
E(IX-Y]) < (E(X [P)VP (E(Y 19)",
1

1
where p>1 and —+—=1. (2.22)
FZ
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Forthe case p = g = 2,inequality (2.22)reads E(|.X - Y|) < v/ E(X?)/ E(Y?),

which is known as the Cauchy—Schwartz inequality.

2.6.3. Liapounov’s Inequality

Liapounov’s inequality follows from Holder’s inequality (2.22) by replacing Y
with 1:

E(1X]) < (E(X|7)"/?, where p=>1.

2.6.4. Minkowski’s Inequality
If for some p > 1, E[|X|?] < oo and E[|Y|?] < oo, then

E(X +Y]) < (E(X|P)? +(E(Y 1P)'7. (2.23)

This inequality is due to Minkowski. For p = 1 the result is trivial. There-
fore, let p > 1. First note that E[|X + Y|?] < E[(2 - max(|X]|, |Y])?] =
27 E[max(|X|?, |Y|?)] < 2PE[|X|? + |Y|?] < oo; hence, we may apply
Liapounov’s inequality:

E(X+Y) < (E(X+Y|")'"". (2.24)
Next, observe that

E(X+YI?) = E(X+YIP ' X+ Y]) < E(X + Y|P |X])
+E(X + Y|P HY)). (2.25)

Letg = p/(p — 1).Because 1 /¢ + 1/p = litfollows from Holder’s inequality
that

E(X + Y177 X]) < (E(X + Y)Y (E(Lx|P)"/”
< (E(IX +Y1P)' 2B X)), (2.26)

and similarly,
E(X+YIPY) < (E(X + YIP) PE(YI1P)2. (2.27)

If we combine (2.24)—(2.26), Minkowski’s inequality (2.23) follows.

2.6.5. Jensen’s Inequality

A real function ¢(x) on R is called convex if, foralla,be Rand 0 < A < 1,

p(ra + (1 —1)b) < rp(a) + (1 — L)p(b).
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It follows by induction that, then also,
¢ (Z Y a(,) <D a9,
j=1 j=1

where A; >0 for j=1,...,n, and ijzl.
j=1

(2.28)
Consequently, it follows from (2.28) that, for a simple random variable X,
w(E(X)) < E(¢(X)) for all convex real functions ¢ on R. (2.29)

This is Jensen’s inequality. Because (2.29) holds for simple random variables,
it holds for all random variables. Similarly, we have

@(E(X)) > E(p(X)) for all concave real functions ¢ on R.

2.7. Expectations of Products of Independent Random Variables

Let X and Y be independent random variables, and let /' and g be Borel-
measurable functions on R. I will show now that

E[f(X)g(N)] = (E[F(XDDE[(TN)]). (2.30)

In general, (2.30) does not hold, although there are cases in which it holds
for dependent X and Y. As an example of a case in which (2.30) does not hold,
let X = Uy - U, and X = Uy - U,, where Uy, U, and U, are independent and
uniformly [0, 1] distributed, and let f(x) = x, g(x) = x. The joint density of
U(), U1 and U2 is

h(ug, uy, uz) = 1 if (uo, uy, uz)" € [0, 1] x [0, 1] x [0, 1],

h(ug, uy, us) = 0 elsewhere;
hence,

E[f(X)g(V)] = E[X - Y] = E[U; Ui U2 ]
111

= /f/ u%uluzduodul duy

000

1 1 1
= / u% duo / uldul /Uzduz
0 0 0

=(1/3) x(1/2) x (1/2) = 1/12,
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whereas

1 1

E[f(X) / /uoulduodulduz

0 0

1 1
uoduO/uldulfdug = 1/4,
0 0

and similarly, E[g(Y)] = E[Y] = 1/4.

As an example of dependent random variables X and Y for which (2.30) holds,
now let X = Uy(U; — 0.5) and Y = Uy(U, — 0.5), where Uy, Uy, and U, are
the same as before, and again f(x) = x, g(x) = x. Then it is easy to show that
E[X -Y]=E[X]=E[Y]=0.

To prove (2.30) for independent random variables X and Y, let f and
g be simple functions, f(x) = } L, o [(x € 4;), g(x) = Y _, B;I(x € By),
where the 4;’s are disjoint Borel sets and the B;’s are disjoint Borel sets. Then

Il
o\_

E[f(X)g(Y)]=E [Z > B I(Xed and Ye Bj)}

i=1 j=1

:f(iiaiﬂjl(X(w)eA,— and Y(w)EBj)) dP(w)

i=1 j=1

= ZZO{,» B; P(lw € Q: X(w) € 4;}Nfw € Q: Y(w) € B;})

i=1 j=1

m

Zia,ﬂ P(fw € Q: X(») € 4:))

i=l1

xP({w e Q:Y(w) € B;})

= (iai Plwe Q: X(w)e Ai}))

i=1
D B PloeQ:Y(w)e B,-}))
j=1

= (E[/(X)D (E[g(N)])

because, by the independence of X and ¥, P(X € 4, and Y € B;) = P(X €
A;)P(Y € B;). From this result the next theorem follows more generally
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Theorem 2.20: Let X and Y be random vectors in RP and RY, respectively. Then
X and Y are independent if and only if E[ f(X)g(Y)] = (E[fCOD(E[g()])
for all Borel-measurable functions fand g on R? and R4, respectively, for which
the expectations involved are defined.

This theorem implies that independent random variables are uncorrelated.
The reverse, however, is in general not true. A counterexample is the case
I have considered before, namely, X = Uy(U; — 0.5) and ¥ = Uy(U, — 0.5),
where Uy, U;, and U, are independent and uniformly [0, 1] distributed. In
this case, E[X - Y] = E[X] = E[Y] = 0; hence, cov(X, Y) = 0, but X and
Y are dependent owing to the common factor Uy. The latter can be shown
formally in different ways, but the easiest way is to verify that, for example,
E[X? . Y?] # (E[X?])(E[Y?]), and thus the dependence of X and Y follows
from Theorem 2.20.

2.8. Moment-Generating Functions and Characteristic Functions

2.8.1. Moment-Generating Functions

The moment-generating function of a bounded random variable X (i.e., P[| X| <
M] = 1 for some positive real number M < o0) is defined as the function

m(t) = Elexp(t - X)], t € R, (2.31)

where the argument ¢ is nonrandom. More generally:

Definition 2.15: The moment generating function of a random vector X in
R¥ is defined by m(t) = E[exp(t'X)] for t € T C RF, where T is the set of
nonrandom vectors t for which the moment-generating function exists and is
finite.

For bounded random variables the moment-generating function exists and is
finite for all values of ¢. In particular, in the univariate bounded case we can
write

k=0

x ka 00 kEXk
m(t)=E[exp(t~X)]=E[Z‘k_!}= t k[! 1

It is easy to verify that the jth derivative of m(¢) is

, d'm@t) X7 E[X]
) _ _
mY)(t) = dy - ]Z:J: (k — j)!
00 k—j k
— e+ Y 2 (2.32)

k=j+1 k=p~
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hence, the jth moment of X is
mD(0) = E[X/]. (2.33)

This is the reason for calling m(#) the “moment-generating function.”

Although the moment-generating function is a handy tool for computing
moments of a distribution, its actual importance arises because the shape of
the moment-generating function in an open neighborhood of zero uniquely
characterizes the distribution of a random variable. In order to show this, we
need the following result.

Theorem 2.21: The distributions of two random vectors X and Y in R¥ are the
same if and only if for all bounded continuous functions ¢ on R¥, E[p(X)] =

E[p(1)].

Proof: 1 will only prove this theorem for the case in which X and Y are
random variables: £ = 1. Note that the “only if”” case follows from the definition
of expectation.

Let F(x) be the distribution function of X and let G(y) be the distribution
function of Y. Let @ < b be arbitrary continuity points of F(x) and G(y) and
define

=0 if x > b,
o(x) = :})_x ifx <a, (2.34)
= ifa <x <b.
b—a

Clearly, (2.34) is a bounded, continuous function and therefore, by assumption,
we have E[¢(X)] = E[¢(Y)]. Now observe from (2.34) that

b
h—
Elp(0] = [ ptodFe) = )+ [ [ =2arw = Fa
and
b b
Elp(X)] = / o()dF(x) = F(a) + / ) < F ),

Similarly,

b
b _
Elp()] = f 0()dG(y) = G(a) + f =460 = Gla)
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and
b
b
Elo(0] = [ 90)dG0) = 6@+ [ 5—d6(w) = G

If we combine these inequalities with E[¢(X)] = E[@(Y)], it follows that for
arbitrary continuity points @ < b of F(x) and G(y),

G(a) < F(b), F(a) < G(b). (2.35)

If we let b | a, it follows from (2.35) that F(a) = G(a). Q.E.D.

Now assume that the random variables X and Y are discrete, and take with
probability 1 the values x1, . . . , x,. Without loss of generality we may assume
that x; = j, that is,

P[Xe{l,2,....n}]=P[Y €{1,2,....n}] = 1.

Suppose that all the moments of X and ¥ match: Fork=1,2,3, ..., E[X*] =
E[Y*]. T will show that then, for an arbitrary bounded continuous function ¢

on R, E[p(X)] = E[¢p(Y)].
Denoting p; = P[X = jl.q; = P[Y = j], we can write E[p(X)]=

Y e(DP), Elp(Y)] = 3_ ¢(j)g,. It is always possible to construct a
polynomial p(¢) = ZZ;(I) prt* such that () = p(j) forj=1,...nby solving

11 12 o1 1 00 o(1)
12 222 P | _ | ¥®@
1 n n? n1 Pt (p(n)

Then  E[p(X)] = Y-, Siso o pr = Yiso pe X 75 P = Sho ox
E[X*] and, similarly, E[p(Y)] = ZZ;I o E[Y*]. Hence, it follows from
Theorem 2.21 that if all the corresponding moments of X and Y are the same,
then the distributions of X and Y are the same. Thus, if the moment-generating
functions of X and Y coincide on an open neighborhood of zero, and if all the
moments of X and Y are finite, it follows from (2.33) that all the corresponding

moments of X and Y are the same:

Theorem 2.22: [f the random variables X and Y are discrete and take with
probability 1 only a finite number of values, then the distributions of X and Y
are the same if and only if the moment-generating functions of X and Y coincide
on an arbitrary, small, open neighborhood of zero.

However, this result also applies without the conditions that X and Y are
discrete and take only a finite number of values, and for random vectors as well,
but the proof is complicated and is therefore omitted:
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Theorem 2.23: If the moment-generating functions my(t) and my(t) of the
random vectors X and Y in R¥ are defined and finite in an open neighborhood
No(8) = {xe R : ||x|| < 8} of the origin of R, then the distributions of X and
Y are the same if and only if m x(t) = my(t) for all t € Ny(5)

2.8.2. Characteristic Functions

The disadvantage of the moment-generating function is that it may not be finite
in an arbitrarily small, open neighborhood of zero. For example, if X has a
standard Cauchy distribution, that is, X has density

1
Sx)= T (2.36)
then
i =o0 ift#0,
m(t) = / exp(t - x) f(x)dx {: 1 ifr=o0 (2.37)

There are many other distributions with the same property as (2.37) (see Chapter
4); hence, the moment-generating functions in these cases are of no use for
comparing distributions.

The solution to this problem is to replace ¢ in (2.31) with i - ¢,
where i = +/—1. The resulting function ¢(¢) = m(i - t) is called the char-
acteristic function of the random variable X : ¢(¢) = E[exp(i - t - X)],
t € R. More generally,

Definition 2.16: The characteristic function of a random vector X in RF is
defined by ¢(t) = E[exp(i - t" X)], t € R, where the argument t is nonrandom.

The characteristic function is bounded because exp(i - x) = cos(x) + i -
sin(x). See Appendix III. Thus, the characteristic function in Definition 2.16
can be written as

@(t) = E[cos(t" X)] +i - E[sin(t" X)], € RF.

Note that by the dominated convergence theorem (Theorem 2.11),
lim,¢ @(t) =1 = ¢(0); hence, a characteristic function is always continuous
int =0.

Replacing moment-generating functions with characteristic functions, we
find that Theorem 2.23 now becomes

Theorem 2.24: Random variables or vectors have the same distribution if and
only if their characteristic functions are identical.



Borel Measurability, Integration, and Mathematical Expectations 59

The proof of this theorem is complicated and is therefore given in Appendix
2.A at the end of this chapter. The same applies to the following useful result,
which is known as the inversion formula for characteristic functions:

Theorem 2.25: Let X be a random vector in R¥ with characteristic function
@(t). If (1) is absolutely integrable (i.e., [« |@(t)|dt < 00), then the distribution
of X is absolutely continuous with joint density f(x) = (2m)~* ka exp(—i -
tTx)o(t)dt.

2.9. Exercises

1. Prove that the collection & in the proof of Theorem 2.1 is a o -algebra.

2. Prove Theorem 2.3.

3. Prove Theorem 2.4 for the max, sup, limsup, and lim cases.

4. Why is it true that if g is Borel measurable then so are g, and g_ in (2.6)?

5. Prove Theorem 2.7.

6. Prove Theorem 2.8.

7. Let g(x) = x if x is rational and g(x) = —x if x is irrational. Prove that g(x) is

Borel measurable.

8. Prove parts (a)—( /) of Theorem 2.9 for simple functions
gx) =Y al(x € B). f(x) =Y bil(x € C)).
i=1 j=1

9. Why can you conclude from Exercise 8 that parts (a)—( ) of Theorem 2.9 hold
for arbitrary, nonnegative, Borel-measurable functions?

10. Why can you conclude from Exercise 9 that Theorem 2.9 holds for arbitrary
Borel-measurable functions provided that the integrals involved are defined?

11. From which result on probability measures does (2.11) follow?

12. Determine for each inequality in (2.12) which part of Theorem 2.9 has been
used.

13. Why do we need the condition in Theorem 2.11 that [ g(x)du(x) < 0o?

14. Note that we cannot generalize Theorem 2.5 to random variables because some-
thing missing prevents us from defining a continuous mapping X : @ — R.
What is missing?

15. Verify (2.16) and complete the proof of Theorem 2.18.

16. Prove equality (2.2).

17. Show that var(X) = E(X?) — (E(E)), cov(X,Y) = E(X-Y) — (E(X)).
(E(Y)), and —1 <corr(X,Y) < 1. Hint: Derive the latter result from
var(Y — AX) > 0 forall A.
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18.
19.
20.
21.
22,
23.

24.

25.

26.
27.

28.

29.

30.

31.

32.
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Prove (2.17).

Which parts of Theorem 2.15 have been used in (2.18)?

How does (2.20) follow from (2.19)?

Why does it follow from (2.28) that (2.29) holds for simple random variables?
Prove Theorem 2.19.

Complete the proof of Theorem 2.20 for the case p = g = 1.

Let X = Uy(U; —0.5) and Y = Uy(U, — 0.5), where Uy, U, and U, are
independent and uniformly [0, 1] distributed. Show that E[X?-Y?] #
(E[X*])(E[Y?)).

Prove that if (2.29) holds for simple random variables, it holds for all random
variables. Hint: Use the fact that convex and concave functions are continuous
(see Appendix II).

Derive the moment-generating function of the binomial (r, p) distribution.

Use the results in Exercise 26 to derive the expectation and variance of the
binomial (n, p) distribution.

Show that the moment-generating function of the binomial (r, p) distribution
converges pointwise in 7 to the moment-generating function of the Poisson (1)
distribution if » — co and p | O such thatn - p — A.

Derive the characteristic function of the uniform [0, 1] distribution. Is the
inversion formula for characteristic functions applicable in this case?

If the random variable X has characteristic function exp(i - ¢), what is the dis-
tribution of X?

Show that the characteristic function of a random variable X is real-valued if
and only if the distribution of X is symmetric (i.e., X and —X have the same
distribution).

Use the inversion formula for characteristic functions to show that ¢(¢) =
exp(—|¢]) is the characteristic function of the standard Cauchy distribution
[see (2.36) for the density involved]. Hints: Show first, using Exercise 31 and
the inversion formula, that

o0

fxy=n"" /cos(t - x) exp(—1t)dt,

0

and then use integration by parts.
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APPENDIX

2.A. Uniqueness of Characteristic Functions

To understand characteristic functions, you need to understand the basics of
complex analysis, which is provided in Appendix III. Therefore, it is recom-
mended that Appendix III be read first.

In the univariate case, Theorem 2.24 is a straightforward corollary of the
following link between a probability measure and its characteristic function.

Theorem 2.A.1: Let i be a probability measure on the Borel sets in R with
characteristic function ¢, and let a < b be continuity points of u : u({a}) =
w({b}) = 0. Then

T

1 —-t- — —i-t-b
(a6 = fim 5 [ SPELLDZ SRR g,
T—oo 27T 1-t
-T
(2.38)
Proof: Using the definition of characteristic function, we can write
T
/ exp(—i -t - a)'— exp(—i -t - b)cp(t)dt
1-t
-T
T oo
_ / / exp(i - t(x — a)) — et:xp(i -t (x — b))du(x)dt
l .
—T —o0
T M )
- H(x — — | - - —
_ / . / Xp 16— @) —expli -t =D)L
M—o00 1-t
-T -M
(2.39)
Next, observe that
M
exp(i - t(x —a)) —exp(i - t - (x — b))
. dp(x)
1-t
—M
exp(—i-t-a)—exp(—i-t-b
< | =D - 1)
- lexp(—i-1-a)—exp(—i-t-D)| \/2(1 —cos(t - (b —a))
- I B 2

<b-—a.
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Therefore, it follows from the bounded convergence theorem that

/T exp(—i -t-a)—exp(—i-t-b)

, p(r)dt
i-t

-T

T M
— lim / / exp(i - t(x —a))—exp(i-t-(x — b))d,u(x)dt

M—o0 i-t

M T
< lim / / exp(i -t(x —a)) —exp(i -t-(x — b))dtdu(x)

i-t

M— oo

]o /T exp(i - t(x —a))—exp(i-t-(x — b))

i-t

dt | du(x).
—oo LT

(2.40)

The integral between square brackets can be written as

/T exp(i - t(x —a))—exp(i - t-(x — b))dt
i-t
-T

_ /Texp(i~t(x—a))—1dt_/Texp(iot~(x—b))—1

- - dt
1-t i-t
-T -T
T T
. /sin(t(x _a))dt B / sin(#(x _b))dt
N t t
-T -T
_ Z/T sin(f(x — dt(x —a)- 2/T sin(t(x — b))dt(x _ b
N J m—) J t(x —b)
T(x—a) . T(x—b) .
_ > / Sm(t)dt _y / Sm(t)dt
t t
0 0
T|x—al . T|x—b| .
= 2sgn(x — a) / MTOW—Zng—@ f “T”m,
0 0

(2.41)
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where sgn(x) = 1 ifx > 0, sgn(0) = 0, and sgn(x) = —1 ifx < 0. The last two
integrals in (2.41) are of the form

X X

/sir;(t)dt _ / sin(r) /OO exp(—t - u)duds

0 0
=//sm(t)exp( t-u)dtdu
0

/ /[cos(x) +u- sm(x)]% u,
0

(2.42)

where the last equality follows from integration by parts:

X

/ sin(¢) exp(—t - u)dt

0
[ dcos(t
= —/ C;);( ) exp(—t - u)dt

0

X

cos(t) exp(—t - u)|g —u. / cos(t) exp(—t - u)dt
0

1 — cos(x)exp(—x - u) — u/ dsin(®)
0
=1 — cos(x) exp(—x - u) — u - sin(x) exp(—x - u)

exp(—t - u)dt

u? / sin(t) exp(—7 - u)dt.

0

Clearly, the second integral at the right-hand side of (2.42) is bounded in x > 0

and converges to zero as x — 0o. The first integral at the right-hand side of
(2.42)is

=

o0

/ darctan(u) = arctan(oco) = /2.
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Thus, the integral (2.42) is bounded (hence so is (2.41)), and

lim /T' exp(i - t(x —a)) - exp(i - t-(x — b))dt
T—o00 1-t
-T
= n[sgn(x — a) — sgn(x — b)]. (2.43)

It follows now from (2.39), (2.40), (2.43), and the dominated convergence
theorem that

T
1 / exp(—i-t-a)—exp(—i-t-b)

T—o0 27 i-t

o(t)dt

-T

1
=5 | tsentr = @) = sentr = b))
1 1
= (@, b)) + Sulad) + 5 u({b)). (2.44)
The last equality in (2.44) follow from the fact that

0 ifx <aorx >b,
sgn(x —a) —sgn(x —b)=31 ifx =aorx =b,
2 ifa<x <b.

The result (2.38) now follows from (2.44) and the condition u({a}) = u({b}) =
0. QE.D.
Note that (2.38) also reads as

T
F(b) — F(a) = lim —— f XL @) Z D) gy

T—o0 27T 1-t
-T

(2.45)

where F is the distribution function corresponding to the probability
measure /L.

Next, suppose that ¢ is absolutely integrable: ffooo lo(?)|dt < oo. Then (2.45)
can be written as

o0

1
F(b) ~ F(a) = 7 /

—00

exp(—i-t-a)—exp(—i-t-b)

p(t)dt,
1-t
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and it follows from the dominated convergence theorem that

Fla) =1 F(b) — F(a)
b—a
[ l—ep(—ict-(b—a)
=5 E&l it —a exp(—i -t - a)p(t)dt

1 oo
= — / exp(—i -t - a)p(t)dt.
2

This proves Theorem 2.25 for the univariate case.
In the multivariate case Theorem 2.A.1 becomes

Theorem 2.A.2: Let i be a probability measure on the Borel sets in R¥
with characteristic function ¢. Let B = x]]C \(a;, b;], where a; < b; for
j=1,2,...,k, and let OB be the border of B, that is, 0B = {x _ila;, b; 1\
{xljf:l(a_j, bj) Afu(0B) = 0; then

k . )
W(B)= lim ... lim / U[@XP(—I-tj-a;)—exp(—z-tfbj)}

Ti—o0 Tk—00 = 1 27th
X,;:l(fTJ'T/’)
x @(t)dt, (2.46)
wheret = (t1,...,t;)".

This result proves Theorem 2.24 for the general case.
Moreover, if [« [@(1)|dt < 00, (2.46) becomes

M(B)_/l—[[exp( it a,) exp(_i'tj'bj)]w(t)dt,

-2mt
k’l

and by the dominated convergence theorem we may take partial derivatives
inside the integral:

" 1(B) 1 / T
= exp(—i -t a)p(t)dt, 2.47
Tar 0 = oy ] o 0) (2.47)
Rk
where a = (ay, ..., a;)". The latter is just the density corresponding to j in

point a. Thus, (2.47) proves Theorem 2.25.
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Conditional Expectations

3.1. Introduction

Roll a die, and let the outcome be Y. Define the random variable X = 1if Y is
even, and X = 0if Y is odd. The expected value of Y is E[Y]=(1+2+3 +
4 4+ 54 6)/6 = 3.5. But what would the expected value of Y be if it is revealed
that the outcome is even: X = 1? The latter information implies that Y is 2, 4,
or 6 with equal probabilities 1/3; hence, the expected value of Y, conditional
on the event X =1, is E[Y|X =1] = (2 + 4+ 6)/3 = 4. Similarly, if it is
revealed that X = 0, then Y is 1, 3, or, 5 with equal probabilities 1/3; hence,
the expected value of Y, conditional on the event X =0, is E[Y|X = 0] =

(1 + 3+ 5)/3 = 3. Both results can be captured in a single statement:

In this example the conditional probability of ¥ = y, given, X = x is!

E[Y|X]=3+X.

P(Y =yand X =x)

PY =yl X=x)=

P(X =x)
_Piyin{2,4,6}) Py}
 P({2,4,6)  P({2,4,6))

1
=3 ifx=1 and ye{2,4,6}

_PyIn{2,4,6})  P®)
T P({2,4,6)  P({2,4,6))
=0 ifx=1 and y¢{2,4,6)

3.1)

' Here and in the sequel the notations P(Y = y|X = x), P(Y = yand X = x), P(X = x),
and similar notations involving inequalities are merely shorthand notations for
the probabilities P({w € Q:Y(w) = y}{w € Q: X(w) = x}), P{w € Q:Y(w) =y} N
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{we Q: X(w) =x}), and P({w € Q: X(w) = x}), respectively.
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_ P{yIn{1,3,5) Py}
 P({1,3,5)  P{1,3,5)

1
=—- ifx=0 and ye{l,3,5}

3
_PWIN{L3.5) _ P@)
P({1,3,5} P({1,3,5}
=0 ifx=0 and y¢{l,3,5} (3.2)
hence,
24+4+6

6 =—i?i—=4 ifx =1
> yP(Y =ylX =x) =3+x.
y=l1 :#:3 ifx =20

Thus, in the case in which both Y and X are discrete random variables, the
conditional expectation E[Y|X] can be defined as

E[Y|X] = Z yp(y|X), where
¥
pylx)=P(Y =yl X =x) for P(X=x)>0.

A second example is one in which X is uniformly [0, 1] distributed, and given
the outcome x of X, Y is randomly drawn from the uniform [0, x] distribution.
Then the distribution function F(y) of Y is

Fy)=PY <y)=PY <yand X <y)+ P(Y <yand X > y)
=PX<y)+PY <yand X >y)
=y+EUY < p)I(X > y)]

1/ x
=y+/ ‘/](zfy)x*1 dz | I(x > y)dx
0 \o
1 min(x,y)
=y+/ / x~Vdz | dx
y 0

1
=y+/(y/x)dx=y(l—ln(y)) for 0<y<l.
y

Hence, the density of Y is

fo)=F'()=-In(y) for ye(0,1], f(»)=0 for y¢(0,1].
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Thus, the expected value of Y is E[Y] = fol y(—In(y))dy = 1/4. But what
would the expected value be if it is revealed that X = x for a given number x €
(0, 1)? The latter information implies that Y is now uniformly [0, x] distributed;
hence, the conditional expectation involved is

E[Y|X =x]=x"" /ydy =x/2.
0
More generally, the conditional expectation of Y given X is
X
E[Y|X]=X""! /ydy = X/2. (3.3)
0

The latter example is a special case of a pair (Y, X) of abso-
lutely continuously distributed random variables with joint density function
f(», x) and marginal density f;(x). The conditional distribution function of ¥,
given the event X € [x,x +8],8 > 0, is

P(Y <yand X € [x,x 4+ 5])
P(X e[x,x+6])

P(Y <yl X e[x,x +8]) =

_ fi}oo % fxxw f(u, v)dvdu
T T o

Letting § | O then yields the conditional distribution function of ¥ given the
event X = x:

F(ylx) = lim P(Y < yIX € [x.x +3))

v
= /f(u,x)du/fx(x), provided f;(x) > 0.

Note that we cannot define this conditional distribution function directly as
F(ylx) =P <yand X =x)/P(X =x)

because for continuous random variables X, P(X = x) = 0.
The conditional density of ¥, given the event X = x, is now

JIx) =0F(yIx)/dy = f(y, x)/fe(x),

and the conditional expectation of Y given the event X = x can therefore be
defined as

[e¢]

ElY|I X =x]= /yf(y|x)dy = g(x), for instance.

—0Q
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Plugging in X for x then yields

o0

E[YX] = f VI X)dy = g(X). (3.4)

—00

These examples demonstrate two fundamental properties of conditional ex-
pectations. The first one is that E[Y|.X] is a function of X, which can be trans-
lated as follows: Let ¥ and X be two random variables defined on a common
probability space {€2,.7, P}, and let .7 x be the o-algebra generated by X,
Fx ={X"YB), B € B}, where X~!(B) is a shorthand notation for the set
{w € Q: X(w) € B} and JB is the Euclidean Borel field. Then,

Z = E[Y|X] is measurable .7 y, 3.5

which means that, for all Borel sets B, {w € Q : Z(w) € B} € .7 x. Secondly,
we have

E[(Y — E[Y|X]I(X € B)] =0 for all Borel sets B. (3.6)
In particular, in the case (3.4) we have

E[(Y — E[Y|XDI(X € B)]

- / / (v — g() I(x € B) f(v, x)dvdlx

—00 —O0

oo o]

_ / / WOy | 1(x € B) fiulx)dx

—00 o0

oo [e.¢]

- / f FORody | g1 € B) fu(x)dx

—00
o0 o]

= / g(x)I(x € B) fr(x)dx — f g(x)I(x € B) fr(x)dx = 0.

(3.7)
Because .7 y = {X~!(B), B € B}, property (3.6) is equivalent to

/ (Y(w) — Z(w))dP(w) = 0 forall 4 € Fy. (3.8)
A

Moreover, note that Q € .7 x, and thus (3.8) implies

E(Y) = / Y(0)dP(w) = f Z(w)dP(w) = E(Z) (3.9)

Q Q
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provided that the expectations involved are defined. A sufficient condition for
the existence of E£(Y) is that

E(Y]) < . (3.10)

We will see later that (3.10) is also a sufficient condition for the existence of
E(Z).

I will show now that condition (3.6) also holds for the examples (3.1) and
(3.3). Of course, in the case of (3.3) I have already shown this in (3.7), but it is
illustrative to verify it again for the special case involved.

In the case of (3.1) the random variable Y-7(X = 1) takes the value 0 with
probability !/, and the values 2, 4, or 6 with probability 1/6; the random variable
Y-1(X = 0) takes the value 0 with probability !, and the values 1, 3, or 5 with
probability 1/6. Thus,

E[Y I(XeB)]=E[Y-IX=1)]=2 ifleB and 0¢ B,
E[Y I(XeB)]=E[Y - I(X=0)]=15 ifl¢ B and 0€ B,
E[Y - I(X € B)] = E[Y] =35 ifleB and Oe€B,
E[Y - I(Xe B)]=0 ifl¢ B and 0¢ B,

which by (3.1) and (3.6) is equal to

E[(E[YIXDI(X € B)]
=3E[I(X € B)]+ E[X - I(X € B)]
=3P(X€B)+P(X=1and X € B)
=3P(X=1)+PX=1) =2 ifleB and 0¢ B,
=3P(X=0)+P(X=1landX=0) =15 ifl ¢ B and 0€ B,
=3P(X=00rX=1)+P(X=1) =35 ifleB and 0¢c B,
=0 if1¢B and 0¢ B.

Moreover, in the case of (3.3) the distribution function of ¥ - (X € B)is

Fp()=P(Y -I(X€B)<y)=P(¥ <yand X € B)+ P(X ¢ B)
=P(XeBN[0,y])+P(Y <yand X € BN (y, 1))+ P(X ¢ B)

¥ 1 1
=[I(x €B)dx+y [x 'I(x € Bydx+1— [I(x € B)dx
0 y 0
1 1
=1—[I(xeByx+y[x'I(xeB)dx for 0<y<1I;
y y

hence, the density involved is

1
f3(y) = fxflz(x € B)dx for yel0,1], f5(»)=0 for y¢][o,1].

y
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Thus,
1 1
E[Y-I(X € B)] = /y /x_ll(x € B)dx | dy

0 y
1

1
= [y 10 e By
0

which is equal to
1 1 1
E(E[Y|X]I(X € B)) = EE[X- I(X € B)] = E/x - I(x € B)dx.
0

The two conditions (3.5) and (3.8) uniquely define Z = E[Y|X] in the sense
that if there exist two versions of E[Y|X] such as Z; = E[Y|X] and Z, =
ETY|X] satisfying the conditions (3.5) and (3.8), then P(Z; = Z;) = 1. To see
this, let

A={weQ: Zi(0) < Z(w)}. (.11)

Then A € .7 x; hence, it follows from (3.8) that

/ (Za(@) — Z1(@)dP(@) = E[(Zs — Z0)[(Zs — Z, > 0)] = 0.
A

The latter equality implies P(Z, — Z; > 0) = 0 as I will show in Lemma 3.1.
If we replace the set 4 by 4 = {w € Q: Z|(w) > Z,(w)}, it follows similarly
that P(Z, — Z; < 0) = 0. Combining these two cases, we find that P(Z, #
Z))=0.

Lemma 3.1: E[Z - I(Z > 0)] = 0 implies P(Z > 0) = 0.

Proof: Choose ¢ > 0 arbitrarily. Then
0=E[Z-I(Z>0)]=E[Z-10< Z <e)]+ E[Z-1(Z > ¢)]
> E[Z-I(Z=¢)]=€E[I(Z=¢)] =¢P(Z = ¢);

hence, P(Z > ¢) =0 foralle > 0. Now takee = 1/n,n = 1,2, ... and let
C,={weQ:Z(w)>n""}.
Then C,, C C,41; hence,

n—00

P(Z>0)=P [ f_jl c,,} — lim P[C,] = 0. (3.12)

QED.
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Conditions (3.5) and (3.8) only depend on the conditioning random variable
X via the sub-c-algebra .7 y of .7. Therefore, we can define the conditional
expectation of a random variable Y relative to an arbitrary sub-o-algebra .7
of .7, denoted by E[Y|.7y], as follows:

Definition 3.1: Let Y be a random variable defined on a probability space
{Q, 7, P} satisfying E(|Y|) < oo, and let 7 C .7 be a sub-o-algebra of 7.
The conditional expectation of Y relative to the sub-o-algebra 7, denoted by
EVY|7y] = Z, for instance, is a random variable Z that is measurable .7 and
is such that for all sets A € Fy,

/ Y(w)dP(w) = f Z(w)dP(w).

A A

3.2. Properties of Conditional Expectations

As conjectured following (3.10), the condition £(]Y|) < oo is also a sufficient
condition for the existence of E(E[Y|.7¢]). The reason is twofold. First, I have
already established in (3.9) that
Theorem 3.1: E[E(Y|Fy)] = E(Y).

Second, conditional expectations preserve inequality:
Theorem 3.2: I[f P(X <Y) =1, then P(E(X|%y) < E(Y|#y)) = 1.

Proof: LetA ={w € Q: E(X|Fy)(w) > E(Y|Fy)(w)}. Then 4 € .7, and

/ X(w)dP(w) = / E(X|F o) w)dP(w) < / Y (w)dP(w)
4

A A
_ / E(Y70)@)dP(w):
A
hence,
0< / (E(Y|70)(@) — E(X|70)(@)dP(@) < 0. (3.13)

A

It follows now from (3.13) and Lemma 3.1 that P({w € Q: E(X|.7p)(w) >
E(Y|70)(w)}) =0. Q.E.D.

Theorem 3.2 implies that |E(Y|.7)| < E(|Y||-7¢) with probability 1, and if
we apply Theorem 3.1 it follows that E[|E(Y|-7)|] < E(]Y|). Therefore, the
condition E(]Y|) < oo is sufficient for the existence of E(E[Y|.7]).

Conditional expectations also preserve linearity:
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Theorem 3.3: [f E[|X]|] < oo and E[|Y]|] < oo, then P[E(axX + BY|.F) =
aE(X|70)+ BE(Y|Fy)] = 1.

Proof* Let Zy = E(aX + BY|F0), Z1 = E(X|.Fy), Z» = E(Y|Fy). For
every A € .7 we have

/ Zo(@)dP(@) = f (@X(@) + BY(@)dP(®)
A

A

=o | X(w)dP(w)+ B | Y(w)dP(w),
[remeres]

/ Z1(w)dP(w) = / X(w)dP(w),
4 A

and
/ Z)(w)dP(w) = / Y (w)dP(w);
A 4
hence,
(Zo(w) — aZi(w) — BZr(w))dP(w) = 0. (3.14)

A —

Ifwetake 4 = {w € Q: Zy(w) — aZ1(w) — BZ2(w) > 0} itfollows from (3.14)
and Lemma 3.1 that P(4) =0, if we take 4 = {w € Q: Zy(w) — o Zi(w) —
BZ,(w) < 0} it follows similarly that P(A4) = 0; hence, P({w € Q: Zy(w) —
aZ(w) — BZr(w) #0}) =0. Q.E.D.

If we condition a random variable Y on itself, then intuitively we may expect
that E(Y|Y) = Y because then Y acts as a constant. More formally, this result
can be stated as

Theorem 3.4: Let E[|Y|] < oo. If Y is measurable .7, then P(E(Y|7) =
Y)=1.

Proof: Let Z = E(Y|.7). For every A € .7 we have

/ (Y(w) — Z(w))dP(w) = 0. (3.15)
A

Take 4 = {w € Q:Y(w) — Z(w) > 0}. Then 4 € .7; hence, it follows from
(3.15) and Lemma 3.1 that P(A4) = 0. Similarly, if one takes 4 = {w €
Q:Y(w) — Z(w) < 0}, it follows that P(4) = 0. Thus, P({w € Q2:Y(w) —
Z(w)#0})=0. QE.D.
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In Theorem 3.4 I have conditioned Y on the largest sub-o-algebra of .7 —
namely .7 itself. The smallest sub-o-algebra of .7 is 77 = {2, ¥}, which is
called the trivial o -algebra.

Theorem 3.5: Let E[|Y|] < 0o. Then P[E(Y|7) = E(Y)] = .

Proof: Exercise, along the same lines as the proofs of Theorems 3.2 and 3.4.
The following theorem, which plays a key role in regression analysis, follows
from combining the results of Theorems 3.3 and 3.4:

Theorem 3.6: Let E[|Y|] < ocoandU =Y — E[Y|Fy]. Then P[E(U|.Fy) =
0]=1.

Proof: Exercise.

Next, let (Y, X, Z) be jointly continuously distributed with joint density
function f(y,x,z) and marginal densities f, .(y,x), fv:(x,z) and fi(x).
Then the conditional expectation of ¥ given X = x and Z =z is E[Y|X, Z] =
ffooo V(| X, Z)dy = g¢..(X, Z), for instance, where f(y|x,z) = f(y,x,z)/
fx.z(x, z) is the conditional density of Y given X = x and Z = z. The con-
ditional expectation of Y given X = x alone is E[Y|X] = f_oooo (| X)dy =
gx(X), forinstance, where f(y|x) = f, (v, x)/fx(x) is the conditional density
of Y given X = x alone. If we denote the conditional density of Z given X = x
by f:(z|x) = f..x(z, x)/fx(x), it follows now that

Ewmxmm=/ fwwmwz&mw
zﬁf [0 X2, | feho)
S\ ) e
o0 o0 1
=/y /f(y,X,z)dzdy 0
[ L0,
S

=/wmm@=Eww1

—00
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This is one of the versions of the law of iterated expectations. Denoting by .7 x
the o -algebra generated by (X, Z) and by .7 x the o-algebra generated by X,
we find this result can be translated as

E(E[Y|Fx z]|7x) = E[Y|F x].
Note that .7y C .7 x 7 because

7X:{{weQX(w)e Bl}vBl EJg}
={{w e Q: X(w) € By, Z(w) € R}, B; € B}
C {{CU € QX(C()) S B],Z(a)) S Bz},B],Bz EJg} Zyxﬁz.

Therefore, the law of iterated expectations can be stated more generally as

Theorem 3.7: Let E[|Y]|] < oo, and let 7y C .7, be sub-o-algebras of .7.
Then

PIE(E[Y|A1]170) = E(Y| )] = L.

Proof: Let Zy = E[Y|7y], Z, = E[Y|7,] and Z, = E[Z|F]. It has
to be shown that P(Zy=Z;)=1. Let 4 € .7,. Then also 4 € .7,. It
follows from Definition 3.1 that Zy = E[Y|7] implies [ 4 Y(w)dP(w) =
[ Zo(w)dP(w), Z\ = E[Y|.7 ] implies [, Y(w)dP(w) = [, Zi(w)dP(w), and
Zy = E[Z,]7,] implies [, Zr(w)dP(w) = [, Z\(w)dP(w). If we combine
these equalities, it follows that for all 4 € .7,

/ (Zo(w) — Zx(w)) dP(w) = 0. (3.16)
A

Now choose 4 = {w € Q: Zy(w) — Z3(w) > 0}. Note that 4 € .7(. Then it
follows from (3.16) and Lemma 3.1 that P(4) = 0. Similarly, if we choose
A ={we Q: Zy(w) — Zr(w) < 0}, then, again, P(A4) = 0. Therefore, P(Z, =
Z;)=1. QE.D.

The following monotone convergence theorem for conditional expectations
plays a key role in the proofs of Theorems 3.9 and 3.10 below.

Theorem 3.8: (Monotone convergence). Let X, be a sequence of non-
negative random variables defined on a common probability space
{Q, 7, P} such that P(X, < Xyy1)=1 and E[sup,.,X,] < oo. Then
P(lim, oo E[X,|-F 0] = Ellimy 00 Xu|F0]) = 1.

Proof: Let Z, = E[X,,|7¢] and X = lim,_, o, X,,. It follows from Theo-
rem 3.2 that Z, is monotonic nondecreasing; hence, Z = lim,_, - Z, exists.
Let 4 € 7 be arbitrary and Y, (w) = Z,(w) - [(w € A), Y(w) = Z(w) - [(w €
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A) for w € Q. Then also Y, is nonnegative and monotonic nondecreasing and
Y = lim,_, . ¥;;; hence, it follows from the monotone convergence theorem that
lim,—, o0 [ Yu(@)dP(w) = [Y(w)dP(w), which is equivalent to

lim,,_, oo / Zy(w)dP(w) = / Z(w)dP(w). (3.17)
y A
Similarly, if we let U,(w) = X, (@) - [(w € A), U(w) = X(w) - [(w € A), it
follows from the monotone convergence theorem that lim,,_, o [ U, (@)dP(w) =
JU(w)dP(w), which is equivalent to

lim,,_ o / Xy (w)dP(w) = f X(w)dP(w). (3.18)
A A

Moreover, it follows from the definition of Z,, = E[X,, |7 ] that
/ Z(w)dP(w) = / X, (w)dP(w). (3.19)
A A

It follows now from (3.17)—(3.19) that
f Z(w)dP(w) = [ X(w)dP(w). (3.20)
A A

Theorem 3.8 easily follows from (3.20). Q.E.D.
The following theorem extends the result of Theorem 3.4:

Theorem 3.9: Let X be measurable .7, and let both E(|Y|) and E(|XY|) be
finite. Then P[E(XY|7y) = X - E(Y|Fy)] = 1.

Proof: 1 will prove the theorem involved only for the case in which both X
and Y are nonnegative with probability 1, leaving the general case as an easy
exercise.

Let Z = E(XY|.%y), Zo = E(Y|.7y). If

VA € Fo: f Z(w)dP(w) = [ X(w)Zo(w)dP(w), (3.21)
A A

then the theorem under review holds.

(a) First, consider the case in which X is discrete: X(w) = Z;’.:l Bil(w e
A;), for instance, where the 4, are disjoint sets in .7 and the 8;’s
are nonnegative numbers. Let 4 € .7 be arbitrary, and observe that
ANA; e Fyfor j=1,...,n Then by Definition 3.1,



(b)

(©)
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/X(a))Zo(a))dP(a)) = / Z B; l(w € A;)Zo(w)dP(w)
4 q =1

= Zﬂj / Zo(w)dP(w)
j=1

AN4;
= Z,Bj / Y (w)dP(w)
=N 4,

-y 8, f (@ € 4))Y(w)dP(@)
j= 4

1

/Xn:ﬁjl(a) € 4;)Y(w)dP(w)
e

/ X(w)Y (w)dP(w) = / Z(w)dP(w),
4

A

which proves the theorem for the case in which X is discrete.

If X is not discrete, then there exists a sequence of discrete random
variables X, such that for each w € Q we have 0 < X, (w) < X(w)
and X,(w) 1 X(w) monotonic; hence, X,(w)Y(w) 1 X(w)Y(w)
monotonic. Therefore, it follows from Theorem 3.8 and part (a)
that E[XY|F0] = limy— o E[X,Y|F0] = lim,— 00 X, E[Y|F0] =
XE[Y|#y] with probability 1. Thus, the theorem under review holds
for the case that both X and Y are nonnegative with probability 1.

The rest of the proof is left as an exercise. Q.E.D.

We have seen for the case in which ¥ and X are jointly, absolutely contin-

uously distributed that the conditional expectation E[Y|X] is a function of X.
This holds also more generally:

Theorem 3.10: Let Y and X be random variables defined on the probability

space {2, 7, P}, and assume that E(|Y|) < co. Then there exists a Borel-

measurable function g such that P[E(Y|X) = g(X)] = 1. This result carries
over to the case in which X is a finite-dimensional random vector.

Proof: The proof involves the following steps:

(a)

Suppose that Y'is nonnegative and bounded: 3K < 00 : Pfw € Q: 0 <
Y(w) < K})=1, and let Z = E(Y|Z x), where .7 x is the o-algebra
generated by X. Then

PloeQ:0< Z(w) < K}) = 1. (3.22)
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Under the conditions of part (a) there exists a sequence of discrete
random variables Z,,, Z,(w) = Y /-, @i w [(® € A; ), where A;,, €
yx, Ai,m mA]’m =0 ifi 5&], Uzmzl Ai,m = Q,O Sy <00 for i =
1,...,m such that Z,(w) 1 Z(w) monotonic. For each 4;, we can
find a Borel set B;, such that 4;, = X’I(B,-,m). Thus, if we take
gn(x) = Zf."zl o m [(x € Bin),then Z,, = g,,(X) with probability 1.
Next, let g(x) = limsup,,_, . gn(x). This function is Borel measur-
able, and Z = limsup,,_, ., Z, = limsup,,_, ..gn(X) = g(X) with prob-
ability 1.
Let Y, =Y - I(Y < n). Then Y,(®) 1 Y(w) monotonic. By part (b) it
follows that there exists a Borel-measurable function g,(x) such that
E(Y,|7 x) = gn(X). Let g(x) = limsup,,_, ..gn(x), which is Borel mea-
surable. It follows now from Theorem 3.8 that

E(Y|Fy) = lim E(Y,|Fx) = limsup,_, . E(Y,|7x)
n— 00
= limsup,_, . gn(X) = g(X).

Let Yt =max(Y,0),Y” =max(—Y,0). Then Y=Yt-Y",
and therefore by part (c), E(Y"|.Fx) =gt (X), for instance, and
E(Y"|7x) =g (X). Then E(Y|7x)=g"(X)—g (X)=gX).
QE.D.

If random variables X and Y are independent, then knowing the realization

of X will not reveal anything about Y, and vice versa. The following theorem

formalizes this fact.

Theorem 3.11: Let X and Y be independent random variables. If E[|Y|] <
oo, then P(E[Y|X] = E[Y]) = 1. More generally, let Y be defined on the

probability space {2, .7, P}, let Fy be the o-algebra generated by Y, and

let 7y be a sub-o-algebra of .7 such that .7y and .7 are independent,
that is, for all A € Fy and B € 7y, P(AN B)= P(A)P(B). IfE [|Y]] <

oo, then P(E[Y|Fo] = E[Y]) = 1.

Proof: Let.7 x be the o-algebra generated by X, and let 4 € .7 x be arbitrary.

There exists a Borel set B such that 4 = {w € Q: X(w) € B}. Then

/ Y(w)dP(w) = / Y(w)l(w € A)dP(w)

A Q

= / Y(w)I(X(w) € B)dP(w)
Q
= E[YI(X € B)] = E[Y]E[I(X € B)],
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where the last equality follows from the independence of Y and X. Moreover,

E[Y]E[I(X € B)] = E[Y] / I(X(») € B)dP(w)
Q

= E[Y] | I(0 € A)dP(w) = | E[Y]dP(w).
[roeamno- |

A

Thus,

/ Y(w)dP(w) = / E[Y]dP(w).
A

A

By the definition of conditional expectation, this implies that E[Y|X] = E[Y]
with probability 1. Q.E.D.

3.3. Conditional Probability Measures and Conditional Independence

The notion of a probability measure relative to a sub-o-algebra can be defined
as in Definition 3.1 using the conditional expectation of an indicator function:

Definition 3.2: Let {2, .7, P} be a probability space, and let 7y C .7 be a
o-algebra. Then for any set A in .7, P(A|.Fy) = E[14].7], where [4(w) =
I(w € A).

In the sequel I will use the shorthand notation P(Y € B|X) to indicate the
conditional probability P({w € Q: Y(w) € B}|-#x), where B is a Borel set and
7 x is the o-algebra generated by X, and P(Y € B|.%y) to indicate P({w €
Q:Y(w) € B}|-Fy) forany sub-o-algebra.7, of 7. The event Y € B involved
may be replaced by any equivalent expression.

Recalling the notion of independence of sets and random variables, vectors,
or both (see Chapter 1), we can now define conditional independence:

Definition 3.3: A sequence of sets A; € .7 is conditional independent rela-
tive to a sub-o-algebra .7 of .7 if for any subsequence j,, P(N, 4;,1.70) =
[1, P(4;,1-70). Moreover, a sequence Y; of random variables or vectors defined
on a common probability space {2, .7, P} is conditional independent relative
to a sub-o-algebra 7 of 7 if for any sequence B of conformable Borel sets the
sets Aj = {w € Q:Y;(w) € B;} are conditional independent relative to .7 .
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3.4. Conditioning on Increasing Sigma-Algebras

Consider a random variable Y defined on the probability space {2, .7, P} satis-
fying E[|Y|] < oo, and let .7, be a nondecreasing sequence of sub-o -algebras
of 7.7, C F,u1 C.7. The question I will address is, What is the limit of
E[Y|7,] forn — 0o? As will be shown in the next section, the answer to this
question is fundamental for time series econometrics.

We have seen in Chapter 1 that the union of o -algebras is not necessarily a
o -algebra itself. Thus, U2 | .7, may not be a o-algebra. Therefore, let

o0
Feo=\ 7 def. (E_‘jl 7) , (3.23)

n=I1

that is, .7 is the smallest o -algebra containing U2, .7,. Clearly, 7 C 7
because the latter also contains Up2 | .7,.
The answer to our question is now as follows:

Theorem 3.12: If Yis measurable 7, E[|Y|] < oo, and {7, } is a nondecreas-
ing sequence of sub-o -algebras of 7, thenlim, _, o, E[Y|F,] = E[Y |7 ] with
probability 1, where .7 , is defined by (3.23).

This result is usually proved by using martingale theory. See Billingsley
(1986), Chung (1974), and Chapter 7 in this volume. However, in Appendix
3.A I will provide an alternative proof of Theorem 3.12 that does not require
martingale theory.

3.5. Conditional Expectations as the Best Forecast Schemes

I will now show that the conditional expectation of a random variable Y given a
random variable or vector X is the best forecasting scheme for Y in the sense that
the mean-square forecast error is minimal. Let 1 (X) be a forecast of Y, where
Y is a Borel-measurable function. The mean-square forecast error (MSFE) is
defined by MSFE = E[(Y — ¥(X))?]. The question is, For which function 1/
is the MSFE minimal? The answer is

Theorem 3.13: If E[Y?] < oo, then E[(Y — ¥(X))*] is minimal for (X)) =
E[Y|X].

Proof: According to Theorem 3.10 there exists a Borel-measurable function
g such that E[Y|X] = g(X) with probability 1. Let U = Y — E[Y|X] =Y —
g(X). It follows from Theorems 3.3, 3.4, and 3.9 that
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E[(Y — ¢(X))*|X] = E[(U + g(X) — ¥(X))*| X]
= E[U*|X] + 2E[(g(X) — y(X)U|X]
+ E[(g(X) — ¥(X))*| X]
= E[U?|X]+ 2(g(X) — ¥(X)E[U|X]
+(g(X) — Y (X)), (3.24)

where the last equality follows from Theorems 3.4 and 3.9. Because, by Theorem
3.6, E(U|X) = 0 with probability 1, equation (3.24) becomes

E[(Y = y(X)1X] = E[U?|X] + ((X) — ¥ (X))*. (3.25)
Applying Theorem 3.1 to (3.25), it follows now that

E[(Y = y(X)] = E[U*] + E[(g(X) — ¥(X))’],

which is minimal if E[(g(X) — ¥(X))?] = 0. According to Lemma 3.1 this
condition is equivalent to the condition that P[g(X) = ¥ (X)] = 1. Q.E.D.

Theorem 3.13 is the basis for regression analysis. In parametric regression
analysis, a dependent variable Y is “explained” by a vector X of explanatory
(also called “independent”) variables according to a regression model of the type
Y = g(X, 6p) + U, where g(x, 0) is a known function of x and a vector 6 of
parameters, and Uis the error term assumed to satisfy the condition £E[U|X] = 0
(with probability 1). The problem is then to estimate the unknown parameter
vector 6. For example, a Mincer-type wage equation explains the log of the
wage, Y, of a worker from the years of education, X, and the years of experience
onthejob, X, by aregressionmodel of thetype Y = o + BX| + y X2 — §X5 +
U, and thus in this case 8 = (&, B, ¥, 8)T, X = (X1, X»)T, and g(X,0) = a +
BXi+yvX,— (SX%. The condition that E[U|X] = 0 with probability 1 now
implies that E[Y|X] = g(X, 6y) with probability 1 for some parameter vector
6. It follows therefore from Theorem 3.12 that 6y minimizes the mean-square
error function E[(Y — g(X, 0))*]:

6y = argmin, E[(Y — g(X, 0))*], (3.26)

where “argmin” stands for the argument for which the function involved is
minimal.
Next, consider a strictly stationary time series process Y.

Definition 3.4: A time series process Y, is said to be strictly station-
ary if, for arbitrary integers m; < my < --- < my, the joint distribution of
Yicmys - Yi_m, does not depend on the time index t.

Consider the problem of forecasting Y; of the basis of the past ¥,_;, j > 1,
of ¥;. Usually we do not observe the whole past of ¥; but only Y,_; for j =
1,...,t — 1, forinstance. It follows from Theorem 3.13 that the optimal MSFE
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forecast of ¥; given the informationon ¥,_; for j =1, ..., m is the conditional

expectation of ¥, given Y,_; for j = 1, ..., m. Thus, if E[Y?] < oo, then
E[Y[lYt,I, ceey thm] = argmln][/E[(Yt - I//‘(thls ceey thm))z]

Similarly, as before, the minimum is taken over all Borel-measurable functions
¥ on R™. Moreover, because of the strict stationarity assumption, there exists
a Borel-measurable function g,, on R that does not depend on the time index
¢ such that with probability 1,

EMY Y1, Yiem]l = gn(Yio1s o Yiem)
for all ¢. Theorem 3.12 now tells us that
n}l_{r;o ElY\Y,—1,....Y_n] = mli_{l;ogm(Yt—lv cos Yiom)
=E[Y|Y;-1, Y2, Yi3,.. ], (3.27)

where the latter is the conditional expectation of Y, given its whole past

Y,—;,j > 1. More formally, let 3‘7:,1,, =oYi_1,...,Y,_y) and .7’:01) =
Voo F1=) . Then (3.27) reads

lim E[Y,|7]2,] = E[Y,|7L].
m—00
The latter conditional expectation is also denoted by E;_[Y;]:

def. def. _
E[YF EY Y, 1, Y0, Y5, .. 1= E[Y, |7 (3.28)

In practice we do not observe the whole past of time series processes.
However, it follows from Theorem 3.12 that if ¢ is large, then approximately,
E[Y|Y;—1,..., "]~ E,1[Y].

In time series econometrics the focus is often on modeling (3.28) as a function
of past values of Y; and an unknown parameter vector 6, for instance. For
example, an autoregressive model of order 1, denoted by AR(1), takes the form
E_[Y]=a+BY,_1,0 =(a, B)T, where |8] < 1. Then ¥, = a + BY,_; +
U,, where U, is called the error term. If this model is true, then U, = Y, —
E,_1[Y,], which by Theorem 3.6 satisfies P(E,_[U;] = 0) = 1.

The condition | 8| < 1 is one of the two necessary conditions for strict station-
arity of ¥;, the other one being that U, be strictly stationary. To see this, observe
that by backwards substitution we can write ¥; = «/(1 — 8) + Zj‘;o B U,
provided that |B| < 1. The strict stationarity of Y; follows now from the strict
stationarity of U;.

3.6. Exercises
1. Why is property (3.6) equivalent to (3.8)?
2. Why is the set 4 defined by (3.11) contained in .7, ?
3. Why does (3.12) hold?
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Prove Theorem 3.5.

Prove Theorem 3.6.

Verify (3.20). Why does Theorem 3.8 follow from (3.20)?

Why does (3.21) imply that Theorem 3.9 holds ?

Complete the proof of Theorem 3.9 for the general case by writing, for instance,
X = max(0, X) — max(0, —X) = X; — X, and
Y =max(0,Y) —max(0,-Y)=Y, - 1,

and applying the result of part (b) of the proof to each pair X;, Y;.

9. Prove (3.22).

10. Let Yand Xberandom variables with E[|Y|] < oo and @ be a Borel-measurable
one-to-one mapping from R into R. Prove that E[Y|X] = E[Y|®(X)] with
probability 1.

11. Let Y and X be random variables with E[Y?] < 00, P(X = 1) = P(X =0) =

0.5, E[Y] =0, and E[X - Y] = 1. Derive E[Y|X]. Hint: Use Theorems 3.10
and 3.13.

® NS e

APPENDIX

3.A. Proof of Theorem 3.12

Let Z, = E[Y|F,] and Z = E[Y|.7 ], and let 4 € U2, .7, be arbitrary.
Note that the latter implies 4 € .7 . Because of the monotonicity of {7}
there exists an index k4 (depending on A4) such that for all n > k,

[ Z,(w)dP(w) = f Y (w)dP(w). (3.29)
4 4
If Yis bounded: P[|Y| < M] = 1 for some positive real number M, then Z, is
uniformly bounded: |Z,| = |E[Y|.7,]| < E[|Y||-F,] < M; hence, it follows
from (3.29), the dominated convergence theorem, and the definition of Z that

/ lim Z,(0)dP(w) = / Z(w)dP(w) (3.30)
A A

for all sets 4 € U2 | .7,. Although U72 | .7, is not necessarily a o-algebra, it
is easy to verify from the monotonicity of {7,} that U2 .7, is an algebra.
Now let .7, be the collection of all subsets of .7 , satisfying the following two
conditions:

(a) Foreachset B € .7, equality (3.30) holds with 4 = B.
(b) For each pair of sets B; € .7, and B, € .7, equality (3.30) holds with
A= B UB;.
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Given that (3.30) holds for 4 = 2 because Q2 € US| .7, itis trivial that (3.30)
also holds for the complement A of 4:

f lim Z,(w)dP() = / Z(w)dP(w);

i i
hence, if B € .7,, then B € .7,. Thus, .7, is an algebra. Note that this algebra
exists because U | .7, is an algebra satisfying the conditions (a) and (b). Thus,

XTI C T C T

I will show now that .7, is a o-algebra, and thus that .7, = .7, because
the former is the smallest o -algebra containing U32 , .7 ,,. For any sequence of
disjoint sets 4; € .7, it follows from (3.30) that

/ lim Z,()dP(w) = i / lim Z,(w)dP()
=ty

Uiz 4

= Z(w)dP(w) = Z(w)dP(w);
e ]

Uiz 4,

hence, U2, 4, € 7. This implies that 7, is a o -algebra containing U;2 | .7,

because we have seen in Chapter 1 that an algebra closed under countable unions
of disjoint sets is a o -algebra. Hence, .7 . = .7, and consequently (3.30), hold
forall sets A € .7 . This implies that P[Z = lim,_.» Z,] = 1 if Yis bounded.

Next, let ¥ be nonnegative: P[|Y > 0] = 1 and denote for natural num-
bers m>1,B,={weQm—-1<Yw<m}V,=Y - Im—1<Y <
m), Zf,m) = E[Yn|Fa]and Z = E[Y,|-T oo ] I have just shown that for fixed
m > 1 and arbitrary 4 € .7 ,

f lim Z"\(w)dP(w) = / Z™ (w)dP(w) = / Y (w)dP(w)
n—o00
4 4 4
= f Y(w)dP(w), (3.31)
ANB,,
where the last two equalities follow from the definitions of Z"" and Z,,. Because

V(@) (w € B,y) = 0, it follows that Z"(0)I(w € B,,) = 0; hence,

f lim Z"(w)dPo = / lim Z"\(w)dPw
n—o00 n—o00

A AUB,,
+ / lim Z"(w)dP(w)
ANB,,

= / lim Z"\(w)dPw,
n— 00

ANB,,
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and thus by (3.31),
/ lim Z"(0)dP(w) = / Y (w)dP(w).

ANB,, ANB,,

Moreover, it follows from the definition of conditional expectations and Theo-
rem 3.7 that

Zm = E[Y -I(m —1 <Y <m)|7,] = E[Y|B, N F,]
= E[E(Y|.Z)|Bn N Tyl = E[Zy|Bu N Tl;

hence, for every set 4 € U2 | .7,

n—0Q
ANB,, ANB,,

= / hﬁrrol0 Z(w)dP(w)

ANBy,

lim Z\"(w)dP(w) = lim / Zy(w)dP(w)

= / Y (w)dP(w), (3.32)
ANB,,

which by the same argument as in the bounded case carries over to the sets
A € F . It follows now from (3.31) and (3.32) that

/ lirglo Zy(w)dP(w) = / Y(w)dP(w)
ANB,, ANB,,

for all sets A € .7 . Consequently,

]

/ lim Z,(w)dP(w) = > f lim Z,(w)dP(w)
A =178,
= i Y(w)dP(w) = | Y(w)dP(w)
MIAﬁém A/

for all sets 4 € .7 . This proves the theorem for the case P[|Y > 0] = 1.
The general case is now easy using the decomposition ¥ = max(0, ¥) —
max(0, —Y).



4 Distributions and Transformations

This chapter reviews the most important univariate distributions and shows how
to derive their expectations, variances, moment-generating functions (if they
exist), and characteristic functions. Many distributions arise as transformations
of random variables or vectors. Therefore, the problem of how the distribution
of Y = g(X) is related to the distribution of X for a Borel-measure function or
mapping g(x) is also addressed.

4.1. Discrete Distributions

In Chapter 1 I introduced three “natural” discrete distributions, namely, the
hypergeometric, binomial, and Poisson distributions. The first two are natural
in the sense that they arise from the way the random sample involved is drawn,
and the last is natural because it is a limit of the binomial distribution. A fourth
“natural” discrete distribution I will discuss is the negative binomial distribution.

4.1.1. The Hypergeometric Distribution

Recall that a random variable X has a hypergeometric distribution if

P(Xk)(lz)g;)f) for £k=0,1,2,...,min(n, K),

P(X = k) = 0 elsewhere, 4.1)

where0) < n < Nand0 < K < N arenatural numbers. This distribution arises,
for example, if we randomly draw n balls without replacement from a bowl
containing K red balls and N — K white balls. The random variable X is
then the number of red balls in the sample. In almost all applications of this
distribution, n < K, and thus I will focus on that case only.

86
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The moment-generating function involved cannot be simplified further than
its definition m (1) = ", exp(t - k) P(X = k), and the same applies to the
characteristic function. Therefore, we have to derive the expectation directly:

( )(N K) K!(N—K)!
G—DIEK—-R)'n—KI(N—K—n+k!

E[X]:Zk Z nN! -
(n) n! (N —n)!

K-DHKN=D—-(K-D)!
ﬂz KI(K-D-RH'((-D-BH (KN -D-(K-D—-(r-1)+h!

N -D!
N k=0 (n=DHN-1) =@ —-D)

K-1\ ((N-D=(K—-1)
k (n—1)—k _nk
=0 (ZZ: 1l ) N
Along similar lines it follows that

- DK(K —1
ELxc - ) = " BEE D, 2)

nk |
N

hence,

m—mK—n+h45>

_pre?r 2_ 1K
var (X) = E[X°] = (E[X])" = — ( N—1 N

4.1.2. The Binomial Distribution

A random variable X has a binomial distribution if

P(X =k) = (Z)pk(l —py* for k=0,1,2,...,n
P(X = k) = 0 elsewhere, 4.3)

where 0 < p < 1. This distribution arises, for example, if we randomly draw »
balls with replacement from a bowl containing K red balls and N — K white
balls, where K /N = p. The random variable X is then the number of red balls
in the sample.

We have seen in Chapter 1 that the binomial probabilities are limits of hy-
pergeometric probabilities: If both N and K converge to infinity such that
K/N — p, then for fixed n and £, (4.1) converges to (4.3). This also suggests
that the expectation and variance of the binomial distribution are the limits of
the expectation and variance of the hypergeometric distribution, respectively:

E[X] = np, (4.4)
var (X) = np(1 — p). (4.5)



88 The Mathematical and Statistical Foundations of Econometrics

As we will see in Chapter 6, in general, convergence of distributions does not
imply convergence of expectations and variances except if the random variables
involved are uniformly bounded. Therefore, in this case the conjecture is true
because the distributions involved are bounded: P[0 < X < n] = 1. However,
it is not hard to verify (4.4) and (4.5) from the moment-generating function:

ma() =Y exp(t k) (k) Pt —pr
k=0

=> (Z) (pe) (1 = py'*
k=0
=(p-e+1-p). (4.6)

Similarly, the characteristic function is

ppt)=(p-€"+1—p).

4.1.3. The Poisson Distribution

A random variable X is Poisson(A)-distributed if fork = 0, 1, 2, 3, ... and some
A >0,

k
PX=k= exp(—k)%. 4.7

Recall that the Poisson probabilities are limits of the binomial probabilities
(4.3) for n — oo and p | 0 such that np — X. It is left as an exercise to show
that the expectation, variance, moment-generating function, and characteristic
function of the Poisson(A) distribution are

E[X] = A, (4.8)

var (X) = A, 4.9)

mp(t) = exp[A(e’ —1)], (4.10)

gp(t) = exp[r(e™ —1)], (4.11)
respectively.

4.1.4. The Negative Binomial Distribution

Consider a sequence of independent repetitions of a random experiment with
constant probability p of success. Let the random variable X be the total number
of failures in this sequence before the mth success, where m > 1. Thus, X 4+ m
is equal to the number of trials necessary to produce exactly m successes.
The probability P(X = k), k =0, 1,2, ...1s the product of the probability of
obtaining exactly m — 1 successes in the first k + m — 1 trials, which is equal
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to the binomial probability
k -1 _ A—(m—
( +m >pm 1(1 _p)k+m 1—(m—1)

m—1

and the probability p of a success on the (k£ + m)th trial. Thus,
P(X =k) = (k;"iI 1>pm(1 — o), k=0,1,2,3,....

This distribution is called the negative binomial (m, p) — abbreviated NB
(m, p) — distribution.

It is easy to verify from the preceding argument that an NB(m, p)-distributed
random variable can be generated as the sum of m independent NB(1, p)-
distributed random variables (i.e., if X1 1, ..., X1, are independent NB(1, p)
distributed, then X = ijl Xy, is NB(m, p) distributed.) The moment-
generating function of the NB(1, p) distribution is

mng(1,p)(t) = Zexp(k 1) ( )P(l -p)f

k=
o0
=p (l—p)e
k=0
_ p
1—(1—p)e

provided that ¢ < — In(1 — p), hence, the moment-generating function of the
NB(m, p) distribution is

p
mo 0= ("5

Replacing ¢ by i - # in (4.12) yields the characteristic function

(1) = p " (p(1+ (1= p)e)\"
e = T = pye) T\ Tr - pp

It is now easy to verify, using the moment generating function that, for an
NB(m, p)-distributed random variable X,

E[X] = m(1 - p)/p,
var(X) = m(1 - p)/p*.

)m, t < —1In(1 — p). (4.12)

4.2. Transformations of Discrete Random Variables and Vectors

In the discrete case, the question Given a random variable or vector X and a Borel
measure function or mapping g(x), how is the distribution of ¥ = g(.X) related
to the distribution of X? is easy to answer. If P[X € {x|,x;,...}] =1 and
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g(x1), g(x2), .. . are all different, the answer is trivial: P(Y = g(x;)) = P(X =
x;). If some of the values g(x1), g(x2), ... are the same, let {y1, y», ...} be the
set of distinct values of g(x1), g(x2),... Then

P(Y =y) =) Iy, = g&)]P(X = x,). (4.13)
i=1

It is easy to see that (4.13) carries over to the multivariate discrete case.

For example, if X is Poisson(A)-distributed and g(x) = sin?(rx) =
(sin(rx))> — and thus for m =0,1,2,3,...,g(2m) = sin’(wm) =0 and
g@2m 4 1) =sin*(mm +1/2) =1 — then P(Y =0)=e* Z‘]’io A2 /(2 ))!
and P(Y = 1) = e Y 32271 /(2j 4+ 1)!

As an application, let X = (X, X»), where X and X, are independent
Poisson(A) distributed, and let Y = X| + X,. Then fory =0, 1, 2,...

PY=y)=)Y Y Ily=i+jIP(Xi =i, X2 =)

(4.14)
Hence, Y is Poisson(22.) distributed. More generally, we have

Theorem 4.1: If for j =1, ...,k the random variables X; are independent
Poisson(} ;) distributed, then Z’;:I X is Poisson (ZI;: | A;) distributed.

4.3. Transformations of Absolutely Continuous Random Variables

If X is absolutely continuously distributed, with distribution function F(x) =
I o« J(W)du, the derivation of the distribution function of ¥ = g(X) is less
trivial. Let us assume first that g is continuous and monotonic increasing: g(x) <
g(z) if x < z. Note that these conditions imply that g is differentiable.! Then
g is a one-to-one mapping — that is, for each y € [g(—00), g(c0)] there exists
one and only one x € R U {—o0} U {co} such that y = g(x). This unique x is
denoted by x = g~!(»). Note that the inverse function g~!( y) is also monotonic
increasing and differentiable. Now let H(y) be the distribution function of Y.
Then

H(y)=P(Y <y)= P(g(X) <)
=PX<g'(y)=F@E ' ). (4.15)

! Except perhaps on a set with Lebesgue measure zero.
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Taking the derivative of (4.15) yields the density H(y) of Y

g (y)

h(y)=H'(») = fg" (») =5 (4.16)

If g is continuous and monotonic decreasing: g(x) < g(z) if x > z,
then g~!(y) is also monotonic decreasing, and thus (4.15) becomes

H(y) =P < y) = P(@gX) =)
=P(X =g () =1-F@E '),
and (4.16) becomes

d -1
W)= H () = fig” () (— e )> . @17

Note that in this case the derivative of g~!(y) is negative because g~ '(») is
monotonic decreasing. Therefore, we can combine (4.16) and (4.17) into one
expression:

g (y)

h(y)= f(g”"(») (4.18)

Theorem 4.2: [f' X is absolutely continuously distributed with density f, and
Y = g(X), where g is a continuous, monotonic real function on R, then Y
is absolutely continuously distributed with density h(y) given by (4.18) if
min[g(—00), g(c0)] < y < max[g(—00), g(c0)], and h(y) = 0 elsewhere.

4.4. Transformations of Absolutely Continuous Random Vectors

4.4.1. The Linear Case

Let X = (X1, X,)T be a bivariate random vector with distribution function

X1 X2
F(x) = / / Sur, uz) duyduy = / f(u)du,
00— (—00,x1]x(=00,x2]

where x = (xl,xz)T, U= (ul,uz)T.

In this section I will derive the joint density of ¥ = AX + b, where 4 is a
(nonrandom) nonsingular 2 x 2 matrix and b is a nonrandom 2 x 1 vector.

Recall from linear algebra (see Appendix I) that any square matrix A can be
decomposed into

A=R'L-D.U, (4.19)
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where R is a permutation matrix (possibly equal to the unit matrix 7), L is a
lower-triangular matrix with diagonal elements all equal to 1, U is an upper-
triangular matrix with diagonal elements all equal to 1, and D is a diagonal
matrix. The transformation ¥ = AX 4 b can therefore be conducted in five
steps:

Z1=UX

Z>, = DZ,

Z3 =17, (4.20)
Zs=R1'7;

Y=24+b.

Therefore, 1 will consider the first four cases, A = U, 4= D, A= L, and
A=R'"forb=0andthenthecase 4 =1,b # 0.
Let ¥ = AX with 4 an upper-triangular matrix:

1 a
A:(O 1). 4.21)

Y — N\ _ [(Xi+aXr).
T\ X, i

hence, the joint distribution function H(y) of Y is

Then

H(y)=P(Y1 <V, Y2 <) =P(X1+aXy <V, X2 <))
=E[I(X) <)V —aXo)I(X2 < )]
=E(E[I(X1 £V —aXo)| X2l 1(X2 < 12))

Y2 yi—axy
=/ f SipGer [ x2) dxy | fo(x2) dx;
20\~
V2 yi—axy
= / / Sx1, x2)dxy | dxa, (4.22)
%0 \ -0

where f12(x1|x2) is the conditional density of X; given X, = x; and f>(x;) is
the marginal density of X,. If we take partial derivatives, it follows from (4.22)
that for Y = AX with 4 given by (4.21),

2
92H d
h(y) = W) _ 2 / Sy — axz, x2)dx;
dy: 92 .

= f(y1 — ayy, y2) = f(47'y).
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Along the same lines, it follows that, if 4 is a lower-triangular matrix, then the
joint density of ¥ = AX is

_ *H(y)
10y

h(y) =S, 32 —ay) = f(47'y). (4.23)

Next, let Y = AX with 4 a nonsingular diagonal matrix

_ a 0
= (5 a)

where a; # 0, a; # 0. Then Y| = a; X and Y, = a, X3; hence, the joint distri-
bution function H(y) is
H(y)=P(Y1 <y, 2 < y)=Pla X1 Sy, ;Xs <) =
P(Xi <yi/ai, Xo < y2/an)
yi/ar y2/a
= / f(x1, x)dxidx; ifa; >0, a; > 0,

—00 —0

P(X) < y1/a1, X2 > y»/a)
yi/ar o
= / / f(x1, x)dxidx, ifa; >0, ay <0,
=00 ya/ay
P(X1 > y1/a1, Xo < ym/az)

0o »2/ay
= f(x1, x0)dxidx, ifa; <0, ay > 0,

yi/ay —00

P(X] > yl/al,Xz > yz/az)

o0 o0
= / / f(x1, x2)dxidx, ifa; <0, a; < 0. (4.24)
yi/a y2/az

It is a standard calculus exercise to verify from (4.24) that in all four cases

_PH() _ f(n/a, »/a)
h(y) = 3 =
10Y2 laiaz|

= f(A7'y)|det(47). (4.25)

Now consider the case Y = AX, for instance, where A is the inverse of a
permutation matrix (which is a matrix that permutates the columns of the unit

matrix):
—1
0 1 0 1
=(10) -(V0)
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Then the joint distribution function H(y) of Y is
H(y)=P(1 =y1, Y2 < )= P(X2 < y1, X1 <))
= F(y2, y1) = F(4y),

and the density involved is

2
IO _ fmm = fan),
y10y2

h(y) =

Finally, consider the case ¥ = X + b with b = (b, b,)". Then the joint dis-
tribution function H(y) of Y'is

Hy)=PMY1 =y, Y2 = p)=PX1 =y1— b, X2 < y» — b2)
= F(y1 — b1,y — by);
hence, the density if ¥ is

O H(y)
h(y)=———=f(»1 —bi,y2— b)) = f(y — b).
9y10y2
Combining these results, we find it is not hard to verify, using the decompo-
sition (4.19) and the five steps in (4.20), that for the bivariate case (k = 2):

Theorem 4.3: Let X be k-variate, absolutely continuously distributed with
joint density f(x), andlet Y = AX + b, where A is a nonsingular square ma-
trix. Then Y is k-variate, absolutely continuously distributed with joint density

h(y) = f(47}(y = b))ldet(47 ).

However, this result holds for the general case as well.

4.4.2. The Nonlinear Case

If we denote G(x) = Ax + b, G~!(y) = A~'(y — b), then the result of Theo-
rem 4.3 reads 4(y) = f(G~(y))|det(dG~"()/dy)|. This suggests that Theo-
rem 4.3 can be generalized as follows:

Theorem 4.4: Let X be k-variate, absolutely continuously distributed with
joint density f(x),x = (x1,...,x;)%, and let Y = G(X), where G(x)=
(g1(x), ..., g(x)' is a one-to-one mapping with inverse mapping x =
Gy = (g, ..., g,f(y))T whose components are differentiable in the
components of y = (y1, ..., yi)'. Let J(y) = dx /3y = dG~'(y)/dy, that is,
J(y) is the matrix with i, j 5 element 3g}(y)/dy;, which is called the Jacobian.
Then Y is k-variate, absolutely continuously distributed with joint density
h(y) =f(G~'(yDIdet(J(»)| for y in the set GRY) = {y € R*:y = G(x),
f(x)>0,x € R*} and h(y) = 0 elsewhere.
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This conjecture is indeed true. Its formal proof is given in Appendix 4.B.

An application of Theorem 4.4 is the following problem. Consider the
function

f(x) =c-exp(—x%/2) ifx >0,
=0 ifx <O. (4.26)
For which value of ¢ is this function a density?

To solve this problem, consider the joint density f(x1, x2) = ¢? exp[—(x? +
x3)/2], x1 > 0, x, > 0, which is the joint distribution of X = (X7, X»)T, where
X and X, are independent random drawings from the distribution with density
(4.26). Next, consider the transformation ¥ = (¥}, Y2)T = G(X) defined by

Yy =/ X} + X3 € (0, 0)

Y, = arctan(X/X3) € (0, w/2).
The inverse X = G~!(Y) of this transformation is

Xl = Yl Sin(Yz),
X, = Yjcos(Yr)
with Jacobian

J(Y) = 3X1/3Y1 8X1/8Y2 _ Sil’l(Yz) chos(Yz)
()_ 3X2/3Y1 8X2/8Y2 - COS(Yz) —Ylsin(Yz) ’

Note that det[J(Y)] = —Y;. Consequently, the density A(y) = h(y1, y2) =
S(GTH(p)ldet(J ()] is

h(y1,y2) = c*yrexp(—=y/2) for y1 >0 and 0 <y <7/2,

= 0 elsewhere;

hence,

/2

/ Fyrexp (=7 /2) dy,dy,
0

00
1=
0
00

cz(n/Z)/yl exp (— ylz /2) dy,
0

=c’n)2.
Thus, the answer is ¢ = /2/7:

[ exp(—x2/2)

— Zdx =1.
Sz
0
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Note that this result implies that

[ (=222

= 1. 4.27
— (4.27)

—0Q

4.5. The Normal Distribution

Several univariate continuous distributions that play a key role in statistical and
econometric inference will be reviewed in this section, starting with the normal
distribution. The standard normal distribution emerges as a limiting distribution
ofan aggregate ofrandom variables. In particular, if X, . . ., X, are independent
random variables with expectation 4 and finite and positive variance o2, then for
large n the random variable Y, = (1/4/n) Z'/’.zl(){ ; — m)/o is approximately
standard normally distributed. This result, known as the central limit theorem,
will be derived in Chapter 6 and carries over to various types of dependent
random variables (see Chapter 7).

4.5.1. The Standard Normal Distribution

The standard normal distribution is an absolutely continuous distribution with
density function

exp(—x?/2)
NZ

Compare this equation with (4.27). Its moment-generating function is

f(x)= x € R. (4.28)

mN(o_])(r)=/oo exp(t - x) f (x)dx =7 exp(t~x)%\/2i:/2)dx
— exp(2/2) /oo expl—(" — \/%x +/2
= exp(%/2) / Mﬁrtm]
— exp(r2/2) / expl—u’/2] 2/ 2 i = exp(t®)2), (4.29)

which exists for all # € R, and its characteristic function is

ono.(t) = m(i - t) = exp(—t2/2).
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Consequently, if X is standard normally distributed, then

E[X]= m'(1)],_, =0, E[X*] = var (X) = m"(t)|,_, = 1.

Given this result, the standard normal distribution is denoted by N (0, 1), where
the first number is the expectation and the second number is the variance, and
the statement “X is standard normally distributed” is usually abbreviated as
“X ~ N(0,1).”

4.5.2. The General Normal Distribution

Now let Y = u + o X, where X ~ N(0, 1).Itis left as an easy exercise to verify
that the density of ¥ takes the form

exp(—3 = w/e?)
- om

with corresponding moment-generating function

S(x) xeR

Myu.02)(t) = E[exp(t - Y)] = exp(ut)exp(o’t?/2), t e R
and characteristic function
ONGuon(t) = Elexp(i -1 Y)] = exp(i - ut) exp(—0>1>/2).

Consequently, E[Y] = u, var (Y) = o2. This distribution is the general normal
distribution, which is denoted by N (i, 0'2). Thus, Y ~ N(u, o?).

4.6. Distributions Related to the Standard Normal Distribution

The standard normal distribution generates, via various transformations, a few
other distributions such as the chi-square, ¢, Cauchy, and F' distributions. These
distributions are fundamental in testing statistical hypotheses, as we will see in
Chapters 5, 6, and 8.

4.6.1. The Chi-Square Distribution
Let X1, ... X, be independent N(0, 1)-distributed random variables, and let

n
Y, =) X (4.30)
j=1

The distribution of Y, is called the chi-square distribution with » degrees of
freedom and is denoted by x2 or x%(n). Its distribution and density functions
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can be derived recursively, starting from the case n = 1:

Gi1(») = P[vi <y1=P[X] <y]=P[-/y < X1 < /¥

VY VY
= / f(x)dx=2/f(x)dx for y >0,
-7 0

Gi(y)=0 for y <0,
where f(x) is defined by (4.28); hence,

exp(—y/2)

g =G»=rfy) /= W

g(») =0 for y=<o.

for y >0,

Thus, g1(y) is the density of the X12 distribution. The corresponding moment-
generating function is

1
my2(t) = for t<1/2, 431
and the characteristic function is
1 V14240t
‘Pxf(t) = (4.32)

VI—2i-t J1+4 22
It follows easily from (4.30) — (4.32) that the moment-generating and charac-
teristic functions of the x? distribution are

1 n/2
mx’g(t)z(l_zt) for t<1/2 (4.33)

and

14+2-i-t\"?
O=\Tr37)

respectively. Therefore, the density of the x?2 distribution is

y"*exp(—y/2)

n(y) = ) 434
gn(y) (1227 (4.34)
where, for o > 0,

(o) = / ! exp(—x)dx. (4.35)

0

The result (4.34) can be proved by verifying that for r < 1/2, (4.33) is the
moment-generating function of (4.34). The function (4.35) is called the Gamma
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function. Note that
r)=1,r1/2)=yr,TNa+1)=al(¢) for a>0. (4.36)
Moreover, the expectation and variance of the x?2 distribution are

E[Y,]=n, var(¥,)=2n. (4.37)

4.6.2. The Student’s ¢ Distribution

Let X ~ N(0,1) and Y, ~ Xf, where X and Y, are independent. Then the
distribution of the random variable

r_ X
Y ST n
is called the (Student’s?) ¢ distribution with n degrees of freedom and is denoted

by #,.
The conditional density #4,(x|y) of 7, given Y, = y is the density of the
N(1, n/y) distribution; hence, the unconditional density of 7, is

o0

heo = | exp(—(e /my/2) ¥ exp(—y/2)
! NooNez; [(n/2) 2"
_ '(n+1)/2)
T /nal(n/2)(1 4 x2/n)a+D/2’
The expectation of 7,, does not exist if » = 1, as we will see in the next subsec-

tion, and is zero for n > 2 by symmetry. Moreover, the variance of 7, is infinite
for n = 2, whereas forn > 3,

var(T,) = E [T2] = nnj (4.38)

See Appendix 4.A.
The moment-generating function of the #, distribution does not exist, but its
characteristic function does, of course:

D@ +1/2) F o explit-x)
§0t,,()— \/EF(I’Z/2) / (1 +x2/n)(n+1)/2 X
dx.

+ x2/n)n /2

2T+ 1)/2) [ cos(t - x)
— /nal(n/2) 0/(1

2 The ¢ distribution was discovered by W. S. Gosset, who published the result under the
pseudonym Student. The reason for this was that his employer, an Irish brewery, did not
want its competitors to know that statistical methods were being used.
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4.6.3. The Standard Cauchy Distribution

The #; distribution is also known as the standard Cauchy distribution. Its density
is

(1) _ 1
VL1211 +x2) 71 +x2)’

where the second equality follows from (4.36), and its characteristic function
is

hi(x) =

(4.39)

@ () = exp(=|z)).

The latter follows from the inversion formula for characteristic functions:

(4.40)

1 [o,¢]
— —i-t- —|th)dt = ——.
7 /exp( i-t-x)exp(—|t]) (29

See Appendix 4.A. Moreover, it is easy to verify from (4.39) that the expectation
of the Cauchy distribution does not exist and that the second moment is infinite.

4.6.4. The F Distribution

Let X, ~ Xﬁl and Y, ~ X,f, where X, and Y, are independent. Then the distri-
bution of the random variable
Fe Xn/m
Y./n

is said to be F with m and n degrees of freedom and is denoted by F,, ,. Its
distribution function is

Hyn(x) = P[F < x]

oo / mx-y/n
/ zm/2-1 exp(—z/2)

T(m/2)2m/2
0

Yy Lexp(—y/2) y
T(n/2)2"2 :

and its density is

m"™2T(m/2 + n/2)xm/>1
nm/2 F(m/Z)F(n/Z) [1 +m -x/n]’”/2+”/2 )

B n(x) = x>0 (441)

See Appendix 4.A.
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Moreover, it is shown in Appendix 4.A that

E[Fl=n/(n—-2) ifn >3,
=0 ifn = 1,2,
2
var (F) = M ifn>5, (4.42)
mn —2)*2(n — 4)
=00 ifn=23,4,
= not defined ifn=1,2.

Furthermore, the moment-generating function of the F,, , distribution does
not exist, and the computation of the characteristic function is too tedious an
exercise and is therefore omitted.

4.7. The Uniform Distribution and Its Relation to the Standard
Normal Distribution

As we have seen before in Chapter 1, the uniform [0, 1] distribution has density
fx)=1 for 0<x =<1, f(x) = 0 elsewhere.

More generally, the uniform [a, b] distribution (denoted by U[a, b]) has density
1
fx)= b—a for a<x <5b, f(x) = 0 elsewhere,
—a

moment-generating function

exp(t - b) — exp(t - a)
Mmuyap)(t) = b —ax :

and characteristic function
exp(i-b-t)—exp(i-a-t)
i-(b—a)
_(sin(b- 1)+ sin(a - 1)) — i - (cos(b - 1) + cos(a - 1))
N b—a '
Most computer languages such as Fortran, Pascal, and Visual Basic have a
built-in function that generates independent random drawings from the uniform

[0, 1] distribution.? These random drawings can be converted into independent
random drawings from the standard normal distribution via the transformation

X1 =cos(2r Up)- /=2 - In(U>),
Xo =sinQ2w Uy) - /=2 - In(U),

Qua,p)(t) =

(4.43)

3 See, for example, Section 7.1 in Press et al. (1989).
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where U; and U, are independent U[0, 1] distributed. Then X; and X, are
independent, standard normally distributed. This method is called the Box—
Muller algorithm.

4.8. The Gamma Distribution

The x? distribution is a special case of a Gamma distribution. The density of
the Gamma distribution is

x*Lexp(=x/B)
Pp*
This distribution is denoted by (e, B). Thus, the x? distribution is a Gamma
distribution with « = n/2 and g = 2.
The Gamma distribution has moment-generating function

mr.p(t) =[1-p1]7, t<1/B (4.44)

and characteristic function ¢, g)(t) = [1 — B -i - t]7“. Therefore, the I'(a, B)
distribution has expectation a8 and variance a8
The I'(«, B) distribution with o = 1 is called the exponential distribution.

glx) = x>0 a>0 8>0.

4.9. Exercises
Derive (4.2).
Derive (4.4) and (4.5) directly from (4.3).
Derive (4.4) and (4.5) from the moment-generating function (4.6).
Derive (4.8), (4.9), and (4.10).
If X isdiscrete and Y = g(x), do we need to require that g be Borel measurable?
Prove the last equality in (4.14).
Prove Theorem 4.1, using characteristic functions.

Prove that (4.25) holds for all four cases in (4.24).

e ® A RW N =

Let X be a random variable with continuous distribution function F(x). Derive
the distribution of ¥ = F(X).

[
S

The standard normal distribution has density f(x) = exp(—x?/2)/ V27,
x € R. Let X; and X, be independent random drawings from the standard
normal distribution involved, and let ¥, = X| + X;, Y, = X| — X,. Derive
the joint density %(yy, ) of Y1 and Y5, and show that ¥, and Y, are indepen-
dent. Hint: Use Theorem 4.3.



11.

12.

13.

14.
15.
16.

17.
18.
19.

20.

21.

22.

23.

24,
25.

26.
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The exponential distribution has density f(x) = 0"'exp(—x/0) if x >0
and f(x) =0if x < 0, where 6 > 0 is a constant. Let X; and X, be inde-
pendent random drawings from the exponential distribution involved and let
Y1 = X1 + X3, Y» = X; — X,. Derive the joint density 4(yy, y;) of Y1 and Y5.
Hints: Determine first the support {(y1, y2)* € R*: h(y1, y2) > 0} of h(y1, v2)
and then use Theorem 4.3.

Let X ~ N(O, 1). Derive E[X?¥] for k = 2, 3, 4, using the moment-generating
function.

Let X1, X»,..., X, be independent, standard normally distributed. Show that
(1//7n) Z;’: | X is standard normally distributed.

Prove (4.31).
Show that for # < 1/2, (4.33) is the moment-generating function of (4.34).

Explain why the moment-generating function of the #, distribution does not
exist.

Prove (4.36).
Prove (4.37).

Let X, X,,..., X, be independent, standard Cauchy distributed. Show that
(1/n) Z?:I X; is standard Cauchy distributed.

The class of standard stable distributions consists of distributions with char-
acteristic functions of the type ¢(¢) = exp(—|¢|*/«), where a € (0, 2]. Note
that the standard normal distribution is stable with « = 2, and the standard
Cauchy distribution is stable with & = 1. Show that for a random sample
X1, X2, ..., X, from a standard stable distribution with parameter «, the ran-
dom variable ¥, = n~"/*377_, X; has the same standard stable distribution
(this is the reason for calling these distributions stable).

Let X and Y be independent, standard normally distributed. Derive the distri-
bution of X/ Y.

Derive the characteristic function of the distribution with density
exp(—|x])/2, —oo < x < oo.

Explain why the moment-generating function of the F,, ,, distribution does not
exist.

Prove (4.44).

Show that if U; and U, are independent U[0, 1] distributed, then X; and X3 in
(4.43) are independent, standard normally distributed.

If X and Y are independent I'(1, 1) distributed, what is the distribution of
X-Y?
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APPENDICES

4.A. Tedious Derivations

Derivation of (4.38):

P CEaE] 7 2
VAT (m/2) ] (U

nr((n+1)/z)/oo Lbxin
Jaxl ) ) (xR

(4 1)/2) /°° 1 B
Vit /2) (0

nl((n + 1)/2) 7 1
N R Gl

_nl((n—=1)/2+1) T(n/2-1) o n
- Tn/2) T(n-1)/2) "~ n=2

dx —n

In this derivation I have used (4.36) and the fact that

o0

1= /hn_z(x)dx

—00

L((n-1)/2) 1

= d
V=2 ((n —2)/2)_/ (T2 /(n— 202 ™

_ Ne-vp [ 1
T VAT (n—2)/2) ] (1 4xH)e-Dr

dx.
Derivation of (4.40): For m > 0, we have

l m
—/exp(—i~t~x)exp(—|t|)dt
2

m m
1 1
= —/exp(—i-t~x) exp(—t)dt + — /exp(i -t -x)exp(—t)dt
2 2
0 0
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1 m 1 m
= — /exp[—(l +i-x)t]dt + —/exp[—(l —1-x)t]dt
2w 2w
0 0

m

1 exp[—(1 +i-x)t]

1 " 1 exp[—(1—i-x)]
2 —(14+i-x)

0o 2 —(1—i-x)

0

1 1 4 1 1 1 exp[—(1 +1i-x)m]
2r (14+i-x) 2n(1—i-x) 2w (14+1i-x)

Lexp[—(l —i-x)m]
2t (1—i-x)

1 exp(—m) _
= R ad) w1 gy losm ) e sinm 2]

Letting m — oo, we find that (4.40) follows.

Derivation of (4.41):
hm,n(x) = Hy/y,,n(x)
/°°m Y (mexy/n)" " exp(—(m -x - y/2n)
= X
n [(m/2)2m/?

0

Y2 exp(=y/2)

['(n/2)2"/?
mm/2 xm/Z—l

n" 2T (m/2)T (n)2) 27 /2+0/2
o0
8 /ym/2+n/2—lexp(—[l +m-x/n]y/2)dy
0
mm/2 xm/2—1

nm/2 F(m/z)r(n/z) [1 +m- x/n]m/2+n/2

oo

X /zm/2+”/2_1 exp (—z)dz
0
m"™2T(m/2 +n/2)x"/?~1

= , X > 0.
W (/20T 1/ 2) [+ m e/ ] T

Derivation of (4.42): It follows from (4.41) that

o0

xm/2-1 _ T(m/2)T(n/2)
J (e T Tm /242
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hence, if k£ < n/2, then
oo
ka B (x)dx
0

mm/2 F(m/2+n/2) xm/2+k—1

= w2 T(m/2)T(n/2) ,/ (I+m ~x/n)”’/2+"/2dx
0

00
i F(m/z + }’1/2) x(m +2k)/2—1

d.
T(m/2)0(n)2) | (14 x)m+20/2+@0-2k/2 *
0

= (n/m)

_ (n/m)kr(m/z + k()2 —k)
N C(m/2)T'(n/2)

N [TiZ6m/2+ /)
[Tom2=5"

=n/m

where the last equality follows from the fact that, by (4.36), ['(« + k) = I'(«)
]_[lj‘.;é(a + j) for o > 0. Thus,

[ee]

Mm,n = / th,n(x)dx = LZ ifn > 3, Moy g = 00 ifn <2,
n

0

(4.46)
< 2
2
fXZ B ()l = _nmm+2) ifn > 5,
' mmn —2)(n —4)
0
=00 ifn <4. (4.47)

The results in (4.42) follow now from (4.46) and (4.47).

4.B. Proof of Theorem 4.4

For notational convenience I will prove Theorem 4.4 for the case k£ = 2 only.
First note that the distribution of ¥ is absolutely continuous because, for arbi-
trary Borel sets B in R?,

P[Y € B]= P[G(X)e B] = P[X € G '(B)] = / £ (x)dx.
G~(B)

If B has Lebesgue measure zero, then, because G is a one-to-one mapping, the
Borel set A = G~!(B) has Lebesgue measure zero. Therefore, ¥ has density
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h(y), for instance, and thus for arbitrary Borel sets B in R?,

P[Y € Bl = | h(y)dy.
/

Choose a fixed yo = (0.1, 10.2)T in the support G(R?) of Y such that xo =
G~ () is a continuity point of the density f of X and yy is a continuity point
of the density /# of Y. Let Y(81, 82) = [Vo.1, Yo.1 + 81] X [Vo.2, Yo.2 + 82] for
some positive numbers §; and 8,. Then, with A the Lebesgue measure

P[Y € Y(81, 82)]

= / S()dx < ( sup f(X)> MG (81, 82)))

G\ (Y6130 xeG1(Y(81,82))
1,82

=< sup f(Gl(y))> MGTH(Y (51, 82))), (4.48)

Y€Y(81,62)

and similarly,

P[Y € Y(61,62)] = ( inf f(Gl(y))) MG (Y81, 82))).
y€Y(81.82)

(4.49)
It follows now from (4.48) and (4.49) that
.. P[Y €Y(81,82)]
h = lim lim ———MM—==
(%) 5}% 52% 6162
_ L MGTNY (1, 82)

= ! lim lim ————==7 4.50
S(G™ () lim lim 55 (4.50)

It remains to show that the latter limit is equal to |det[J(V)]].
If we let G™1(y) = (&}(»), &(»))7, it follows from the mean value theorem
that for each element g7(y) there exists a A; € [0, 1] depending on y and yo

such that g;‘(y) = g}‘(yg) + Ji(Vo+A;(y —Yo))(y — Yo), where J;(p) is the
jth row of J(y). Thus, writing

Do(y) = <J1(yo + 2y —y0) — Jl(yo))
! S2(yo + 22(y — »0)) — J2(y0)

= Jo(y) = J (), (4.51)

for instance, we have G~'(y) = G~'(y0) + J(»0)(y — y0) + Do(¥)(y — y0).
Now, put A = J(yy)~" and b = yo — J(1) "' G~' (). Then,

G '(»)=A7"(y — b)+ Do(¥)(y — yo); (4.52)
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hence,
G NY(1,8,) = {x e R*:x

= A7 (y = b)+ Do(¥)(y — 30). ¥ € Y(31, &)}
(4.53)

The matrix 4 maps the set (4.53) onto
A[GT(Y(31, 82))]

={xeR*:x=y—b+ 4 -Dy(y)y— ).y €Y1, 8)}
(4.54)

where for arbitrary Borel sets B conformable with a matrix 4, A[B] o {x:x =
Ay, y € B}. Because the Lebesgue measure is invariant for location shifts (i.e.,
the vector b in (4.54)), it follows that

A (AIGTH (Y (51, 82)])
=A({r eR*:x =y +4-Do(y)(¥ — y0), ¥ € Y(61,82)}) -

(4.55)
Observe from (4.51) that
A-Do(y) = J(y0)"' Do(¥) = J(30) ' Jo(y) — I (4.56)
and
Jim J(y0) Jo(y) = b (4.57)
Then

X (AIGT (Y (81, 82))])

=1 (lx e R*:x =y + J(30) " Jo(W)(¥ — 30). ¥ € Y(61.82)}) .
(4.58)

It can be shown, using (4.57), that

-1
tim 1im LG YGL2) (4.59)

3140 810 A (Y (61, 62))
Recall from Appendix I that the matrix 4 canbe writtenas 4 = Q DU, where
Q is an orthogonal matrix, D is a diagonal matrix, and U is an upper-triangular
matrix with diagonal elements all equal to 1. Let B = (0, 1) x (0, 1). Then it
is not hard to verify in the 2 x 2 case that U maps B onto a parallelogram
U[ B] with the same area as B; hence, A(U[B]) = A(B) = 1. Consequently, the
Lebesgue measure of the rectangle D[ B] is the same as the Lebesgue measure of
the set D[U[B]]. Moreover, an orthogonal matrix rotates a set of points around
the origin, leaving all the angles and distances the same. Therefore, the set A[ B]
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has the same Lebesgue measure as the rectangle D[B] : L(A[B]) = AM(D[B]) =
|det[ D]| = |det[4]|. Along the same lines, the following more general result
can be shown:

Lemma 4.B.1: For a k x k matrix A and a Borel set B in R¥, A\(A[B]) =
|det[ A]|A(B), where X is the Lebesgue measure on the Borel sets in RF.

Thus, (4.59) now becomes
— (A[G7'(Y(51, 82))])
51408210 A (Y(81,62))
A (GTH(Y(51, 62)))

= |det[4]] lim lim =1
514068240 5162
hence,
A (GTNY(1, 82)) 1
lim lim =
51405,40 8182 |det[A]|
= |det[47"]| = |det[J(¥)]I. (4.60)

Theorem 4.4 follows now from (4.50) and (4.60).



5 The Multivariate Normal Distribution
and Its Application to Statistical
Inference

5.1. Expectation and Variance of Random Vectors

Multivariate distributions employ the concepts of the expectation vector and
variance matrix. The expected “value” or, more precisely, the expectation
vector (sometimes also called the “mean vector”) of a random vector X =
(x1, ..., x,)" is defined as the vector of expected values:

EX) S (E(x), -y EGa))

Adopting the convention that the expectation of a random matrix is the matrix
of the expectations of its elements, we can define the variance matrix of X as!

Var(X) € E[(X — EQO)X — E(X0)T]

cov(xy, x1) cov(xy,xz) --- cov(xy,Xx,)
cov(xz, x1) cov(xp,xz) --- cov(xy, X,)

- , , , . N CRY)
cov(x,, x1) cov(x,,x2) --- cov(x,,Xx,)

Recall that the diagonal elements of the matrix (5.1) are variances: cov(x;, x;) =
var(x ;). Obviously, a variance matrix is symmetric and positive (semi)definite.
Moreover, note that (5.1) can be written as

Var(X) = E[XX"] — (E[X)(E[XD". (5.2)

Similarly, the covariance matrix of a pair of random vectors X and Y is the
matrix of covariances of their components:?

To distinguish the variance of a random variable from the variance matrix of a random
vector, the latter will be denoted by Var with capital V.

The capital C in Cov indicates that this is a covariance matrix rather than a covariance of
two random variables.

110
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Cov(X, V) & E[(X — EX))Y — E(Y)']. (5.3)

Note that Cov(Y, X) = Cov(X, Y)I. Thus, for each pair X, Y there are two
covariance matrices, one being the transpose of the other.

5.2. The Multivariate Normal Distribution

Now let the components of X = (xi, ..., x,)T be independent, standard nor-
mally distributed random variables. Then, £(X) = 0 (€ R") and Var(X) = I,.
Moreover, the joint density f(x) = f(xi, ..., x,)of X inthis case is the product
of the standard normal marginal densities:

x2/2
@) =[x, xn>_n°"1’ /)

exp (=3 X7 xf) exp (—%xTx)
(V2ry amy
The shape of this density for the case n = 2 is displayed in Figure 5.1.
Next, consider the following linear transformations of X : ¥ = u 4+ AX,
where = (uy, ..., 4,)" is a vector of constants and A is a nonsingu-
lar n x n matrix with nonrandom elements. Because A is nonsingular and

therefore invertible, this transformation is a one-to-one mapping with inverse
X = A7Y(Y — w). Then the density function g(y) of Y is equal to

g(y) = f(x)|det(0x/dy)|
= f(47y — A7 wldet(@(A4™ "y — 47 w)/ay)l
fA47ly — a7 )
|det(4)]
exp [ = WA HT A — )]
(V27 )| det(A)]
exp[—1(v — w44 (v — w)]
(V27 )"/|det(4AT)| '

Observe that u is the expectation vectorof ¥V : E(Y) =+ A(E(X)) =
But what is A47? We know from (5.2) that Var(Y) = E[YYT] — uu". Therefore,
substituting ¥ = u + AX yields

= f(A7"y = A7 wldet(47h)| =

Var(Y) = E[(n + AX)(u" + XTAT) — pu™]
= WEXNA" + AEX))" + AEXX)A" = 44"
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Figure 5.1. The bivariate standard normal density on [—3, 3] x [—3, 3].

because E(X) = 0 and E[XX"] = I,. Thus, 44" is the variance matrix of Y.
This argument gives rise to the following definition of the n-variate normal
distribution:

Definition 5.1: Let Y be an n x 1 random vector satisfying E(Y) = u and
Var(Y) = X, where X is nonsingular. Then Y is distributed N,(u, X) if the

density g(y) of Y is of the form
exp[—30 —w)'E7' (v = w)]
(V27 )y /det(T) '

In the same way as before we can show that a nonsingular (hence one-to-one)
linear transformation of a normal distribution is normal itself:

gly) = (5.4)

Theorem 5.1: Let Z = a + BY, where Y is distributed N,(u, X) and B is a
nonsingular matrix of constants. Then Z is distributed N,(a + Bu, B B™).

Proof: First, observe that Z = a + BY implies Y = B~ '(Z — a). Let h(z)
be the density of Z and g(y) the density of Y. Then

h(z) = g(y)|det(dy/9z)|
=g(B7'z— B7'a)|det(d(B~'z — B~'a)/92)|
gB'z—B"'a) g(B 'z —a))
T jdet®) | JdewsB
exp[~1B 7 —a) - WS (B —a) - )
(V0 /a(2) det BB
exp[—1(z—a—Buw)' (BEB) ' (z—a— Bu)]

(v27)"/det(B BT) '

QE.D.
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I will now relax the assumption in Theorem 5.1 that the matrix B is a nonsin-
gular n x n matrix. This more general version of Theorem 5.1 can be proved
using the moment-generating function or the characteristic function of the mul-
tivariate normal distribution.

Theorem 5.2: Let Y be distributed N,(u, ). Then the moment-generating
function of Y is m(t) = exp(tTu + tTXt/2), and the characteristic of Y is
o(t)=exp(i - tTu —tTXt)2).

Proof: We have

m(t)

3 rexp[—30 = w2y - w)]

B / explt vl (V27 )\ /det(T) a

3 / exp (—30"= 7y —2u"E Ty + 0TS - 2tTy])d
- (V2 )y Jdet(D) 4

=/eXp (—%[yTE“y—2(u+EI)TE“er(/HrEI)TE“(MJrEt)])dy

(V2m)n/det()

X exp (% [(L+=)'= ' (u+21) - MTE‘IM])

- / exp(—10—p— 0TSy — pu— E0))
(V2m)ry/det(X)
Because the last integral is equal to 1, the result for the moment-generating

function follows. The result for the characteristic function follows from ¢(¢) =
m(i-t). Q.E.D.

1
dy x exp (zTu + EtT2t> .

Theorem 5.3: Theorem 5.1 holds for any linear transformation Z = a + BY.

Proof: Let Z = a + BY, where B is m x n. It is easy to verify that the char-
acteristic function of Z is ¢z(¢) = E[exp(i - t' Z)] = E[exp(i - t'(a + BY))] =
exp(i - tTa)E[exp(i - t"BY)] = exp(i - (a + Bu)"t — %ITBZBTI). Theorem
5.3 follows now from Theorem 5.2. Q.E.D.

Note that this result holds regardless of whether the matrix BX BT is non-
singular or not. In the latter case the normal distribution involved is called
“singular”:

Definition 5.2: Ann x 1randomvector Y has a singular N, (i, X) distribution
if its characteristic function is of the form @y(t) = exp(i - t 'y — %ITZt) with
¥ a singular, positive semidefinite matrix.
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Figure 5.2. Density of a near-singular normal distribution on [—3, 3] x [-3, 3].

Because of the latter condition the distribution of the random vector Y in-
volved is no longer absolutely continuous, but the form of the characteristic
function is the same as in the nonsingular case — and that is all that matters.

For example, let » = 2 and

-0 -6 2)

where 02 > 0butsmall. The density of the corresponding N, (i, ) distribution
of Y = (Yl, Yz)T is

— 22 —v2/(262
f(yl,y2|0')= eXp(\/z_j;l/ ) « exp(ayzzir( o ))

Then lim, 1o f (1, y210) = 0if y, # 0, and limg o f (1, y2l0) = o0 if 3, = 0.
Thus, a singular multivariate normal distribution does not have a density.

In Figure 5.2 the density (5.5) for the near-singular case o> = 0.00001
is displayed. The height of the picture is actually rescaled to fit in the box
[—3, 3] x [—3, 3] x [-3, 3]. If we let o approach zero, the height of the ridge
corresponding to the marginal density of ¥; will increase to infinity.

The next theorem shows that uncorrelated multivariate normally distributed
random variables are independent. Thus, although for most distributions uncor-
relatedness does not imply independence, for the multivariate normal distribu-
tion it does.

. (5.5)

Theorem 5.4: Let X be n-variate normally distributed, and let X, and X,
be subvectors of components of X. If X| and X, are uncorrelated, that is,
Cov(X1, X») = O, then X\ and X, are independent.

Proof: Because X| and X, cannot have common components, we may with-
out loss of generality assume that X = (XT, XJ)", X; € R¥, X, € R™. Parti-
tion the expectation vector and variance matrix of X conformably as

so= (). o= (3 3)
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Then X1, = O and ;1 = O because they are covariance matrices, and X; and
X, are uncorrelated; hence, the density of X is

S(x) = f(x1,x2)
oo (=46) - ()] [+ 2 [6)- ¢))
vy Jaa (L)

exp (=10 — w21 (1 — )
(V27m)Fy/det( 1)
exp (—3(r2 — u2)" 25, (2 — 1))

(V27" /det(E2)

This implies independence of X} and X,. Q.E.D.

5.3. Conditional Distributions of Multivariate Normal
Random Variables

Let Y be a scalar random variable and X be a k-dimensional random vector.
Assume that

(Y) ~ N, (MY) <EYY EYX)
X H\ux )\ 2 2w/ |
where uy = E(Y), uxy = E(X), and
Eyy = Var(Y), EYX = COV(Y, X)
= E[(Y — EX)(X — E(X)],
Zyxy = Cov(X, Y) = E(X — E(CXO)Y — E(Y))

= E;I;X, EXX = Var(X)

To derive the conditional distribution of Y, given X, let U =Y —a — 87X,
where « is a scalar constant and 8 is a £ x 1 vector of constants such that
E(U)=0and U and X are independent. It follows from Theorem 5.1 that

()= ()60 ) ()

—o+py — BT
~ New [( pny — B /xx)’
“x

b 7G2G )]
0 I 2xy Zxx —,3 Iy ’
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The variance matrix involved can be rewritten as

Var U\ _ (Zw—ZuB-B"Zxw+B"Zwf Zw— B Sx

X) Sxy — Zxxp Sxx '
(5.6)

Next, choose § such that U and X are uncorrelated and hence independent. In
view of (5.6), a necessary and sufficient condition for that is Xyy — Xxxf = 0;
hence, 8 = E;;ZXY. Moreover, E(U) = 0ifa = uy — BT jux. Then

Ty — ZyB — B Zwr + B B = Ty — ZixZ gy Ty

Ty — B Zxx =0", yy — TyB =0,

and consequently

_ -1 T
(g)kaH[(MOX),(ZYY ErnE B onxﬂ (57)

Thus, U and X are independent normally distributed, and consequently
E(U|X)= E(U) = 0. Because Y = a + BTX + U, we now have E(Y|X) =
a+ BT (E(X|X))+ E(U|X) = a + BTX. Moreover, it is easy to verify from
(5.7) that the conditional density of Y, given X = x, is

xp [—3(v —a = BTx)*/o7]
ouN2m ’

2 _ -1
where o, = Eyy— EYXEXXEXY-

e
Jlx) =

Furthermore, note that o2 is just the conditional variance of ¥, given X:

o2 = var(Y|X) = E [(Y — E(Y| X))’ X].

These results are summarized in the following theorem.

Theorem 5.5: Let

()=l (2)- G 3]

where Y € R, X € R¥, and Sxy is nonsingular. Then, conditionally on X, Y is
normally distributed with conditional expectation E(Y|X) = a + BT X, where
B = E;}EXY and o = puy — BTy, and conditional variance var(Y|X) =
Tyy — SyxZ gy Ty

The result in Theorem 5.5 is the basis for linear regression analysis. Suppose
that Y measures an economic activity that is partly caused or influenced by
other economic variables measured by the components of the random vector
X. In applied economics the relation between Y, called the dependent variable,
and the components of X, called the independent variables or the regressors,
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is often modeled linearly as ¥ = o + BTX 4 U, where « is the intercept, f is
the vector of slope parameters (also called regression coefficients), and U is
an error term that is usually assumed to be independent of X and normally
N(0, 0%) distributed. Theorem 5.5 shows that if Y and X are jointly normally
distributed, then such a linear relation between Y and X exists.

5.4. Independence of Linear and Quadratic Transformations of
Multivariate Normal Random Variables

Let X be distributed N, (0, I,) — that is, X is n-variate, standard, normally
distributed. Consider the linear transformations ¥ = BX, where Bisa k x n
matrix of constants, and Z = CX, where C is an m x n matrix of constants. It
follows from Theorem 5.4 that

()~ e | 6)- (&5 25)]

Then Y and Z are uncorrelated and therefore independent if and only if CBT =
O. More generally we have

Theorem 5.6: Let X be distributed N, (0, I,,), and consider the linear trans-
formations Y = b 4+ BX, where b is a k x 1 vector and B a k x n matrix of
constants, and Z = ¢ + CX, where c is an m x 1 vector and C an m x n ma-
trix of constants. Then Y and Z are independent if and only if BCT = O.

This result can be used to set forth conditions for independence of linear and
quadratic transformations of standard normal random vectors:

Theorem 5.7: Let X and Y be defined as in Theorem 5.6, and let Z = XTeyx,
where C is a symmetric n X n matrix of constants. Then Y and Z are independent
if BC = 0.

Proof: First, note that the latter condition only makes sense if C is singular,
for otherwise B = O. Thus, let rank (C) = m < n. We can write C = QAQ",
where A is a diagonal matrix with the eigenvalues of C on the diagonal, and Q
is the orthogonal matrix of corresponding eigenvectors. Let ¥ = QT.X, which
is N, (0, I,) distributed because QQ" = I,. Because n — m eigenvalues of C
are zero, we can partition Q, A, and V' such that

0-©.00. a=(p 0).

Tx
V= <V1> = Q; . Z=VIam,
Vs 0, X
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where A is the diagonal matrix with the m nonzero eigenvalues of C on the
diagonal. Then

03

implies BO1A1 = BO1A10TQ1 = O (because QTQ = I, implies QT Q) =
I,y), which in turn implies that BQ; = O. The latter is a sufficient condition
for the independence of ¥} and Y and hence of the independence of Z and Y.
Q.E.D.

Finally, consider the conditions for independence of two quadratic forms of
standard normal random vectors:

T
BC = B(Q1. Q2) (?; g) (Q‘) =B0iAQ] =0

Theorem 5.8: Let X ~ N,(0, 1), Z, = X'4X, and Z, = X"BX, where A and
B are symmetric n x n matrices of constants. Then Z| and Z, are independent
if and only if AB = O.

The proof of Theorem 5.8 is not difficult but is quite lengthys; it is therefore
given in Appendix 5.A.

5.5. Distributions of Quadratic Forms of Multivariate Normal
Random Variables

As we will see in Section 5.6, quadratic forms of multivariate normal random
variables play a key role in statistical testing theory. The two most important
results are stated in Theorems 5.9 and 5.10:

Theorem 5.9: Let X be distributed N, (0, X), where ¥ is nonsingular. Then
X2~ X is distributed as x>.

Proof: Denote Y = (Y;,...,Y,)T = E_I/ZX. Then Y is n-variate, standard
normally distributed; hence, Y1, ..., ¥, are independent identically distributed
(iid.) N(0, 1), and thus, XTE ' X = Y'Y = £7_,¥7 ~ x7. QE.D.

The next theorem employs the concept of an idempotent matrix. Recall from
Appendix I that a square matrix M is idempotent if M?> = M. If M is also sym-
metric, we can write M = QA QT, where A is the diagonal matrix of eigenval-
ues of M and Q is the corresponding orthogonal matrix of eigenvectors. Then
M? = M implies A2 = A; hence, the eigenvalues of M are either 1 or 0. If
all eigenvalues are 1, then A = [; hence, M = [. Thus, the only nonsingular
symmetric idempotent matrix is the unit matrix. Consequently, the concept of
a symmetric idempotent matrix is only meaningful if the matrix involved is
singular.
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The rank of a symmetric idempotent matrix M equals the number of nonzero
eigenvalues; hence, trace(M) = trace(QA QT) = trace(A QT Q) = trace(A) =
rank(A) = rank(M), where trace(M) is defined as the sum of the diagonal el-
ements of M. Note that we have used the property trace(4B) = trace(BA) for
conformable matrices 4 and B.

Theorem 5.10: Let X be distributed N, (0, I), and let M be a symmetric idem-
potent n x n matrix of constants with rank k. Then X"MX is distributed x}.

Proof: We can write

v=0(g oo

where Q is the orthogonal matrix of eigenvectors. Because Y = (Y1, ..., ¥,)! =
QTX ~ N,(0, I), we now have

Xmx=y" (% O)y= y Y2~ 2
" \o o _Z;f Kie-
j:

QE.D.

5.6. Applications to Statistical Inference under Normality

5.6.1. Estimation

Statistical inference is concerned with parameter estimation and parameter in-
ference. The latter will be discussed next in this section.

In a broad sense, an estimator of a parameter is a function of the data
that serves as an approximation of the parameter involved. For example,
if X1, X,,..., X, is a random sample from the N(u, o?)-distribution, then
the sample mean X = (1/n) Z;’.:l X; may serve as an estimator of the un-
known parameter w (the population mean). More formally, given a data set

{X1, X2, ..., X, } for which the joint distribution function depends on an un-
known parameter (vector) 6, an estimator of 6 is a Borel-measurable function
0 = g,(X1, ..., X,) ofthe data that serves as an approximation of . Of course,

the function g, should not itself depend on unknown parameters.

In principle, we can construct many functions of the data that may serve as
an approximation of an unknown parameter. For example, one may consider
using X only as an estimator of «. How does one decide which function of
the data should be used. To be able to select among the many candidates for an
estimator, we need to formulate some desirable properties of estimators. The
first one is “unbiasedness™:
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Definition 5.3: An estimator 6 of a parameter (vector) 0 is unbiased if
E[0] =6.

The unbiasedness property is not specific to a particular value of the parameter
involved but should hold for all possible values of this parameter in the sense
that if we draw a new data set from the same type of distribution but with a
different parameter value, the estimator should stay unbiased. In other words,
if the joint distribution function of the data is F,,(x1, ..., x,|0), where 6 € ®
is an unknown parameter (vector) in a parameter space O (i.e., the space of all
possible values of 8), and 0 = gu(X1, ..., X,) is an unbiased estimator of 6,
then [g,(x1, ..., x,)dF,(x1,...,x,|0) =0 forall 6 € O.

Note that in the preceding example both X and X, are unbiased estimators
of . Thus, we need a further criterion in order to select an estimator. This
criterion is efficiency:

Definition 5.4: An unbiased estimator 0 of an unknown scalar parameter 0 is
efficient if; for all other unbiased estimators 6, var(9) < var(). In the case in
which 6 is a parameter vector, the latter reads: Var(6) — Var(9) is a positive
semidefinite matrix.

In our example, X is not an efficient estimator of u because var(X;) = o2
and var(X) = o%/n. But is X efficient? To answer this question, we need to
derive the minimum variance of an unbiased estimator as follows. For notational
convenience, stack the data in a vector X. Thus, in the univariate case X =
(X1, Xa, .00, X,,)T, and in the multivariate case X = (X7, ..., XE)T. Assume
that the joint distribution of X is absolutely continuous with density f,(x|0),
which for each x is twice continuously differentiable in 6. Moreover, let 6 =
2,(X) be an unbiased estimator of 6. Then

@ o =o. 5:58)
Furthermore, assume for the time being that 0 is a scalar, and let

o [ewneoa = [a 5 o (5.9)

40 gn(X) Jn(X X = gnxde,,x X. .

Conditions for (5.9) can be derived from the mean-value theorem and the dom-
inated convergence theorem. In particular, (5.9) is true for all # in an open set
O if

f|gn(x)|sup06(_)|d2ﬁ,(x|9)/(d9)2|dx < 0.
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Then it follows from (5.8) and (5.9) that

d d
/gn(X) [@ ln(fn(XIQ))} Ju(x10)dx = /gn(X)@fn(XIG)dx =1
(5.10)

Similarly, if
do " do 8 ’ '

whichis true forall @ inan open set © for which ['supy g |d? f,(x10)/(d0)?|dx <
00, then, because | f,(x|0)dx = 1, we have

/ [% 1n(fn(x|0))] fo(x16)dx = j—efn(x|6’)dx =0. (5.12)

If we let B:dln(J(n(X|9))/d0,A it follows now from (5.10) that E:[é.
Bl =1 and from (5.12) that E[B] = 0. Therefore, cov(d, B) = E[6 - f] —
E[0]E[B] = 1. Because by the Cauchy—Schwartz inequality, |cov(d, B)| <

,/var(é), / Var(,é), we now have that Var(é) >1/ var(B):
1
E ([d In(f,(X16))/d6T?)

This result is known as the Cramer—Rao inequality, and the right-hand side
of (5.13) is called the Cramer—Rao lower bound. More generally, we have the
following:

var(9) > (5.13)

Theorem 5.11: (Cramer—Rao) Let f,(x|0) be the joint density of the data
stacked in a vector X, where 0 is a parameter vector. Let 0 be an unbiased
estimator of 0. Then Var(é) = (E[(dIn( £,(X10)/80T)(dIn( £, (X10)/30)])~" +
D, where D is a positive semidefinite matrix.

Now let us return to our problem of whether the sample mean X of a ran-
dom sample from the N(u, 0%) distribution is an efficient estimator of . In
this case the joint density of the sample is f;(x|u, 0?) = ]_[;:1 exp(—%(xj —
w)?/o?)/~o22m; hence, dln( f,( X, 02))/du = Z;:l(Xj — 1)/o?, and thus
the Cramer—Rao lower bound is

1
E[@In(f(X|p, 02)) /dp)’]

This is just the variance of the sample mean .X; hence, X is an efficient estimator
of w. This result holds for the multivariate case as well:

=o?/n. (5.14)
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Theorem 5.12: Let X, X5, ..., X, lze a random sample from the Ni[u, X]
distribution. Then the sample mean X = (1/n) Z';:l X is an unbiased and
efficient estimator of .

The sample variance of a random sample X, X>, ..., X,, from a univariate
distribution with expectation u and variance o2 is defined by

§*=(1/n = 1)y (X; - X7, (5.15)
j=1

which serves as an estimator of o2. An alternative form of the sample variance
is

n—1

&2 =(1/m)) (X; - X = s2, (5.16)
j=1

but as I will show for the case of a random sample from the N(u, o) distribu-

tion, (5.15) is an unbiased estimator and (5.16) is not:

Theorem 5.13: Let S? be the sample variance of a random sample X1, ..., X,
from the N (i, o) distribution. Then (n — 1)8% /o ? is distributed X,%fl-

The proof of Theorem 5.13 is left as an exercise. Because the expectation
of the Xi | distribution is n — 1, this result implies that £ (S?) = 0%, whereas
by (5.16), E(6%) = o*(n — 1)/n. Moreover, given that the variance of the X3—1
distribution is 2(n — 1), it follows from Theorem 5.13 that

var(8?) = 20*/(n — 1). (5.17)

The Cramer—Rao lower bound for an unbiased estimator of 0% is 20%/#; thus,
S? is not efficient, but it is close if  is large.

For a random sample X, X, ..., X, from a multivariate distribution with
expectation vector i and variance matrix ¥ the sample variance matrix takes
the form

S=(1/(n— 1)) (X; - X)X, - D). (5.18)
j=I1

This is also an unbiased estimator of ¥ = Var(X;) even if the distribution
involved is not normal.

5.6.2. Confidence Intervals

Because estimators are approximations of unknown parameters, the question
of how close they are arises. I will answer this question for the sample mean
and the sample variance in the case of a random sample X, X>, ..., X, from
the N(w, o?) distribution.
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It is almost trivial that X ~ N(u, 0>/n); hence,
V(X — pn)/o ~ N(0, 1). (5.19)
Therefore, for given o € (0, 1) there exists a 8 > 0 such that

P[|X — ul < Bo/v/n] = P[IVn(X — p)/o| < B]

B
exp(—u?/2)
Nezs

-8

du=1-a. (5.20)

For example, if we choose o = 0.05, then 8 = 1.96 (see Appendix IV, Table
IV.3), and thus in this case

P[X —1.960//n < < X + 1.960/+/n] = 0.95.

The interval [X — 1.960//n, X + 1.960/4/n] is called the 95% confidence
interval of . If o is known, then this interval can be computed and will tell us
how close X and y are with a margin of error of 5%. But in general o is not
known, so how do we proceed then?

To solve this problem, we need the following corollary of Theorem 5.7:

Theorem5.14: Let X, X, ..., _X,, be a random sample from the N (u, 02) dis-
tribution. Then the sample mean X and the sample variance S* are independent.

Proof: Observe, for instance, that X, = ((X1 —w)/o, (X2 —w)/o, ...,
X, —n)/o)' ~ N,(0, 1), X =u+(o/n,...,0/n)X, =b+ BX,, and

X1 —X)/o
: =|l7——1.]1(1,...; )| X, =CX..

D M E

(Xn - X)/O- 1
The latter expression implies that (n — 1)S?/0? = XICTCX, = XIC?X, =
XTCX, because C is symmetric and idempotent with rank(C) = trace(C) =
n — 1. Therefore, by Theorem 5.7, the sample mean and the sample variance are

independent if BC = 0, which in the present case is equivalent to the condition
CB" = 0. The latter is easily verified as follows:

1 1
e 1 ] 1
B =2 == la,...oll =2l == ||=0
n ni-: : n : ni.
1 1 1 1

QED.
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It follows now from (5.19), Theorems 5.13 and 5.14, and the definition of
the Student’s ¢ distribution that

Theorem 5.15: Under the conditions of Theorem 5.14, /n(X— )/S ~ t,_1.

Recall from Chapter 4 that the #,_; distribution has density
I'(n/2)
Vi =DrT((n = 1)/2)(1 + x2/(n = 1))

where I'(y) = fooo x*~Vexp(—x)dx, y > 0. Thus, as in (5.20), for each « €
(0, 1) and sample size n there exists a 8, > 0 such that

hn1(x) = (521

B
PUX — ul = 45/ = [ hostd =1 o (522)
_ﬂn
hence, [X — B,S//n, X + B,S//n] is now the (1 — &) x 100% confidence
interval of .

Similarly, on the basis of Theorem 5.13 we can construct confidence intervals
of o2. Recall from Chapter 4 that the XiI distribution has density

x=D2=1 exp(—x/2)
I'((n —1)/2)26=-b/2 "

gn—l(x) =

For a given « € (0, 1) and sample size n we can choose 8, < B2., such that

Pl(n —1)S*/Bon < 0> < (n — 1)S*/B1.4]
= P[Bin < (n = 1)S?/0” < Bo]
B
= /g,,,l(u)du =1-q. (5.23)
Bin

There are different ways to choose f;, and f,, such that the last equality
in (5.23) holds. Clearly, the optimal choice is such that g ’11 - B, ,1, is minimal
because it will yield the smallest confidence interval, but that is computationally
complicated. Therefore, in practice B, , and B, , are often chosen such that

Bin 00
/ o (W) = a2, / o) = a)2. (5.24)
0 Bon

Appendix IV contains tables from which you can look up the values of the
B’s in (5.20) and (5.22) for & x 100% = 5% and a x 100% = 10%. These
percentages are called significance levels (see the next section).
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5.6.3. Testing Parameter Hypotheses

Suppose you consider starting a business to sell a new product in the United
States such as a European car that is not yet being imported there. To determine
whether there is a market for this car in the United States, you have randomly
selected n persons from the population of potential buyers of this car. Each
person j in the sample is asked how much he or she would be willing to pay for
this car. Let the answer be Y;. Moreover, suppose that the cost of importing this
car is a fixed amount Z per car. Denote X; = In(Y;/Z), and assume that X is
N(u, 0%) distributed. If & > 0, then your planned car import business will be
profitable; otherwise, you should forget about this idea.

To decide whether 1 > 0 or u < 0, you need a decision rule based on the
random sample X = (X}, X, ..., X,,)T. Any decision rule takes the following
form. Given a subset C of R”, to be determined below in this section, decide
that u > 0if X € C, and decide that u < 0if X ¢ C. Thus, you decide that the
hypothesis ;& < 0 is true if /(X € C) = 0, and you decide that the hypothesis
w > 0is true if /(X € C) = 1. In this case the hypothesis i < 0 is called the
null hypothesis, which is usually denoted by Hj:u < 0, and the hypothesis
w > 0 is called the alternative hypothesis and is denoted by H; : u > 0. The
procedure itself is called a statistical test.

This decision rule yields two types of errors. In the first one, called the Tpe
I error, you decide that H; is true whereas in reality Hj is true. In the other
error, called the Type II error, H is considered to be true whereas in reality
H, is true. Both errors come with costs. If the Type I error occurs, you will
incorrectly assume your car import business to be profitable, and thus you will
lose your investment if you start up your business. If the Type II error occurs,
you will forgo a profitable business opportunity. Clearly, the Type I error is the
more serious of the two.

Now choose C such that X € C if and only if \/n(X/S) > B for some fixed
B > 0. Then

P[X € C] = P[V/n(X/S) > ]l = P[Vn(X — n)/S+ /nu/S > Bl
= P[Vn(X — /o +/nujo > B - S/o]

= / P[S/o < (u+ /nu/o)/Blexpl—u®/2]/~ 2 du,

(5.25)

where the last equality follows from Theorem 5.14 and (5.19). If u < 0, this
probability is that of a Type I error. Clearly, the probability (5.25) is an increasing
function of w; hence, the maximum probability of a Type I error is obtained for
w = 0. Butif u = 0, then it follows from Theorem 5.15 that \/n(X/S) ~ t,_1;
hence,
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o0
maé(P[X eCl= /hn_l(u)du =a, (5.26)
<
B

for instance, where /,,_; is the density of the #,_; distribution (see (5.21)). The
probability (5.26) is called the size of the test of the null hypothesis involved,
which is the maximum risk of a Type I error, and o x 100% is called the
significance level of the test. Depending on how risk averse you are, you have
to choose a size o € (0, 1), and therefore 8 = B, must be chosen such that
f ﬁio hy—1(u)du = a. This value B, is called the critical value of the test involved,
and because it is based on the distribution of \/n(X/S), the latter is considered
the test statistic involved. Moreover, @ x 100% is called the significance level
of the test.

If we replace 8 in (5.25) by B,, 1 minus the probability of a Type Il error is
a function of u/o > 0:

_ exp(=/2)
pu(iufo) = / PIS/o < (u+ /o)1 =P D
—/np/o
u > 0. (5.27)

This function is called the power function, which is the probability of cor-
rectly rejecting the null hypothesis Hj in favor of the alternative hypothesis H,.
Consequently, 1 — p,(u/0), u > 0, is the probability of a Type II error.

The test in this example is called a #-test because the critical value B, is
derived from the #-distribution.

A test is said to be consistent if the power function convergesto 1 asn — 00
for all values of the parameter(s) under the alternative hypothesis. Using the
results in the next chapter, one can show that the preceding test is consistent:

lim pu(n/o)=1 ifp > 0. (5.28)
n— 00

Now let us consider the test of the null hypothesis Hj : u = 0 against the al-
ternative hypothesis H;: i # 0. Under the null hypothesis, /n(X/S) ~ t,_,
exactly. Given the size « € (0, 1), choose the critical value 8, > 0 as in
(5.22). Then Hj is accepted if |/n(X/S)| < B, and rejected in favor of H,
if |/n(X/S)| > B,. The power function of this test is

pu(pt/o) = / P[S/o < |u+ /np/o|/Bulexp[—u’/2]/v 2w du,

0. (5.29)
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This test is known as is the two-sided #-test with significance level o x 100%.
The critical values 8, for the 5% and 10% significance levels can be found in
Table IV.1 in Appendix IV. Also, this test is consistent:

lim pu(u/o) =1 ifpu#0. (5.30)

5.7. Applications to Regression Analysis

5.7.1. The Linear Regression Model

Consider a random sample Z; = (Y}, XJT)T, j=12,...,n from a k-variate,
nonsingular normal distribution, where ¥; e R, X; € R !, We have seen in
Section 5.3 that one can write

Yi=a+X]f+U;,U; ~N©0,6%, j=1,..,n, (5.31)

where U; = Y; — E[Y;|X;] is independent of .X;. This is the classical linear
regression model, where Y; is the dependent variable, X; is the vector of in-
dependent variables, also called the regressors, and Uj is the error term. This
model is widely used in empirical econometrics — even in the case in which X;
is not known to be normally distributed.

If we let

Vi 1 X7 U,
y=|:1|. x=[: :]. 90=<“>, v=|: |,
Y, 1 X! U,
model (5.31) can be written in vector—matrix form as
Y = X6+ U, U|X ~ N,[0,6%1,], (5.32)

where U|X is a shorthand notation for “U conditional on X.”

In the remaining sections I will address the problems of how to estimate
the parameter vector 6y and how to test various hypotheses about 8 and its
components.

5.7.2. Least-Squares Estimation
Observe that
E[(Y — X0)'(Y — X0)] = E[(U + X(60 — 0))" (U + X(6) — 0))]
= E[UTU] + 2(6) — O)'E(XTE[U| X))
+ (60 — 0) (E[X" X])(6 — 6)
=n-0” 4 (6 — 0) (E[X"X])(60 — 6).
(5.33)
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Hence, it follows from (5.33) that?

6o = argmin E[(Y — X0)"(Y — X0)] = (E[LX"X]) ' E[XTY]
HeR¥
(5.34)

provided that the matrix E[XTX] is nonsingular. However, the nonsingularity
of the distribution of Z; = (Y}, XJT,)T guarantees that £[ X" X] is nonsingular
because it follows from Theorem 5.5 that the solution (5.34) is unique if Xyy =
Var(X ;) is nonsingular.

The expression (5.34) suggests estimating 6, by the ordinary* least-squares
(OLS) estimator

§ = argmin(Y — X0)'(Y — X0) = (X" X)' XTY. (5.35)
OeR*
It follows easily from (5.32) and (5.35) that

6—0,=xX"x)"'xTU; (5.36)
hence, 6 is conditionglly unbiased: £ [é|X ] = 6y and therefore also uncondi-
tionally unbiased: E[0] = 6y. More generally,

01X ~ Ni[6o, o2 (X )] (5.37)

Of course, the unconditional distribution of @ is not normal.

Note that the OLS estimator is not efficient because o?(E[XTX])~! is the
Cramer—Rao lower bound of an unbiased estimator of (5.37) and Var(é) =
o?E[(XTX)™'] # o*(E[XTX])~!. However, the OLS estimator is the most
efficient of all conditionally unbiased estimators 6 of (5.37) that are linear
functions of Y. In other words, the OLS estimator is the best linear unbiased
estimator (BLUE). This result is known as the Gauss—Markov theorem:

Theorem 5.16: (Gauss—Markov theorem) Let C(X) be a k x n matrix whose
elements are Borel-measurable functions of the random elements of X, and let
0 = C(X)Y. If E[0|X] = 6, then for some positive semidefinite k x k matrix
D, Var[f|X] = 02C(X)C(X)" = o2(X"X)"! + D.

Proof: The conditional unbiasedness condition implies that C(X)X = I;;
hence, § = 6y + C(X)U, and thus Var(d|X) = o>C(X)C(X)". Now
D =o’[C(NHCX)" — (X" X)]
*[CXNCXN)" — CLNX(XTX) ' XTC(X)]
=o’C(X)[I, — XX X)'XT]C(X)" = o’ C(XOMC(X)",

Recall that “argmin” stands for the argument for which the function involved takes a
minimum.

The OLS estimator is called “ordinary” to distinguish it from the nonlinear least-squares
estimator. See Chapter 6 for the latter.
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for instance, where the second equality follows from the unbiasedness condition
CX = I. The matrix

M=1-Xx(x"x)"'x" (5.38)

is idempotent; hence, its eigenvalues are either 1 or 0. Because all the eigen-
values are nonnegative, M is positive semidefinite and so is C(X)MC(X)T.
Q.E.D.

Next, we need an estimator of the error variance 2. If we observed the errors
Uj, then we could use the sample variance $* = (1/(n — 1)) Y_i_ (U; — U)?
of the U;’s as an unbiased estimator. This suggests using OLS residuals,

U;=Y,— X0, where X;= (; ) (5.39)
J
instead of the actual errors U; in this sample variance. Taking into account that

n

>0, =0, (5.40)

J=1

we find that the feasible variance estimator involved takes the form §2 =
(1/(n —1)) Z';:l U%. However, this estimator is not unbiased, but a minor
correction will yield an unbiased estimator of o2, namely,

$*=(1/(n—k)) Z U2, (5.41)
Jj=1

which is called the OLS estimator of o2. The unbiasedness of this estimator is
a by-product of the following more general result, which is related to the result
of Theorem 5.13.

Theorem 5.17: Conditional on X and well as unconditionally, (n — k)S*/o* ~

Xf—kf hence, E[SZ] =02

Proof: Observe that

_ZU2—2<ZU )(9 6o)
+(é—eo)T<ZXT )(9—90)

=UTU =2UTX (6 — 6p) + (6 — 00) X" X(6 — 6)
=UWU-UXX"X)"'xTU = U™MU, (5.42)
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where the last two equalities follow from (5.36) and (5.38), respectively. Because
the matrix M is idempotent with rank
rank(M) = trace(M) = trace(],) — trace(X (X Tx)y ' x )
= trace(/,) — trace((XTX)_lXTX) =n—k,
it follows from Theorem 5.10 that, conditional on X, (5.42) divided by o> has
a Xik distribution

n

Y 02X ~ 1l (5.43)
j=1

It is left as an exercise to prove that (5.43) also implies that the unconditional
distribution of (5.42) divided by 0% is x2_;:

Y UL o ~ %k (5.44)

j=1

Because the expectation of the x_, distribution is n — £, it follows from (5.44)
that the OLS estimator (5.41) of o2 is unbiased. Q.E.D.

Next, observe from (5.38) that XM = O, and thus by Theorem 5.7
(XTX)~'XTU and UTMU are independent conditionally on X, that is,

P[XTU < x and UTMU < z|X]
= P[X"U < x|X]- P[U™MU < z|X],Vx € R*,z > 0.

Consequently,
Theorem 5.18: Conditional on X, 0 and S? are independent,

but unconditionally they can be dependent.
Theorems 5.17 and 5.18 yield two important corollaries, which I will state
in the next theorem. These results play a key role in statistical testing.

Theorem 5.19:
(@) Letc e RFbea given nonrandom vector. Then
<0 — )

o~
s/aTxx) e

(b) Let R be a given nonrandom m x k matrix with rank m < k. Then

(5.45)

6 — QO)TRT(R(XTX)”RT)*IR(é — )
m - S2

~ Fuyn_k- (5.46)
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Proof of (5.45): It follows from (5.37) that cT(é—90)|X~N[0,
2¢T(XTX)~!c]; hence,

(0 — 6y)
o/cT(XTX) ¢

It follows now from Theorem 5.18 that, conditional on X, the random variable
in (5.47) and S? are independent; hence, it follows from Theorem 5.17 and the
definition of the #-distribution that (5.44) is true, conditional on X and therefore
also unconditionally.

Proof of (5.46): 1t follows from (5.37) that R(é — 6| X ~ N[0,
o2 R(XTX)~' R"]; hence, it follows from Theorem 5.9 that

X ~ N[0, 1]. (5.47)

5 g \TpT T =1 pT\ " ped —
@ —00)"RT(R(XTX)'RT) " R(@ 90)X~X2

me

= (5.48)

Again it follows from Theorem 5.18 that, conditional on X, the random variable
in (5.48) and S? are independent; hence, it follows from Theorem 5.17 and the
definition of the F-distribution that (5.46) is true, conditional on X and therefore
also unconditionally. Q.E.D.

Note that the results in Theorem 5.19 do not hinge on the assumption that
the vector X; in model (5.31) has a multivariate normal distribution. The only
conditions that matter for the validity of Theorem 5.19 are thatin (5.32), U| X ~
N,(0, 0%1,) and P[0 < det(X"X) < oo] = 1.

5.7.3. Hypotheses Testing

Theorem 5.19 is the basis for hypotheses testing in linear regression analysis.

First, consider the problem of whether a particular component of the vector X ;

of explanatory variables in model (5.31) have an effect on Y; or not. If not, the
corresponding component of 8 is zero. Each component of /3 corresponds to a
component 6; g, i > 0, of 8y. Thus, the null hypothesis involved is

Hy: 60 = 0. (5.49)

Let 6; be component i of 6, and let the vector e; be column i of the unit matrix
Ii.. Then it follows from Theorem 5.19(a) that, under the null hypothesis (5.49),

] 6;
=~y (5.50)

S,/el(XTX) e

The statistic 7; in (5.50) is called the -statistic or t-value of the coefficient 6; ¢. If
0; o can take negative or positive values, the appropriate alternative hypothesis
is



132 The Mathematical and Statistical Foundations of Econometrics

H1:0,;0 75 0. (551)

Given the size o € (0, 1) of the test, the critical value y corresponds to P[|T| >
v] = a,where T ~ t,_;. Thus, the null hypothesis (5.49) is accepted if |7;| < y
and is rejected in favor of the alternative hypothesis (5.51) if |#;| > y. In the
latter case, we say that 6; o is significant at the o« x 100% significance level. This
test is called the two-sided #-test. The critical value y can be found in Table I'V.1
in Appendix IV for the 5% and 10% significance levels and degrees of freedom
n — k ranging from 1 to 30. As follows from the results in the next chapter, for
larger values of n — k one may use the critical values of the standard normal
test in Table IV.3 of Appendix I'V.

If the possibility that 6; o is negative can be excluded, the appropriate alter-
native hypothesis is

H 6,0 > 0. (5.52)

Given the size «, the critical value y, involved now corresponds to P[7T >
¥+] = «, where again T ~ ¢, _;. Thus, the null hypothesis (5.49) is accepted if
{; < y, and is rejected in favor of the alternative hypothesis (5.52) if 7; > y,.
This is the right-sided z-test. The critical value y; can be found in Table IV.2
of Appendix IV for the 5% and 10% significance levels and degrees of freedom
n — k ranging from 1 to 30. Again, for larger values of n — k one may use the
critical values of the standard normal test in Table V.3 of Appendix IV.

Similarly, if the possibility that 6; ¢ is positive can be excluded, the appropriate
alternative hypothesis is

H{:6;0<0. (5.53)

Then the null hypothesis (5.49) is accepted if #; > —y, and is rejected in favor
of the alternative hypothesis (5.53) if #; < —y,.. This is the left-sided ¢-test.

If the null hypothesis (5.49) is not true, then one can show, using the results
in the next chapter, that for n — oo and arbitrary M > 0, P[f; > M] — 1 if
6,0 > 0 and P[{; < —M] — 1if ;¢ < 0. Therefore, the ¢-tests involved are
consistent.

Finally, consider a null hypothesis of the form

Hy: RO, =gq, (5.54)

where R is a given m x k matrix with rank m < k, and ¢ is a given m x 1
vector.

For example, the null hypothesis that the parameter vector § in model (5.31)
is a zero vector corresponds to R = (0, [_1), g =0 € R*"!, m = k — 1. This
hypothesis implies that none of the components of X ; have any effect on Y;. In
that case ¥; = a + U, and because U; and X are independent, so are Y; and

X;.
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It follows from Theorem 5.19(b) that, under the null hypothesis (5.54),

A _ -1 .
(RO — )" (RX"X)'R) (R — q)
m - S?

Given the size o, the critical value y is chosen such that P[F' > y] = «, where
F' ~ Fy n—k. Thus, the null hypothesis (5.54) is accepted if ' < y and is re-
jected in favor of the alternative hypothesis R6y # g if F' > y. For obvious
reasons, this test is called the F test. The critical value y can be found in Ap-
pendix IV for the 5% and 10% significance levels. Moreover, one can show,
using the results in the next chapter, that if the null hypothesis (5.54) is false,
then for any M > 0, lim,_, . P[F > M] = 1. Thus, the F test is a consistent
test.

F= A (5.55)

5.8. Exercises

Y 1 4 1
() =) )]
(a) Determine E(Y|X).

(b) Determine var(U), where U = Y — E(Y|X).
(c) Why are U and X independent?

1. Let

2. Let X be n-variate standard normally distributed, and let 4 be a nonstochastic
n x k matrix with rank & < n. The projection of X on the column space of 4
is a vector p such that the following two conditions hold:

(1) pis alinear combination of the columns of 4;
(2) the distance between X and p, | X — p|| = V(X — p)I(X — p), is
minimal.
(a) Show that p = A(ATA)'ATX.
(b) Is it possible to write down the density of p? If yes, do it. If no,
why not?
(c) Show that || p||> = p"p has a x? distribution. Determine the de-
grees of freedom involved.
(d) Show that || X — p||2 has a x? distribution. Determine the degrees
of freedom involved.
(e) Show that || p|| and || X — p|| are independent.

3. Prove Theorem 5.13.

4. Show that (5.11) is true for @ in an open set © if d f;,(x|0)/(d6)? is, for each
x, continuous on © and [ supyc|d? f,(x10)/(d0)*|dx < oo. Hint: Use the
mean-value theorem and the dominated convergence theorem.
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Show that for a random sample X, X, ..., X, from a distribution with expec-
tation  and variance o2 the sample variance (5.15) is an unbiased estimator
of o2 even if the distribution involved is not normal.

Prove (5.17).

Show that for arandom sample X, X>, ..., X, from amultivariate distribution
with expectation vector u and variance matrix X the sample variance matrix
(5.18) is an unbiased estimator of X.

Given a random sample of size n from the N(u, o?) distribution, prove that
the Cramer—Rao lower bound for an unbiased estimator of o2 is 204/n.

Prove Theorem 5.15.
Prove the second equalities in (5.34) and (5.35).

Show that the Cramer—Rao lower bound of an unbiased estimator of (5.37) is
equal to o2(E[XTX])~".

Show that the matrix (5.38) is idempotent.
Why is (5.40) true?
Why does (5.43) imply (5.44)?

Suppose your econometric software package reports that the OLS estimate of
a regression parameter is 1.5, with corresponding ¢-value 2.4. However, you
are only interested in whether the true parameter value is 1 or not. How would
you test these hypotheses? Compute the test statistic involved. Moreover, given
that the sample size is » = 30 and that your model has five other parameters,
conduct the test at the 5% significance level.

APPENDIX

5.A. Proof of Theorem 5.8

Note again that the condition AB = O only makes sense if both 4 and B are
singular; if otherwise, either 4, B or both are O. Write 4 = QO 4A 4 QE, B =
OpApQ}, where Q4 and Qp are orthogonal matrices of eigenvectors and

Ay

and A are diagonal matrices of corresponding eigenvalues. Then Z; =

XTQAAA QEX, Zy, = XTQBAB QEX. Because 4 and B are both singular, it
follows that A 4 and A p are singular. Thus, let

A o 0
AA = 0] _A2 0 )
0 o 0
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where A is the & x k diagonal matrix of positive eigenvalues and — A, the
m x m diagonal matrix of negative eigenvalues of 4 with k£ +m < n. Then

Al O O

Zi=X'0410 -A, O|0'X
o 0 o0
1 1
A O O\ (L O o A} O O

T 1 1 T
=X0il o A O g —Ofm 10 0 A 024X

o 0 O n—k=m/ \' O O O

Similarly, let

where A7 is the p x p diagonal matrix of positive eigenvalues and — A is the
q x q diagonal matrix of negative eigenvalues of B with p + ¢ < n. Then

(AH: 0 O\ (I, O O
Z,=X'05| 0o (ap: o|lO -1 0]
0] 0] (0] 0 @) ]n—p—q
(A 0 0
x| o (A»: o] 0pX.
o o 0

Next, for instance, let

1
Al O O
ni=| o A2% ol oix=mx,
O 0 O
(Ap: 0 0
h=| 0 (A} 0]|0sX=MX
0 o O
Then, for instance,
I, O 0
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and
I, O 0
=Y |0 -1, O |Yh=Y'DV,
O O I,y
where the diagonal matrices D, and D, are nonsingular but possibly different.
Clearly, Z, and Z; are independent if ¥} and Y, are independent. Now observe

that

1
Al O O I O 0
4B=04| 0 A} o0 o -1, O
0 0 [n—k—m o o Infkfm
1
Al O O AD: 0 O
x|l o al 0]Qi0:| o @y o
I9) O 0O o o 0]
I, O 0] (AD O 0)
<o -1, o o ((nt o0 |0

0 0 I,y 0 O lLpy

The first three matrices are nonsingular and so are the last three. Therefore,
AB = O if and only if

1
Al O O AD: 0 O
MMy =] o Al 0]|QiQs| 0 (Ap: o]=0.
O O O 0] 0] 0]

It follows now from Theorem 5.7 that the latter implies that Y; and Y, are inde-
pendent; hence, the condition 4 B = O implies that ¥} and Y, are independent.

QE.D.



6  Modes of Convergence

6.1. Introduction

Toss a fair coin # times, and let ¥; = 1 ifthe outcome of the jth tossing is heads
and Y; = —1 if the outcome involved is tails. Denote X, = (1/n) Z;'.:l Y;. For
the case n = 10, the left panel of Figure 6.1 displays the distribution function
F,(x)" of X,, on the interval [—1.5, 1.5], and the right panel displays a typical
plot of X fork = 1,2, ..., 10 based on simulated ¥;.?

Now let us see what happens if we increase n: First, consider the case n = 100
in Figure 6.2. The distribution function F},(x) becomes steeper for x close to
zero, and X,, seems to tend towards zero.

These phenomena are even more apparent for the case n = 1000 in Figure
6.3.

What you see in Figures 6.1-6.3 is the law of large numbers: X, =
(1/n) Z'}zl Y; — E[Y;] = 0 in some sense to be discussed in Sections 6.2—
6.3 and the related phenomenon that F,(x) converges pointwise in x # 0 to
the distribution function F(x) = I(x > 0) of a “random” variable X satisfying
P[X=0]=1

Next, let us have a closer look at the distribution function of \/n X, : G, (x) =
F,(x/+/n) with corresponding probabilities P[/nX, = 2k — n)//nl,k =0,
1,...,n and see what happens if n — 0. These probabilities can be displayed

1 Recall that n(X, + 1)/2 = Z;ZI(Y/ + 1)/2 has a binomial (#, 1/2) distribution, and thus
the distribution function F,(x) of X, is

Fu(x) = P[X, < x]= P[n(X, +1)/2 < n(x + 1)/2]

min(n,[n(x+1)/2]) n
TS (k><uzf,

k=0

where [z] denotes the largest integer < z, and the sum > ;. is zero if m < 0.
The Y;’s have been generated as ¥; =2 - I(U; > 0.5) — 1, where the U;’ are random
drawings from the uniform [0, 1] distribution and /(-) is the indicator function.

137
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Figure 6.1. n = 10. Left: Distribution function of X,. Right: Plot of X} for k£ =
1,2,...,n.

in the form of a histogram:

P [2(k = /i = /i < VX, = 2k//n — /]
2/n
ifx € (2(k— 1)/f—ﬁ,2k/f—ﬁ],k=0,1,...,n,
H,(x) = 0 elsewhere.

H,(x) =

Figures 6.4—6.6 compare G, (x) with the distribution function of the standard
normal distribution and H,,(x) with the standard normal density forn = 10, 100
and 1000.

What you see in the left-hand panels in Figures 6.4—6.6 is the central limit
theorem:

[ expl—u?/2]

———du,
V21

lim G,(x) =
n— 00
—00

pointwise in x, and what you see in the right-hand panels is the corresponding
fact that

o Gax+8) — Gu(x)  exp[—x?/2]
lim lim = .
810 n—o0 ) V2r

The law of large numbers and the central limit theorem play a key role in statistics
and econometrics. In this chapter I will review and explain these laws.

Figure 6.2. n = 100. Left: Distribution function of X,. Right: Plot of X, for k =
1,2,...,n.
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Figure 6.3. n = 1000. Left: Distribution function of X,. Right: Plot of X for & =
1,2,...,n.

Figure 6.4. n = 10. Left: G,(x). Right: H,(x) compared with the standard normal
distribution.

Figure 6.5. n = 100. Left: G,(x). Right: H,(x) compared with the standard normal
distribution.

Figure 6.6. n = 1000. Left: G,(x). Right: H,(x) compared with the standard normal
distribution.
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6.2. Convergence in Probability and the Weak Law of Large Numbers

Let X, be a sequence of random variables (or vectors) and let X be a random
or constant variable (or conformable vector).

Definition 6.1: We say that X, converges in probability to X, also de-
noted as plim,_, X, = X or X, =, X, if for an arbitrary ¢ > 0 we have
lim, 5o P(|X,, — X| > €)= 0, or eqmvalently, lim, .o P(1 X, — X| <e&)=1.

In this definition, X may be a random variable or a constant. The latter
case, where P(X = ¢) = 1 for some constant ¢, is the most common case in
econometric applications. Also, this definition carries over to random vectors
provided that the absolute value function |x| is replaced by the Euclidean norm
el = v/aTx.

The right panels of Figures 6.1-6.3 demonstrate the law of large numbers.
One of the versions of this law is the weak law of large numbers (WLLN),
which also applies to uncorrelated random variables.

Theorem 6.1: (WLLN for uncorrelated random variables). Let X1, ..., X, be
a sequence of uncorrelated random variables with E(X;) = w and var(X )=
02<ooandletX—(l/n)Z X;. Then plim X =

n— 00

Proof: Because E(X) =y and var(X) = o/, it follows from Chebishev
inequality that P(|X — | > ) < 0%/(ne?) — 0ifn — co. Q.E.D.
The condition of a finite variance can be traded in for the 1.i.d. condition:

Theorem 6.2: (The WLLN fori.i.d. random variables). Let X1, . .., X, be a se-
quence of independent, identically distributed random variables wzth E[lX;]] <
oo and E(X;) = u, andletX—(l/n)Z_]X Then plim X=npn.

n—0o0

E|(1/m)) (Z; — E(Z))
j=1

<2(1/m) ) El1Z;1]
j=1

=2(1/n) Y E[IX\[1(1 X, > /)] = 0, (6.1)
j=1

and
2
E

(/m)Y (¥;—E@;)| | <(1/n*)> E[¥]]
j=1 j=1

=(1/n) Y E[X7 1(0X1| < )]
j=1
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n_J
=(1/m)Y Y E[XTI(k—1<|X| <k)]

j=1 k=1

n_J
<(/m)Y Y k- E[X] - I —1 < | Xi] < k)]

j=1 k=1
n j—1 j
=(1/m) Y D Y E[X] - 1G —1 < [Xi] <)
j=1 k=1 i=k
n j—1
< (/)Y Y ENX| - 11X ] > k= 1)]
j=1 k=1
<(1/m) Y ENXi| - I(1X\| > k= 1] =0 (6.2)

k=1

as n — 0o, where the last equality in (6.2) follows from the easy equal-
ity Zk ko = Zk 12 _, and the convergence results in (6.1) and
(6.2) follow from the fact that E[|.X1|/(]X;| > j)] — 0 for j — oo because
ET|X1]] < oo. Using Chebishev’s inequality, we find that it follows now from
(6.1) and (6.2) that, for arbitrary ¢ > 0,

p[ ]

(1/m) Y (¥; — E(Y)))
j=1

(1/m) ) (X; — E(X))
j=1

<r|
=)
erf

+|(1/m) Y (Z; — E(Z))
Jj=1

> 8/2:|
> 8/2:|

(1/m) ) (Y; — E(Y;) / &
j=1

+2E[ }/S—w (6.3)

as n — 00. Note that the second inequality in (6.3) follows from the fact that,
for nonnegative random variables X and ¥, P[X 4+ Y > ¢] < P[X > ¢/2] +
P[Y > ¢/2]. The theorem under review follows now from (6.3), Definition 6.1,
and the fact that ¢ is arbitrary. Q.E.D.

Note that Theorems 6.1 and 6.2 carry over to finite-dimensional random
vectors X; by replacing the absolute values |-| by Euclidean norms: ||x|| =

(1/m) > (¥, — E(Y})
J=1

(1/m) )y (Z; — E(Z)))
j=1

2
< 4E

(1/m)Y (Z; — E(Z))
j=1
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V/xTx and the variance by the variance matrix. The reformulation of Theorems
6.1 and 6.2 for random vectors is left as an easy exercise.

Convergence in probability carries over after taking continuous transforma-
tions. This result is often referred to as Slutky’s theorem:

Theorem 6.3: (Slutsky's theorem). Let X, a sequence of random vectors in RF
satisfying X, — , ¢, where c is nonrandom. Let W (x) be an R™-valued function
on R¥ that is continuous in c. Then W(X,,) —, ¥(c).

Proof: Consider the case m = k = 1. It follows from the continuity of W
that for an arbitrary & > 0 there exists a § > 0 such that |[x — ¢| < § implies
|W(x) — ¥(c)| < ¢; hence,

P(| Xy —c| =8) = P(I¥(X,) — V(o) = ¢).

Because lim,, .o P(| X, — ¢| < 8) = 1, the theorem follows for the case under
review. The more general case with m > 1, k > 1, or both can be proved along
the same lines. Q.E.D.

The condition that ¢ be constant is not essential. Theorem 6.3 carries over to
the case in which ¢ is a random variable or vector, as we will see in Theorem
6.7 below.

Convergence in probability does not automatically imply convergence of
expectations. A counterexample is X,, = X + 1/n, where X has a Cauchy dis-
tribution (see Chapter 4). Then E[X, ] and E£(X) are not defined, but X,, — ,X.
However,

Theorem 6.4: (Bounded convergence theorem) If X, is bounded, that is,
P(|X,| < M) =1 for some M < oo and all n, then X, —,X implies
limy 00 E(X,) = E(X).

Proof: First, X has to be bounded too, with the same bound M; other-
wise, X, — , X is not possible. Without loss of generality we may now assume
that P(X = 0) = 1 and that X, is a nonnegative random variable by replacing
X, with | X,, — X| because E[| X, — X|] — 0implies lim,_, », E(X,) = E(X).
Next, let F,(x) be the distribution function of X,, and let ¢ > 0 be arbitrary.
Then

M

0 < E(Xy) = [ xdFu(x)
/

£ M
= /xdF,,(x) + /xdF,,(x) <e+ M- P(X, >¢).
0 £

(6.4)
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Because the latter probability converges to zero (by the definition of conver-
gence in probability and the assumption that X, is nonnegative with zero
probability limit), we have 0 < limsup,_, ., £(X,) < ¢ for all ¢ > 0; hence,
lim,— E(X,) =0. Q.E.D.

The condition that X, in Theorem 6.4 is bounded can be relaxed using the
concept of uniform integrability:

Definition 6.2: 4 sequence X, of random variables is said to be uniformly
integrable if limy; oo Sup, = E[| X, | - I(|X,| > M)] = 0.

Note that Definition 6.2 carries over to random vectors by replacing the
absolute value |-| with the Euclidean norm ||-||. Moreover, it is easy to verify
that if | X,,| < Y with probability 1 for all n» > 1, where E(Y) < oo, then X, is
uniformly integrable.

Theorem 6.5: (Dominated convergence theorem) Let X, be uniformly inte-
grable. Then X, — , X implies lim,_. .. E(X,) = E(X).

Proof: Again, without loss of generality we may assume that P(X = 0) = 1
and that X, is a nonnegative random variable. Let 0 < ¢ < M be arbitrary.
Then, as in (6.4),

oo £ M o0
0<EWX,)=| xdF,(x)= [ xdF,(x)+ | xdF,(x)+ | xdF,(x)
o= [t o]
<e+M-P(X,>¢e)+ sup/xdF,,(x). (6.5)
n>1
M

For fixed M the second term on the right-hand side of (6.5) converges to zero.
Moreover, by uniform integrability we can choose M so large that the third
term is smaller than ¢. Hence, 0 < limsup,,_, .. £(X,) < 2¢ for all ¢ > 0, and
thus lim, ., £(X,) =0. Q.E.D.

Also Theorems 6.4 and 6.5 carry over to random vectors by replacing the
absolute value function |x| by the Euclidean norm ||x|| = VxTx.

6.3. Almost-Sure Convergence and the Strong Law of Large Numbers
In most (but not all!) cases in which convergence in probability and the weak

law of large numbers apply, we actually have a much stronger result:

Definition 6.3: We say that X,, converges almost surely (or with probability 1)
to X, also denoted by X,, — X a.s. (or w.p.1), if
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foralle > 0, lim P(sup |X,, — X| <¢)=1, (6.6)
n—00

m>n
or equivalently,

P(lim X, = X) = 1. (6.7)

The equivalence of conditions (6.6) and (6.7) will be proved in Appendix 6.B
(Theorem 6.B.1).

It follows straightforwardly from (6.6) that almost-sure convergence implies
convergence in probability. The converse, however, is not true. It is possible
that a sequence X, converges in probability but not almost surely. For example,
let X, = U,/n, where the U,,’s are i.i.d. nonnegative random variables with
distribution function G(u) = exp(—1/u) foru > 0, G(u) = 0 foru < 0. Then,
for arbitrary ¢ > 0,

P(1Xyl < &) = P(U, < ne) = G(ne)

= exp(—1/(ne)) - lasn — o0;
hence, X,, —, 0. On the other hand,

P(|X,,| <eforallm > n) = P(U, < meforallm > n)

— T G(me) = exp (—8_1 Zm_l)

m=n
=0,

where the second equality follows from the independence of the U,’s and the
last equality follows from the factthat ) >~ m~! = co. Consequently, X, does
not converge to 0 almost surely.

Theorems 6.2—6.5 carry over to the almost-sure convergence case without
additional conditions:

Theorem 6.6: (Kolmogorov's strong law of large numbers). Under the condi-
tions of Theorem 6.2, X — p a.s.

Proof: See Appendix 6.B.
The result of Theorem 6.6 is actually what you see happening in the right-
hand panels of Figures 6.1-6.3.

Theorem 6.7: (Slutskys theorem). Let X, a sequence of random vectors in
R¥ converging a.s. to a (random or constant) vector X. Let W(x) be an R”-
valued function on R that is continuous on an open subset® B of R¥ for which
P(X € B) =1). Then ¥(X,) = ¥(X) a.s.

3 Recall that open subsets of a Euclidean space are Borel sets.
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Proof: See Appendix 6.B.
Because a.s. convergence implies convergence in probability, it is trivial that

Theorem 6.8: If X;, — X a.s., then the result of Theorem 6.4 carries over.

Theorem 6.9: If X;, — X a.s., then the result of Theorem 6.5 carries over.

6.4. The Uniform Law of Large Numbers and Its Applications

6.4.1. The Uniform Weak Law of Large Numbers

In econometrics we often have to deal with means of random functions. A
random function is a function that is a random variable for each fixed value of
its argument. More precisely,

Definition 6.4: Let {2,.7, P} be the probability space. A random function f(6)
on a subset © of a Euclidean space is a mapping f(w,0): Q x ® — R such
that for each Borel set Bin R and each 6 € ©,{w € Q : f(w,0) € B} € 7.

Usually random functions take the form of a function g(.X, ) of a random
vector X and a nonrandom vector 6. For such functions we can extend the weak
law of large numbers for i.i.d. random variables to a uniform weak law of large
numbers (UWLLN):

Theorem 6.10: (UWLLN). Let X;,j =1,...,n be a random sample from
a k-variate distribution, and let 6 € ® be nonrandom vectors in a closed
and bounded (hence compact®) subset ® C R™. Moreover, let g(x, ) be a
Borel-measurable function on R* x ® such that for each x, g(x, 0) is a con-
tinuous function on ©. Finally, assume that E[supy.elg(X;, 0)|] < co. Then

plimneoosupee@)'(l/n) Zj‘:l g(X}" 0) - E[g(Xla 9)]' =0.

Proof: See Appendix 6.A.

6.4.2. Applications of the Uniform Weak Law of Large Numbers

6.4.2.1. Consistency of M-Estimators

Chapter 5 introduced the concept of a parameter estimator and listed two desir-
able properties of estimators: unbiasedness and efficiency. Another obviously

4 See Appendix II.
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desirable property is that the estimator gets closer to the parameter to be esti-
mated if we use more data information. This is the consistency property:

Definition 6.5: An estimator 6 of a parameter 6, based on a sample of size n,
is called consistent if plim,_, .0 = 6.

Theorem 6.10 is an important tool in proving consistency of parameter esti-
mators. A large class of estimators is obtained by maximizing or minimizing an
objective function of the form (1/#) Z:l':l g(X;,0), where g, X;, and 0 are the
same as in Theorem 6.10. These estimators are called M-estimators (where the
M indicates that the estimator is obtained by Maximizing or Minimizing a Mean
of random functions). Suppose that the parameter of interest is 6y = argmax, g
E[g(Xy, 0)], where ® is a given closed and bounded set. Note that “argmax” is
a shorthand notation for the argument for which the function involved is maxi-
mal. Then it seems a natural choice to use § = argmax,.eq(1/n) Z;Zl g(X;,0)
as an estimator of 0. Indeed, under some mild conditions the estimator involved
is consistent:

Theorem 6.11: (Consistency of M-estimators) Letf = argmaxy e Q(G), 6y =

argmaxye Q(0), where 0(0) = (1/n)3_,g(X;, 0), and Q(0) = E[Q(0)] =
Elg(X1,0)), with g, X;, and 0 the same as in Theorem 6.10. If 6 is unique,
in the sense that for arbitrary & > 0 there exists a 8§ > 0 such that Q(6y) —
SUP |9y > 0(0) > 8,7 then plim 6 = 6,.

n—00

Proof: First, note that § € © and 6 € © because g(x, §) is continuous in 6.
See Appendix II. By the definition of 6y,

0 < O0) = 00) = 0(60) = 0(6) + Ot0) — 0(0)
= 06) = 0@0) + 00) = 00) = 25w 100) = 0O)I.  (68)

and it follows from Theorem 6.3 that the right-hand side of (6.8) converges in
probability to zero. Thus,

plim 0(0) = O(6p). (6.9)

n—00

Moreover, the uniqueness condition implies that for arbitrary £ > 0 there exists
a$ > 0 such that Q(6y) — Q@) > 5§ if |6 — 6y|| > &; hence,

P(l6 — 6oll > &) < P(O(60) — 0(B) > §). (6.10)

STt follows from Theorem I1.6 in Appendix II that this condition is satisfied if © is compact
and Q is continuous on ©.



Modes of Convergence 147

Combining (6.9) and (6.10), we find that the theorem under review follows from
Definition 6.1. Q.E.D.

It is easy to verify that Theorem 6.11 carries over to the “argmin” case simply
by replacing g by —g.

As an example, let X, ..., X, be a random sample from the noncentral
Cauchy distribution with density 4(x|6p) = 1/[(1 + (x — 6y)*] and suppose
that we know that 6y is contained in a given closed and bounded interval ®.
Let g(x,0) = f(x — 0), where f(x) = exp(—x?2/2)/~/27 is the density of the
standard normal distribution. Then,

T exp(—(x + 6o — 0)2)/+/2
Elgt o) = [ SPEETRD URELIN
_ f F(x =0+ 0)h(x|0)dx = y(6 — 6y),  (6.11)

for instance, where y () is a density itself, namely the density of Y = U + Z,
with U and Z independent random drawings from the standard normal and
standard Cauchy distribution, respectively. This is called the convolution of the
two densities involved. The characteristic function of Y is exp(—|t| — t%/2),
and thus by the inversion formula for characteristic functions

o0

y() = L / cos(t - y)exp(—|t| — t2/2)dt. (6.12)
2

—00

This function is maximal in y = 0, and this maximum is unique because, for
fixed y # 0, the set {f € R:cos(¢ - y) = 1} is countable and therefore has
Lebesgue measure zero. In particular, it follows from (6.12) that, for arbitrary
e >0,
1 o8}
sup (1) = 5 [ sup leos(s - )l exp(=r] = /2 < y 0

lyl>e 2 lyl>e

(6.13)

Combining (6.11) and (6.13) yields supjy_g -, E[g(X1,0)] < E[g(X], 6))].
Thus, all the conditions of Theorem 6.11 are satisfied; hence, plim,_, . .6 = 6.

Another example is the nonlinear least-squares estimator. Consider a ran-
dom sample Z; = (Yl,XjTA)T,j =1,2,...,n with ¥; € R, X; € R* and as-
sume that

Assumption 6.1: For a given function f(x, ) on RF x ©, with © a given com-
pact subset of R™, there exists a 0y € © such that P[E[Y;|X;] = f(X;,00)] =
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1. Moreover, for each x € R, f(x, 0) is a continuous function on ®, and for
each 6 € ©, f(x,0) is a Borel-measurable function on R¥. Furthermore, let
E[le] < 00, E[supyee f(X1,0)*] < 0o, and

inf E[(f(X1,0)— f(X1,60)’] >0 for §>0.
160—6o11=5

Letting U; = Y; — E[Y;|X;], we can write
Y; = f(X;,60) +U;, where P(E[U;|X;]=0)=1. (6.14)

This is the general form of a nonlinear regression model. I will show now that,
under Assumption 6.1, the nonlinear least-squares estimator

6 = argmin(1 /n)i(yj — f(X;,0)) (6.15)
j=1

6e®

is a consistent estimator of 9.

Let g(Z;,0) = (Y; — f(X;,6))*. Then it follows from Assumption 6.1 and
Theorem 6.10 that

n—o00fe®

plimsup |(1/n) > "[g(Z;.0) — E[g(Z1.6)]| = 0.
j=1

Moreover,
E[g(Z1,0)] = E[(U; + f(X;,60) — f(X;,0))]
= E[U7] + 2E[E(U;1X))(f (X}, 60) — f(X;,0))]
+E [(f(X},600) — f(X;.0))]
= E[U]+ E [(f (X, 600) — f(X;,0))];
hence, it follows from Assumption 6.1 that infjy_g,>sE[1g(Z1, 0)|] > 0 for
8 > 0. Therefore, the conditions of Theorem 6.11 for the argmin case are

satisfied, and, consequently, the nonlinear least-squares estimator (6.15) is
consistent.

6.4.2.2. Generalized Slutsky’s Theorem

Another easy but useful corollary of Theorem 6.10 is the following generaliza-
tion of Theorem 6.3:

Theorem 6.12: (Generalized Slutsky s theorem) Let X,, a sequence of random
vectors in R¥ converging in probability to a nonrandom vector c. Let ®,(x)
be a sequence of random functions on R satisfying plim, . . sup .. |®,(x) —
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®(x)| = 0, where B is a closed and bounded subset of R containing ¢ and ®
is a continuous nonrandom function on B. Then ®,(X,) — , ®(c).

Proof: Exercise.
This theorem can be further generalized to the case in which ¢ = X is arandom
vector simply by adding the condition that P[X € B] = 1, but the current result
suffices for the applications of Theorem 6.12.

This theorem plays a key role in deriving the asymptotic distribution of an
M-estimator together with the central limit theorem discussed in Section 6.7.

6.4.3. The Uniform Strong Law of Large Numbers and Its Applications

The results of Theorems 6.10—6.12 also hold almost surely. See Appendix 6.B
for the proofs.

Theorem 6.13: Under the conditions of Theorem 6.10, sup,.ql|(1/n)
Zj‘:l g(X;,0)— E[g(X1,0)]l = Oas.

Theorem 6.14: Under the conditions of Theorems 6.11 and 6.13, 0 — 6o a.s.

Theorem 6.15: Under the conditions of Theorem 6.12 and the additional con-
dition that X,, — c a.s., ®,(X,) = ®(c) a.s.

6.5. Convergence in Distribution

Let X, be a sequence of random variables (or vectors) with distribution functions
F,(x), and let X be a random variable (or conformable random vector) with
distribution function F(x).

Definition 6.6: We say that X, converges to X in distribution (denoted by
Xy —=a X) if lim,— oo Fy(x) = F(x) pointwise in x — possibly except in the dis-
continuity points of F(x).

Alternative notation: If X has a particular distribution, for example N (0, 1),
then X,, —, X is also denoted by X,, —, N(0, 1).

The reason for excluding discontinuity points of F(x) in the definition of
convergence in distribution is that lim,_, o, F,,(x) may not be right-continuous
in these discontinuity points. For example, let X,, = X + 1/n. Then F,(x) =
F(x — 1/n). Now if F(x) is discontinuous in xg, then lim,_, o, F(xo — 1/n) <
F(xp); hence lim,,_, o, Fy,(x0) < F(x¢). Thus, without the exclusion of discon-
tinuity points, X + 1/n would not converge in distribution to the distribution
of X, which would be counterintuitive.
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If each of the components of a sequence of random vectors converges in dis-
tribution, then the random vectors themselves may not converge in distribution.
As a counterexample, let

Xin 0 1 (-1)"/2
() () (s V)

Then X, —4N(0, 1) and X, —4N(0, 1), but X, does not converge in distri-
bution.

Moreover, in general X, —4.X does not imply that X,, — ,. For example, if
we replace X by an independent random drawing Z from the distribution of X,
then X, — ;X and X,, —,Z are equivalent statements because they only say
that the distribution function of X, converges to the distribution function of X
(or Z) pointwise in the continuity points of the latter distribution function. If
X, —4X implied X,, — , X, then X, — ,Z would imply that X = Z, which is
not possible because X and Z are independent. The only exception is the case
in which the distribution of X is degenerated: P(X = ¢) = 1 for some cons-
tant c:

Theorem 6.16: If X, converges in distributionto X, and P(X = ¢) = 1, where
c is a constant, then X,, converges in probability to c.

Proof: Exercise.
Note that this result is demonstrated in the left-hand panels of Figures 6.1-6.3.
On the other hand,

Theorem 6.17: X, — , X implies X, —4 X.

Proof: Theorem 6.17 follows straightforwardly from Theorem 6.3, Theorem
6.4, and Theorem 6.18 below. Q.E.D.

There is a one-to-one correspondence between convergence in distribution
and convergence of expectations of bounded continuous functions of random
variables:

Theorem 6.18: Let X, and X be random vectors in RX. Then X, —4 X if
and only if for all bounded continuous functions ¢ on R¥ lim,_, o E[p(X,)] =

E[p(X)].

Proof: Twill only prove this theorem for the case in which X, and X are ran-
dom variables. Throughout the proof the distribution function of X,, is denoted
by F,(x) and the distribution function of X by F(x).

Proof of the “only if” case: Let X, —;X. Without loss of generality we
may assume that ¢(x) € [0, 1] forall x. For any ¢ > 0 we can choose continuity
points a and b of F(x) such that F(b) — F(a) > 1 — . Moreover, we can
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choose continuity points a =c¢; < ¢; < --+ < ¢, = b of F(x) such that, for
j=1...,m—1,

sup  @(x) — (inf p(x) <e. (6.17)

xe(cj,ciril x&(e) ¢yl
Now define

Y(x)= inf @) for x e(cj,cjp1l,

X€E(cj ¢l
j=1,...,m—1,y(x) =0 elsewhere. (6.18)
Then0 < ¢(x) — ¥(x) < eforx € (a, b],0 < ¢p(x) — Y(x) < lforx ¢ (a, b];

hence,

limsup |E[Y(Xy)] — E[p(X,)]|

n—0o0o

< limsup / () — p(o)IdF(x) + / () — p()IdFy(x)
x€(a,b] x¢(a,b]

<e+1— lim (F(b) = Fy(@) = ¢ + 1 — (F(b) — F(a) <26 (6.19)

Moreover, we have

|[E[Y(X)] — E[p(X)]| < 2, (6.20)
and
Jim E[y(X,)] = E[Y(X)]. (6.21)

If we combine (6.19)—(6.21), the “only if” part easily follows.
Proofofthe “if” case: Leta < bbe arbitrary continuity points of F(x), and
let
= 0 if x > b,
px)={=1 if x <a, (6.22)
= Z%; if a<x <b.

Then clearly (6.22) is a bounded continuous function. Next, observe that

Elo(X,)] = / o ()dF (x)

b
= Fy(a) + / %dw > Fy(a); (6.23)
hence,
Elp(X)] = lim E[p(x,)] = limsup Fy(a) (6.24)

n—0o0
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Moreover,

b
b _
E[p(X)] = f o ()dF(x) = F(a) + / Dk < Fb). (625)

Combining (6.24) and (6.25) yields F(b) > limsup,_, ., F,(a); hence, because
b(> a) was arbitrary, letting b | a it follows that

F(a) = limsup F,(a). (6.26)
n—0Q
Similarly, for ¢ < a we have F(c) < liminf,,_, o F,,(a); hence, if we let ¢ 1 a, it
follows that

F(a) < liminf F,(a). (6.27)

If we combine (6.26) and (6.27), the “if” part follows, that is, F(a) =
lim, 00 Fy(a). Q.E.D.

Note that the “only if” part of Theorem 6.18 implies another version of the
bounded convergence theorem:

Theorem 6.19: (Bounded convergence theorem) If X,, is bounded: P(|X,| <
M) =1 for some M < oo and all n, then X,, — 4 X implies lim,_, . E(X,) =
EX).

Proof: Easy exercise.
On the basis of Theorem 6.18, it is not hard to verify that the following result
holds.

Theorem 6.20: (Continuous mapping theorem) Let X,, and X be random vec-
tors in R* such that X, — 4 X, and let ®(x) be a continuous mapping from RF
into R™. Then ®(X,)— 4P (X).

Proof: Exercise.
The following are examples of Theorem 6.20 applications:

(1) Let X, —4 X, where X is N(0, 1) distributed. Then X2 —, x?.
(2) Let X, —4 X, where X is Ny(0, ) distributed. Then X1 X, —, x7.

IfX, -4 X,Y, =>4 Y,and ®(x, y) is a continuous function, then in general
it does not follow that ®(X,,, ¥,,) —4 ®(X, Y) except if either X or ¥ has a
degenerated distribution:

Theorem 6.21: Let X and X, be random vectors in R such that X,, — 4 X, and
let Y, be a random vector in R™ such that plim,_, Y, = c, where c € R" is
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a nonrandom vector. Moreover, let ®(x, y) be a continuous function on the set
Rix{y e R™ : |y — c|| < 8} for some § > 0.° Then ®(X,, Y,) —4 ®(X, c).

Proof: Again, we prove the theorem for the case k = m = 1 only. Let F},(x)
and F(x) be the distribution functions of X, and X, respectively, and let
®(x, y) be a bounded continuous function on R x (¢ — 8, ¢ + §) for some
8 > 0. Without loss of generality we may assume that |®(x, y)| < 1. Next,
let ¢ > 0 be arbitrary, and choose continuity points a < b of F(x) such that
F(b) — F(a) > 1 —e. Then for any y > 0,

|E[q)(Xn» Yn)] - E[CI)(X,,, C)|
< E[|P(Xy, ¥y) — @(Xy, (1Y — | = y)]
+ E[|P(Xn, Yi) = (X, ) I(|Yy — | > )]
< E[|®(Xy, Yy) — @(Xu, O (|Yy — | = y)(X, € [a, b])]
+2P(X, ¢ [a,b]) +2P(|Y, —c| > y)

=< sup [P(x, ) — P(x, o) + 2(1 — Fu(b) + Fu(a))
x€la,b], ly—cl=y

+2P(|Y, —c| > y). (6.28)

Because a continuous function on a closed and bounded subset of Euclidean
space is uniformly continuous on that subset (see Appendix II), we can choose
y so small that
sup |P(x,y) — P(x, )| <e. (6.29)

x€la,b]. [y—clsy
Moreover, 1 — F,(b)+ F,(a) > 1 — F(b)+ F(a) <e, and P(|Y, —c| >
y) — 0. Therefore, it follows from (6.28) that

limsup |E[® (X, Yn)] — E[P(X,, ©)] < 3e. (6.30)

n—0o0

The rest of the proof is left as an exercise. Q.E.D.

Corollary 6.1: Let Z, be t-distributed with n degrees of freedom. Then Z, — 4
N(O, 1).

Proof: By the definition of the #-distribution with n degrees of freedom we
can write

U
Z = (6.31)

Vi i Uf’

where Uy, Uj,...,U, are iid. N(0,1). Let X, =U;, and X = U,
so that trivially X,—4 X. Let ¥, = (1/n)Y__, U;. Then by the weak law

 Thus, ® is continuous in y on a little neighborhood of c.
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of large numbers (Theorem 6.2) we have plim, .Y, = E(U?) = 1. Let
®(x, y) = x/4/y.Note that &(x, y)iscontinuouson R x (I — ¢, 1 + ¢)for0 <
¢ < 1. Thus, by Theorem 6.21, Z, = ®(X,, ¥,) > ®(X, 1) = Uy ~ N(0, 1)

in distribution. Q.E.D.

Corollary 6.2: Let Uy...U, be a random sample from Ni(u, X), where
¥ is nonsingular. Denote U = (1/n) ijl Uj,2=(1/(n—1)) Z'}ZI(UJ- —
O)U; — O)', and let Z, = n(U — )" S YU — ). Then Z,, —4 x}.

Proof: For a k x k matrix 4 = (ay, ..., a;), let vec(4) be the k? x 1 vec-
tor of stacked columns a;, j =1,...,k of 4 :vec(4) = (alT, e, ag)T =b,
for instance, with inverse vec™!(b) = 4. Let ¢ = vec(X), ¥, = Vec(fl), X, =
V(U — ), X ~ Ni(0, £), and W(x, y) = x"(vec™!(y))"'x. Because ¥ is
nonsingular, there exists a neighborhood C(8) = {y € R¥* : ||y — ¢|| < 8} of
¢ such that for all y in C(8), vec™! () is nonsingular (Exercise: Why?), and con-
sequently, W(x, ) is continuous on R¥ x C(8) (Exercise: Why?). The corollary
follows now from Theorem 6.21 (Exercise: Why?). Q.E.D.

6.6. Convergence of Characteristic Functions

Recall that the characteristic function of a random vector X in R is defined as
@(t) = E[exp(it' X)] = E[cos(t"X)] +i - E[sin(tT X)]

for t € R, where i = /—1. The last equality obtains because exp(i - x) =

cos(x) +i-sin(x). . e -
Also recall that distributions are the same if and only if their characteristic

functions are the same. This property can be extended to sequences of random
variables and vectors:

Theorem 6.22: Let X, and X be random vectors in RX with characteristic
functions ¢, (t) and ¢(t), respectively. Then X, —4 X if and only if ¢(t) =
limy,—, so@n(t) for all t € RX.

Proof: See Appendix 6.C for the case k = 1.
Note that the “only if” part of Theorem 6.22 follows from Theorem 6.18:
X, —4 X implies that, for any ¢ € R¥,

lim E[cos(t"X,)] = E[cos(t" X)];
lim E[sin(r'.X,)] = E[sin(t" X)];
hence,
lim ¢,(r) = lim Elcos(t™ X,)] +i - lim E[sin(t"X,)]
= E[cos(t" X)] + i - E[sin(t"X)] = ¢(¢).
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Theorem 6.22 plays a key role in the derivation of the central limit theorem in
the next section.

6.7. The Central Limit Theorem

The prime example of the concept of convergence in distribution is the central
limit theorem, which we have seen in action in Figures 6.4—6.6:

Theorem 6.23: Let Xy, ..., X, bei.i.d. random variables satisfying E(X;) =
w,var(X;) =o? < 0o and let X = (1/m) 375y Xj. Then /n(X — p) =4
N(0, o2).

Proof: Without loss of generality we may assume that u = 0 and o = 1. Let
@(t) be the characteristic function of X ;. The assumptions 4 =0 and o =1
imply that the first and second derivatives of ¢(¢) at ¢ = 0 are equal to ¢'(0) =
0, ¢”(0) = —1, respectively; hence by Taylor’s theorem applied to Re[¢(¢)] and
Im[¢(¢)] separately there exists numbers A, A2, € [0, 1] such that

1 ! . 1"
0(t) = 9(0) +1¢/(0) + 51> (Relg" Our,r - O] +i - Tmlp" (k2 - 1)])
1
=1- Et2 + z(1)¢?,
for instance, where z(¢) = (1 + Re[¢" (A1, - )] + i - Im[p"(Xy, - £)])/2. Note

that z(¢) is bounded and satisfies lim,_, o z(¢) = 0. }
Next, let ¢, (¢) be the characteristic function of \/#.X. Then

ou(t) = (p(t/v/n))"
- (1 NG rz/n)"

= <1 - %ﬂ/n)n

D3 <Z> (1 - %tz / ") CGamem). 632)

m=1

For n so large that 1> < 2n we have

(2 (g

m=1

4 <:1> (1z(e/5/mle/n)" = (U lz(e/ /) /) =1,
(6.33)
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Now observe that, for any real-valued sequence a, that converges to a,
lim In((1 +a, /n)") = lim nin(l 4+ a, /n)
n—0o0 n—00

In(1 4+ a, /n) — In(1)

= lim a, x lim

n—00 n—00 a, /n
. In(1446)—1In(1)
=axlim —— =a;
§—0 )

hence,

lim @, =a = lim (1 +a,/n)" = €. (6.34)

n— 00 n—0oQ
Ifwe leta, = |z(t/+/n)|t?, which has limita = 0, it follows from (6.34) that the
right-hand expression in (6.33) converges to zero, and if we leta, = a = —t2/2
it follows then from (6.32) that

lim @, (t) = e /2. (6.35)

n—00

The right-hand side of (6.35) is the characteristic function of the standard normal
distribution. The theorem follows now from Theorem 6.22. Q.E.D.
There is also a multivariate version of the central limit theorem:

Theorem 6.24: Let Xy,..., X, be iid random vectors in RF satisfying
E(X;) =, Var(X;) =X, where ¥ is finite, and let X = (1/n)3 [, X;.
Then /n(X — 1) =4 Ni(0, ).

Proof: Let & € RF be arbitrary but not a zero vector. Then it follows
from Theorem 6.23 that /n&T(X — ) =4 N(0, ETS£); hence, it follows
from Theorem 6.22 that for all £ € R, lim,_, o E(exp[i - t/nET(X — pn)]) =
exp(—t2£TX£/2). Choosing ¢ = 1, we thus have that, for arbitrary & € RX,
lim, oo E(exp[i - £T/n(X — 11)]) = exp(—£T L& /2). Because the latter is the
characteristic function of the N (0, ¥) distribution, Theorem 6.24 follows now
from Theorem 6.22. Q.E.D.

Next, let ® be a continuously differentiable mapping from R¥ to R™, and
let the conditions of Theorem 6.24 hold. The question is, What is the limiting
distribution of \/n(®(X) — ®(u)), if any? To answer this question, assume for
the time being that k = m =1 and let var(X;) = o?; thus, /n(X — p) =4
N(0, o). It follows from the mean value theorem (see Appendix II) that there
exists a random variable A € [0, 1] such that

V(@(X) — @(u)) = V/n(X — )@ (1 4+ MX — p)).

Because /n(X — ) =4 N(0, 0%) implies (X — ) — 4 0, which by Theorem
6.16 implies that X — , u, it follows that p + A(X — ) =, u. Moreover,
because the derivative @’ is continuous in u it follows now from Theorem 6.3
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that ®'(u + AM(X — ) =, ®'(w). Therefore, it follows from Theorem 6.21
that \/n(®(X) — ®(u)) =4 N[0, 0>(P'(0))?]. Along similar lines, if we apply
the mean value theorem to each of the components of ® separately, the following
more general result can be proved. This approach is known as the §-method.

Theorem 6.25: Let X, be a random vector in R¥ satisfying /n(X, —
w) =4 N[0, 2], where e RF is nonrandom. Moreover, let ®(x)=

(®1(x), ..., Ppx) withx = (x1, ..., x;)" bea mapping from R* to R” such
that the m x k matrix of partial derivatives
D (x)/dx; ... 0Di(x)/dxk
A(x) = : (6.36)
0D, (x)/0x; ... 0D,(x)/0xk

exists in an arbitrary, small, open neighborhood of | and its elements are
continuous in j. Then \/n(p(X,) — ®(u)) =4 N[0, A()ZA()T].

6.8. Stochastic Boundedness, Tightness, and the O, and o, Notations

The stochastic boundedness and related tightness concepts are important for
various reasons, but one of the most important is that they are necessary con-
ditions for convergence in distribution.

Definition 6.7: A4 sequence of random variables or vectors X, is said to be
stochastically bounded if, for every ¢ € (0, 1), there exists a finite M > 0 such
thatinf, .| P[| Xyl < M] > 1 —e.

Of course, if X, is bounded itself (i.e., P[||X,|| < M] =1 for all n),
it is stochastically bounded as well, but the converse may not be true. For
example, if the X,,’s are equally distributed (but not necessarily indepen-
dent) random variables with common distribution function F, then for ev-
ery ¢ € (0, 1) we can choose continuity points —M and M of F such that
Pl X,| < M]= F(M)— F(—M) = 1 — &. Thus, the stochastic boundedness
condition limits the heterogeneity of the X,,’s.

Stochastic boundedness is usually denoted by O,(1) : X, = O,(1) means
that the sequence X, is stochastically bounded. More generally,

Definition 6.8: Let a, be a sequence of positive nonrandom variables. Then
Xn = Opla,) means that X, /a, is stochastically bounded and O ,(a,) by itself
represents a generic random variable or vector X, such that X, = Op(a,).

The necessity of stochastic boundedness for convergence in distribution fol-
lows from the fact that
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Theorem 6.26: Convergence in distribution implies stochastic boundedness.

Proof: Let X,, and X be random variables with corresponding distribu-
tion functions F, and F, respectively, and assume that X,, —,; X. Given an
€ €(0,1) we can choose continuity points —M; and M; of F such that
F(My) > 1—¢/4, F(—M)) < ¢/4. Because lim,,_,, F,,(M1) = F(M,) there
exists an index n; such that |F,(M;)— F(M;)| < e/4 if n > ny; hence,
F,(My) > 1—¢/2 if n > ny. Similarly, there exists an index n, such that
F,(—M)) < ¢/2ifn > ny.Letm = max(ny, ny). Theninf,>,, P[|X,| < M] >
1 — &. Finally, we can always choose an M, so large that min;<,<,—1 P[|X,| <
M,] > 1 — . If we take M = max(M;, M>), the theorem follows. The proof
of the multivariate case is almost the same. Q.E.D.

Note that, because convergence in probability implies convergence in distri-
bution, it follows trivially from Theorem 6.26 that convergence in probability
implies stochastic boundedness.

For example, let S, = Z?zl X;, where the X’ are i.i.d. random vari-
ables with expectation u and variance o2 < oco. If =0, then S, =
0,(y/n) because, by the central limit theorem, S,/+/n converges in distri-
bution to N(0, o?). However, if u # 0, then only S, = O,(n) because then
Su//n — pu/n —4 N0, 0%); hence, S,/y/n = 0,(1)+ O,(y/n) and thus
Sy = 0,(/n) + 0,(n) = 0,(n).

In Definition 6.2 I have introduced the concept of uniform integrability. It is
left as an exercise to prove that

Theorem 6.27: Uniform integrability implies stochastic boundedness.
Tightness is the version of stochastic boundedness for probability measures:

Definition 6.9: A sequence of probability measures ji, on the Borel sets in R¥
is called tight if, for an arbitrary ¢ € (0, 1) there exists a compact subset K of
R* such that inf s ma(K) > 1—¢.

Clearly, if X;, = O,(1), then the sequence of corresponding induced proba-
bility measures u,, is tight because the sets of thetype K = {x € R* : ||x| < M}
are closed and bounded for M < oo and therefore compact.

For sequences of random variables and vectors the tightness concept does not
add much over the stochastic boundedness concept, but the tightness concept
is fundamental in proving so-called functional central limit theorems.

If X, = O,(1), then obviously for any § > 0, X, = O,(n’). But X, /n’
is now more than stochastically bounded because then we also have that
X,/n® =, 0. The latter is denoted by X,, = 0,(n’):

Definition 6.10: Lef a, be a sequence of positive nonrandom variables. Then
X, = opla,) meansthat X, /a, converges in probability to zero (or a zero vector
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if X, is a vector), and op(ay,) by itself represents a generic random variable or
vector X, such that X, = op(a,). Moreover, the sequence 1/a, represents the
rate of convergence of X,,.

Thus, X, —, X can also be denoted by X, = X + 0,(1). This nota-
tion is handy if the difference of X, and X is a complicated expression.
For example, the result of Theorem 6.25 is obtained because, by the mean
value theorem, /(p(X,) — ®(w)) = A, (VA(X, — 1) = AGVA(X, —
) + o0,(1), where

An()
OP1(X)/ X gy (X, —10)
- : . with A, €[0.1],j=1,... k

09, (x)/ax |x=,u+)»k,n(Xn —K)

The remainder term (A, (1) — A(i))/n(X, — ) can now be represented by
0p(1), because A,(w) —, A(n) and /n(X, — ) —4 N[0, £]; hence, by
Theorem 6.21 this remainder term converges in distribution to the zero vector
and thus also in probability to the zero vector.

6.9. Asymptotic Normality of M-Estimators

This section sets forth conditions for the asymptotic normality of M-estimators
in addition to the conditions for consistency. An estimator 6 of a parameter
6o € R™ is asymptotically normally distributed if an increasing sequence of
positive numbers a,, and a positive semidefinite m x m matrix X exist such that
an(é — 6p) =4 N[0, X]. Usually, a, = +/n, but there are exceptions to this
rule.

Asymptotic normality is fundamental for econometrics. Most of the econo-
metric tests rely on it. Moreover, the proof of the asymptotic normality theorem
in this section also nicely illustrates the usefulness of the main results in this
chapter.

Given that the data are a random sample, we only need a few additional
conditions over those of Theorems 6.10 and 6.11:

Theorem 6.1: Let, in addition to the conditions of Theorems 6.10 and 6.11,
the following conditions be satisfied.:

(a) © is convex.

(b) 6y is an interior point of ©.

(c) Foreachx € R, g(x, 0) is twice continuously differentiable on ©.

(d) For each pair 6:,, 6;, of  components of 0,
Elsupgee|d”g(X1, 0)/(36,,06,,)|] < oo.
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a2
(¢) Them x m matrix A = E [%] is nonsingular.
0

() Them x m matrix B = E [(ag(g;‘[?’e‘))) <3g(g(010. 00))] is finite.
Then /(6 — 6p) =4 N[0, A~ 'BA7"].

Proof: Twill prove the theorem for the case m = 1 only, leaving the general
case as an exercise.

I have already established in Theorem 6.11 that 0 — » Bo. Because 6 is an
interior point of ®, the probability that § is an interior point converges to 1,
and consequently the probability that the first-order condition for a maximum
of Q(O) = (l/n)Z;’.zlg(Xj, f)inf = 6 holds converges to 1. Thus,

lim P[O'(B) =0] =1, (6.37)

where, as usual, Q’(Q) =d Q(@) /d6. Next, observe from the mean value theo-
rem that there exists a A € [0, 1] such that

VnQ'(6) = /n Q') + 0" (60 + (6 — 60))v/n(6 —60),  (6.38)
where Q"(0) = d*(0)/(d6)?. Note that, by the convexity of ©,

P[0 + A0 — 6p) € ©] = 1, (6.39)
and by the consistency of 6,

plim[6 + A(6 — 60)] = 6o. (6.40)
n— 00
Moreover, it follows from Theorem 6.10 and conditions (c) and (d), with the
latter adapted to the univariate case, that

plimsup|0"(6) — 0"(0)| = 0, (6.41)
n—000ec®

where Q" (0) is the second derivative of O(9) = E[g(X1, 6)]. Then it follows

from (6.39)—(6.41) and Theorem 6.12 that

plim 0"(6y + (6 — 60)) = 0" (60) # 0. (6:42)
n—0o0
Note that Q" () corresponds to the matrix 4 in condition (e), and thus Q" (6y)
is positive in the “argmin” case and negative in the “argmax” case. Therefore,
it follows from (6.42) and Slutsky’s theorem (Theorem 6.3) that

plim Q" (6 + A0 — 6p)) ™' = 0" (6y) ' = 47" (6.43)

n—0o0
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Now (6.38) can be rewritten as
V(6 —6p) = — 0" (60 + A0 — 60)"' Q' (6y)
+0"(00 + 70 — 60)"'Vn0'(H)
= —0"(O + 7B — 60) 'V O'(6p) + 0,(1),  (6.44)

where the 0,(1) term follows from (6.37), (6.43), and Slutsky’s theorem.
Because of condition (b), the first-order condition for 6 applies, that is,

0'(6y) = Eldg(X1, 6p)/dbo] = 0. (6.45)
Moreover, condition (f), adapted to the univariate case, now reads as follows:
var[dg(X1, 6p)/d6y] = B € (0, 00). (6.46)
Therefore, it follows from (6.45), (6.46), and the central limit theorem (Theorem
6.23) that
VnQ'(60) = (1//n) Xn: dg(X;, 60)/d6o —a N[O, B]. (6.47)
j=1

Now it follows from (6.43), (6.47), and Theorem 6.21 that
—0" (00 + A0 — 00))"'V/nQ'(60) —a N[O, A”'BA™"Y; (6.48)

hence, the result of the theorem under review for the case m = 1 follows from
(6.44), (6.48), and Theorem 6.21. Q.E.D.

The result of Theorem 6.28 is only useful if we are able to estimate the
asymptotic variance matrix 4A~'BA~! consistently because then we will be able
to design tests of various hypotheses about the parameter vector 6.

Theorem 6.29: Let

L1 N 9%g(X;, 0)
A=-Yy =17 6.49
n ; 90007 (6.49)

and

s 1~ (92X, 9g(X;,6)
B_n;< aeT )( i ) (6.50)

Under the conditions of Theorem 6.28, plim,HooAA = A, and under the ad-
ditional condition that E[sup,.e|0g(X1,0)/36"|*] < oo, plim, .. .B = B.
Consequently, plim, . A '"BA™' = A7'BA™".

Proof: The theorem follows straightforwardly from the uniform weak law
of large numbers and various Slutsky’s theorems — in particular Theorem 6.21.



162 The Mathematical and Statistical Foundations of Econometrics

6.10. Hypotheses Testing

As an application of Theorems 6.28 and 6.29, consider the problem of testing
a null hypothesis against an alternative hypothesis of the form

HoZRe():q,HllR@o;éq, (651)

respectively, where R is a given » X m matrix of rank » < m and ¢q is a given
r x 1 vector. Under the null hypothesis in (6.51) and the conditions of Theorem
6.2, /n(RO — q) =4 N.[0, RA~'BA~' R], and if the matrix B is nonsingular
then the asymptotic variance matrix involved is nonsingular. Then it follows
from Theorem 6.21 that

Theorem 6.30: Under the conditions of Theorems 6.28 and 6.29, the additional
condition that B is nonsingular, and the null hypothesis in (6.51) with R of full
rank r,

Wy, =n(RO — )" (RA"BA'R) (RO — q) >4 x2 (6.52)
On the other hand, under the alternative hypothesis in (6.51),

W,/n —, (RO — q)T(RA-lBA-lRT)*I(Re0 —q)>0. (6.53)

The statistic ¥, is now the test statistic of the Wald test of the null hypothesis
in (6.51). Given the size « € (0, 1), choose a critical value 8 such that, for
a xZ2-distributed random variable Z, P[Z > B] = « and thus under the null
hypothesis in (6.51), P[W, > B] — «. Then the null hypothesis is accepted if
W, < B and rejected in favor of the alternative hypothesis if 7, > 8. Owing
to (6.53), this test is consistent. Note that the critical value 8 can be found in
Table IV.4 in Appendix IV for the 5% and 10% significance levels and degrees
of freedom r ranging from 1 to 30.

Ifr = 1, so that R is a row vector, we can modify (6.52) to

Al A A -2
fy = ﬁ(RA—'BA—lRT) (RO — q) =4 N(O, 1), (6.54)
whereas under the alternative hypothesis (6.53) becomes

tn//1 >, (RAT'BA'RT)2(ROy — ) # 0. (6.55)

These results can be used to construct a two or one-sided test in a way similar
to the ¢-test we have seen before in the previous chapter. In particular,

Theorem 6.31: Assume that the conditions of Theorem 6.30 hold. Let 0; ¢y be
component i of 6, and let 6; be component i of 6. Consider the hypotheses
Hy : 0;0 =07, Hy : 6i.0 # 0, where 07, is given (often the value 6y = 0 is
of special interest). Let the vector e; be column i of the unit matrix I,,. Then,
under Hy,
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~ n é,’ — 91'*
i = O Z6) 4 N0, 1), (6.56)

JerA-'Bd—1e)

whereas under H,,

0; 0 = 9:0

JerA-1B47'e;)

AN £0. (6.57)

Given the size o € (0, 1), choose a critical value 8 such that, for a standard,
normally distributed random variable U, P[|U| > 8] = «, and thus by (6.56),
P[|f;| > B] — « if the null hypothesis is true. Then the null hypothesis is
accepted if |#;| < B and rejected in favor of the alternative hypothesis if |;| > f.
It is obvious from (6.57) that this test is consistent.

The statistic #; in (6.56) is usually referred to as a t-test statistic because
of the similarity of this test to the #-test in the normal random sample case.
However, its finite sample distribution under the null hypothesis may not be
of the #-distribution type at all. Moreover, in the case 6", = 0 the statistic f; is
called the t-value (or pseudo t-value) of the estimator 6;, and if the test rejects
the null hypothesis this estimator is said to be significant at the a x 100%
significance level. Note that the critical value 8 involved can be found in Table
IV.3 in Appendix IV, for the 5% and 10% significance levels.

6.11. Exercises

1. Let X, = (X1, ..., Xk,,,)T and ¢ = (c1, ..., ¢x)". Prove that plim,_, X, =
c if and only if plim Xip=cifori=1,... k.

n— 00

2. Prove thatif P(|X,| < M)=1and X, —, X then P(|X| < M) =1.
3. Prove Theorem 6.12.
4. Explain why the random vector X, in (6.16) does not converge in distribution.
5. Prove Theorem 6.16.
6. Prove Theorem 6.17.
7. Prove (6.21).
8. Prove Theorem 6.19.
9. Prove Theorem 6.20, using Theorem 6.18.
10. Finish the proof of Theorem 6.21.
11. Answer the questions Why? in the proof of Corollary 6.2.
12. Prove that the limit (6.35) is just the characteristic function of the standard
normal distribution.
13. Prove the first and the last equality in (6.32).
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14. Prove Theorem 6.25.

15. Prove Theorem 6.27. Hint: Use Chebishev’s inequality for first absolute mo-
ments.

16. Adapt the proof of Theorem 6.28 for m = 1 to the multivariate case m > 1.
17. Prove Theorem 6.29.

18. Formulate the conditions (additional to Assumption 6.1) for the asymptotic
normality of the nonlinear least-squares estimator (6.15) for the special case
that P[E(UZ| X)) = 0?] = 1.

APPENDIXES

6.A. Proof of the Uniform Weak Law of Large Numbers

First, recall that “sup” denotes the smallest upper bound of the function in-
volved, and similarly, “inf” is the largest lower bound. Now for arbitrary
8§ >0and 6, € O, let Os(0,) = {0 € O : |6 — ;]| < &}. Using the fact that

sup, | f(x)| < max{[sup, f(x)l, |inf; f(x)[} < [sup, f(x)| + linf, f(x)|, we find
that

(Un)Zg(X,,e) E[g(X1.0)

j=1

sup {(1/n>2g(xj,9>—E[g(xl,en}'
Jj=1

0€®;(6+)

sup
6es(6x)

=<

+

inf {(1/;1) Zg()(j, 0) — E[g(X1, 9)]}' (6.58)
j=1

06@6(9*)

Moreover,

sup {(1/1«) > g(x;.0) — Elg(x). 9)1}
j=1

06@6(9*)

=1/n) sup  g(X;,0)— inf E[g(X1,0)]
206@5(9* / @5(9*)

<[/ swp g, 0)—F [ sup g(Xl,m”

j=1 0€Os(0x) 0e®s(04)

+E|: sup g(Xl,Q)j|— |: inf g(Xl,G)} (6.59)

0€@5(6,) 0€05(6-)
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and similarly

inf {(l/n)Zg(Xj, 0) — E[g(X1, 9)]}
=

0e€Os(6x)

n
> (1/n inf X;,0)— sup E[g(Xx;,0
(/)]_ZOEO {80 = suw Elg(x:,6)]

Z_

/Y, it 20— E [, int e0x.0)] ‘
+ E[ inf g(X1,9)i| |: sup g(Xl,O)j|. (6.60)

0c@s(6+) 0€0s(6x)

Hence,

0e®;(6x)

sup {(l/n)zg(Xjﬁ)—E[g(Xl,O)]}'
j=1

(Un)Z sup g(X;.0)— E [ sup g(xl,e)”

—1 0e®s(6x) 0e®s(6x)

0€®;(6) 0€®;(0)

(1/n)Z inf g(Xj,Q)— [ inf g(Xl,Q)H

+ E|: sup g(Xl,O):| —E|: inf g(Xl,G)], (6.61)
0€05(0x)

0e®s5(0x)

and similarly

inf {(l/n)Zg(Xj, 0) — Elg(X1, 9)]”
j=1

0e®;(6x)

=< |/mY" s g(Xj,e)—E[ sup g(Xl,e)]’

j=1 0€®;(6x) 0€0s(6+)

(1/n)z inf g(X;,0)—E [ inf g(Xl,Q)H

€0;(6«) 0€®;(0«)

+ E| sup g(X1,0)|— |: inf g(Xl,Q)] (6.62)
0€@s(6x) 0€0;(6s)
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If we combine (6.58), (6.61), and (6.62), it follows that

sup |(1/n) Zg(x,, 0) — E[g(X1.0)]
0€®s(0)
<2 (l/n)Z sup g(X;.0)— E [ sup g(Xl,Q):H
j= 106@6(0* 0€0s(6x)
+2 (Un)Z nf g(x;.0) - [9 inf g1, 9)}‘

0€@;5(6+)

+ 2 <E|: sup g(X1,9)i| — E|: inf g(X1,9)}> . (6.63)
0€O5(0x)

It follows from the continuity of g(x, 6) in 8 and the dominated convergence
theorem [Theorem 6.5] that

limsup sup £ | sup g(X1,0)— 1nf g(X1,0)
310 6.€0 0€05(0:) €05(6x)

< limE sup | sup g(X1,9)— lﬂf g(Xl,Q)
810 p.e0 | 0cos(0.) €65(6:)

hence, we can choose é so small that

supE | sup g(X1,0)— inf g(X1,60)]| <e/4. (6.64)
0,€0 | 0c@s(0,) 0€05(6x)
Furthermore, by the compactness of ® it follows that there exist a finite number
of 6,’s, for instance 6y, . . ., Oy such that
N()
O C 49] O5(6;). (6.65)

Therefore, it follows from Theorem 6.2 and (6.63)—(6.65) that

P <sup > s)
0ec®

§P< max  sup (l/n)Zg(Xj,G)—E[g(Xl,e)] >
J=1

1<i=N@) gew,(6;)
N(S)
< Z P sup > ¢

(1/n) ) g(x;,6) — E[g(x1,0)]

=1

(1/n) Zg(Xj, 0) — E[g(X1.0)]

i=1 0€Os(6;)
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N(5)
< Z P (
1 f ) 9 - f bl 9
( /I’Z)Z 6%2(0* g(Xj ) I:Oeui(@* g(Xl )i|

N(@3)
< Z P ( > 8/8)

N(@3)
+ Z P ( >¢ /8)

— 0asn — oo. (6.66)

(l/n)Z sup  g(X;,0) — [ sup g()ﬁ,@)}'

=1 0e®s(6x) 0e®s(6x)
> 8/4)

(1/n)2 sup g(x;,6) — [ sup g(Xl,e)}

=1 0e®;(0) 0€®;(6x)

(1/n)2 inf g(x;.0)— E [ inf g(Xl,e)}

0€®s5(6:) 0€05(

6.B. Almost-Sure Convergence and Strong Laws of Large Numbers

6.B.1. Preliminary Results
First, I will show the equivalence of (6.6) and (6.7) in Definition 6.3:

Theorem 6.B.1: Let X, and X be random variables defined on a common
probability space {2, 7, P}. Then lim, o P(| Xy — X| < e forallm > n) =
1 for arbitrary ¢ > 0 if and only if P(lim,—. X, = X) = 1. This result carries
over to random vectors by replacing | - | with the Euclidean norm ||-||.

Proof: Note that the statement P(lim,_, ., X, = X) = 1 reads as follows:
There exists a set N € .7 with P(N) = 0 such that lim,_, X, (0) = X(w)
pointwise in w € Q\N. Such aset N is called a null set.

Let

A,(e) = °rj{w € Q| Xn(w) — X(w)| < &). (6.67)

First, assume that for arbitrary & > 0, lim,_ . P(4,(¢)) = 1. Because
A,(e) C Ayq1(e) it follows that P[UZ, A,(8)] = lim,— e P(A4n(e)) = 1;
hence, N(g) = Q\U, 4,(¢) is a null set and so is the countable
union N = U2, N(1/k). Now let w € Q\N. Then w € Q\U2, N(1/k) =
NZ2, N(1/k)= NP2, U2 An(1/k); hence, for each positive integer &, w €
Upz An(1/k). Because 4,(1/k) C An+1(1/k) it follows now that for each pos-
itive integer k there exists a positive integer n;(w) such that w € A4, (1/k) for all
n > ni(w). Let k() be the smallest integer > 1/¢, and let no(w, €) = nye)(w).
Then for arbitrary ¢ > 0, | Xu(w) — X(w)| < ¢ if n > ny(w, €). Therefore,
lim,—, 00 Xun(w) = X(w) pointwise in w € Q\N and hence P (lim,_ 00 X, =

X)=1.
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Next, assume that the latter holds, that is, there exists a null set N such that
lim,—, oo Xu(®w) = X(w) pointwise in w € Q\N. Then for arbitrary ¢ > 0 and
o € Q\N there exists a positive integer no(w, €) such that ® € 4,0, (¢) and
therefore also w € U2, 4,(e). Thus, Q\N C U2, 4,(¢), and consequently
1 = P(Q\N) < P[U;2,| Aa(e)]. Because A4,(¢) C An+1(8) it follows now that
lim, oo P(A44(€)) = P[U2, 4x(e)] =1. Q.E.D.

The following theorem, known as the Borel-Cantelli lemma, provides a con-
venient condition for almost-sure convergence.

Theorem 6.B.2: (Borel-Cantelli). If for arbitrary e > 0, >, P(|X, — X| >
g) < oo, thenX, — X a.s.

Proof: Let A,(¢) be the complement of the set 4,,(¢) in (6.67). Then
P(A,(e)) = [ U{w e Q: [ Xn(w) — X(w)| > 8}}
o
Z [1X, — X| > ¢] — 0,

where the latter conclusion follows from the condition that Z;ozl P(X, — X| >
€) < 00.” Thus, lim,,_, o P(A4,(g)) = 0; hence, lim,_, oo P(A4,(¢)) = 1. Q.E.D.

The following theorem establishes the relationship between convergence in
probability and almost-sure convergence:

Theorem 6.B.3: X, — , X if and only if every subsequence n,, of n =1, 2,
3, ... contains a further subsequence ny(k) such that for k — 00, Xnu, %) —
X as.

Proof: Suppose that X, =, X is not true but that every subsequence n,,
of n=1,2,3,... contains a further subsequence 7,,(k) such that for k —
00, Xn, (k) — X a.s. Then there exist numbers ¢ > 0,6 € (0, 1) and a sub-
sequence n,, such that sup,,.; P[| X», —X| < ¢] <1 — 4. Clearly, the same
holds for every further subsequence 7,,(k), which contradicts the assumption
that there exists a further subsequence #,,(k) such that for k — oo, X, @) — X
a.s. This proves the “only if” part.

Next, suppose that X, —, X. Then for every subsequence n,,, X,,, —, X.
Consequently, for each positive integer &, lim,, oo P[|X,, — X| > k2] = 0;
hence, for each k we can find a positive integer n,,(k) such that P[|.X,, &) —

7 Let a,, m > 1, be a sequence of nonnegative numbers such that Z 1am =K < oo.
Then Zm | @m 1S monotonic nondecreasing in n > 2 with limit hm,Hoo Zm:] Ay =
> am = K;hence, K =Y o a, =lim,_ Zz:l A+ 1My o0 Do @y = K +
im0 Do, @ Thus, lim, 00 Y oo a, = 0.
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X| > k2] <k 2. Thus, Y oo P[|Xu, k) — X| > k721 <Y jo, k=2 < 00. The
latter implies that Y ;- P[|.X,, % — X| > €] < oo for each ¢ > 0; hence, by
Theorem 6.B.2, Xy, 1) — X as. QE.D.

6.B.2. Slutsky’s Theorem

Theorem 6.B.1 can be used to prove Theorem 6.7. Theorem 6.3 was only proved

for the special case that the probability limit X is constant. However, the general

result of Theorem 6.3 follows straightforwardly from Theorems 6.7 and 6.B.3.
Let us restate Theorems 6.3 and 6.7 together:

Theorem 6.B.4: (Slutsky's theorem). Let X, a sequence of random vectors in
R¥ converging a.s. (in probability) to a (random or constant) vector X. Let W(x)
be an R™-valued function on R¥ that is continuous on an open (Borel) set B
in R* for which P(X € B) = 1). Then W(X,) converges a.s. (in probability) to
W(X).

Proof: Let X, — X as. and let {Q,.7, P} be the probability space in-
volved. According to Theorem 6.B.1 there exists a null set N; such that
lim,—, 00 Xn(w) = X(w) pointwise in w € Q\N;. Moreover, let N, = {w € Q:
X(w) ¢ B}. Then N, is also a null set and so is N = N; U N, . Pick an ar-
bitrary w € Q\N. Because W is continuous in X(w) it follows from standard
calculus that lim,,_, o, ¥ (X, (®)) = V(X (w)). By Theorem 6.B.1 this result im-
plies that W(X,) — W(X) a.s. Because the latter convergence result holds
along any subsequence, it follows from Theorem 6.B.3 that X,, =, X implies
W (X,)—>, ¥(X). QED.

6.B.3. Kolmogorov’s Strong Law of Large Numbers

I will now provide the proof of Kolmogorov’s strong law of large numbers
based on the elegant and relatively simple approach of Etemadi (1981). This
proof (and other versions of the proof as well) employs the notion of equivalent
sequences.

Definition 6.B.1: Tiwo sequences of random variables, X, and Y,,,n > 1, are
said to be equivalent if Yy .| P[X, # Yn] < 00.

The importance of this concept lies in the fact that if one of the equivalent
sequences obeys a strong law of large numbers, then so does the other one:

Lemma 6.B.1: If X, and Y, are equivalent and (1/n) Z;zl Y; = wna.s., then
(1/m)37 Xj = pas.
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Proof: Without loss of generality we may assume that 4 = 0. Let {2, .7,
P} be the probability space involved and let

Ar= U (0 € Q: Xn(@) # Yn(@)).

Then P(A4,) < Y o, P(Xm # Ym) — 0; hence, lim,_, o P(4,) = 0 and thus
P(N52, 4,) = 0. The latter implies that for each w € Q\{N;2, 4.} there exists
a natural number 7, () such that X, (w) = ¥,(w) for all n > n,(w) because, if
not, there exists a countable infinite subsequence 7n,,(w), m = 1,2, 3, ... such
that Xy, (0)(@) # Yu,(w)(w); hence, w € 4, foralln > 1 and thusw € N2, 4,.
Now let N; be the null set on which (1/n) Z;Zl Y; — 0 a.s. fails to hold, and
let N = Ny U{N52,4,}. Because for each w € Q\N, X;(w) and Y;(w) differ
for at most a finite number of j’s and lim,,_, .o(1/7n) 27‘:1 Y;j(w) = 0, it follows
also that lim, . «(1/1) 3 7_, X;(w) = 0. QE.D.

The following construction of equivalent sequences plays a key role in the
proof of the strong law of large numbers.

Lemma 6.B.2: Let X,,n > 1, be i.i.d., with E[|X,|] < oo, and let Y, = X, -
I(|X,| < n). Then X, and Y, are equivalent.

Proof: The lemma follows from

Y PIX, # Y=Y PllX,| > n]

n=I n=1

= ZP[|X1| >n] < /P[|X1| > t]dt
0

n=1
=/Emwn>mm§E /Mwu>mm
0 0
| Xq]

=F /dt = E[|Xi]] < oo.
0
QE.D.

Now let X,,n >1 be the sequence in Lemma 6.B.2, and suppose
that (1/n)°7_, max(0, X;) — E[max(0, X1)] as. and (1/n)}"_, max(0,
—X;) = E[max(0, —X)] a.s. Then it is easy to verify from Theorem 6.B.1,
by taking the union of the null sets involved, that

1 & max(0, X)) E[max(0, X1)]
n ; (maX(O, —)é_,—)) - (E[max(O, —Xl)]) a-s.
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Applying Slutsky’s theorem (Theorem 6.B.4) with ®&(x, y) = x — y, we find
that (1/n) Z';:l X; — E[Xi]as. Therefore, the proof of Kolmogorov’s strong
law of large numbers is completed by Lemma 6.B.3 below.

Lemma 6.B.3: Let the conditions of Lemma 6.B.2 hold, and assume in addition
that P[X, > 0] = 1. Then (1/n) Z_’;zl X;— E[Xi]as.

Proof: Let Z(n) = (1/n) Z;zl Y; and observe that
var(Z(n) < (1/n%) Z E[v;]=(/n") ) E[X}1(X; < ))]
j=1

nE[ x7 1()(1 <n)]. (6.68)
Next let @ > 1 and ¢ > 0 be arbitrary. It follows from (6.68) and Chebishev’s
inequality that
o0
Z PlIZ([«"]) — E[Z([«"D]l > €]
n=1

>\ E[XT(X, < [a"])]

< Zvar(Z([Oé"]))/ Z &2 [a"]

|:XZZI(X1 < )/[a"]:| (6.69)

where [«”] is the integer part of «”. Let k be the smallest natural number such

that X; < [«¥], and note that ["] > " /2. Then the last sum in (6.69) satisfies

o0 o0

doI(xi < [@M)/[e"] <2) "

n=1 n=k

20
=2- a " O[_k < —
(X:; ) = @- DX,

hence,

> 200
|: [ X1<[a]/[a ]i|§mE[X1]<oo.

n=1

Consequently, it follows from the Borel-Cantelli lemma that Z([a"]) —
E[Z([a"]) — 0 a.s. Moreover, it is easy to verify that E[Z([a"]) — E[X].
Hence, Z([a"]) — E[X:] a.s.

For each natural number k& > « there exists a natural number #; such that
[a™] < k < [o™*!], and since the X ;’s are nonnegative we have
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[ ”k“]
N

2(fe"]) = 20 = =
The left-hand expression in (6.70) converges a.s. to E[X]/« as k — oo, and
the right-hand side converges a.s. to « E[X]; hence, we have, with probabi-
lity 1,

[a™]

[oe 1] ([ank +1])- (6.70)

lE[Xl] < hmlan(k) < limsup Z(k) < ¢ E[X}].
k—o00
In other words, if we let Z = liminfy_, o Z(k), Z = limsup, _, ., Z(k), there ex-
ists a null set N, (depending on «) such that for all w € Q\N,, E[X1]/a
< Z(w) < Z(w) < a E[X,]. Taking the union N of N, over all rational « > 1,
so that N is also a null set,® we find that the same holds for all v € Q\N
and all rational @ > 1. Letting o | 1 along the rational values then yields
lim;_, o Z(k) = Z(w) = Z(w) = E[X,] for all € Q\N. Therefore, by The-
orem 6.B.1, (1/n)27:1Yj — E[Xi] a.s., which by Lemmas 6.B.2 and 6.B.3
implies that (1/n)3"_; X; — E[X1]. a.s. QE.D.
This completes the proof of Theorem 6.6.

6.B.5. The Uniform Strong Law of Large Numbers and Its Applications

Proof of Theorem 6.13: It follows from (6.63), (6.64), and Theorem 6.6 that

(Un)Zg(X,, 0) — E[g(X1,6)

j=1

<2|E| sup g(Xi1,0)|— |: inf g(Xl,Q)i| <e/2a.s.;
0€0;(0s) 0€0;(6s)

hence, (6.65) can now be replaced by

limsup sup
n—>00 0€®;(6x)

(l/n)Zg( L 0)—E[g(X1,0)]

limsup sup
n—oo He®

< limsup max  sup
n—soo 1=i=N()ge@,(6;)

<eg/2as. (6.71)

(Un)Zg(X 0) — E[g(X1.0)]

With e /2 replaced by 1/m, m > 1, the last inequality in (6.71) reads as follows:

8 Note that Uge(1,00) Ne 18 an uncountable union and may therefore not be a null set. Conse-
quently, we need to confine the union to all rational & > 1, which is countable.
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Let {2, .7, P} be the probability space involved. For m = 1, 2, 3, .. .there
exist null sets N,, such that for all w € Q\N,,,

(1/m) ) g(X (), 0) — E[g(X1,0)]

J=1

<1m, (6.72)

limsup sup
n—oo fe®

and the same holds for all @ € Q\ U2, Nj uniformly in m. If we get m — oo
in (6.72), Theorem 6.13 follows.

Note that this proof is based on a seminal paper by Jennrich (1969).

An issue that has not yet been addressed is whether supy.g [(1/7)
Z';:l g(X;,0) — E[g(X,, 0)| is a well-defined random variable. If so, we must
have that for arbitrary y > 0,

]

(1/m) Y g(X (), 0)—E[g(X1, )

Jj=1

(1/m) ) g(X;(), 0) — E[g(X), 0)

Jj=1

w € Q2 :sup
0ec®

=N {a)eQ:
0e®

fy}ey.

However, this set is an uncountable intersection of sets in .7 and therefore not
necessarily a set in .7 itself. The following lemma, which is due to Jennrich
(1969), shows that in the case under review there is no problem.

Lemma 6.B.4: Let f(x,0) be a real function on B x ©, B C Rf, ® c R™,
where B is a Borel set and ® is compact (hence © is a Borel set) such that for
eachxin B, f(x, 0)is continuousin6 € ®, and foreachf € ©, f(x, 6)is Borel
measurable. Then there exists a Borel-measurable mapping 6(x) : B — ©® such
that f(x,0(x)) = infyco f(x, 0), hence, the latter is Borel measurable itself.
The same result holds for the “sup” case.

Proof: 1 will only prove this result for the special case k =m =1, B =R,
© = [0, 1]. Denote ®, = U;_{0,1//,2/j, ..., (j — 1)/J, 1}, and observe that
®, C O,y and that ®, = U2, O, is the set of all rational numbers in [0,
1]. Because ®, is finite, for each positive integer n there exists a Borel-
measurable function 6,(x):R — ©, such that f(x, 6,(x)) = infycq, f(x, 6).
Let 6(x) = liminf,_, - 6,(x). Note that 6(x) is Borel measurable. For each
x there exists a subsequence #n; (which may depend on x) such that (x) =
lim; . 0, (x). Hence, by continuity, f(x,0(x)) = lim;. f(x,0,(x)) =
lim;_, infge@)n, f(x,0). Now suppose that for some ¢ > 0 the latter is greater
or equal to & + infycq, f(x, ). Then, because for m < n;, infgg(an/_ f(x,0) <
infyco, f(x,0), and the latter is monotonic nonincreasing in m, it follows
that, for all n >1, infyee, f(x, 0) > € + infyee, f(x, ). It is not too hard
to show, using the continuity of f(x,#) in 6, that this is not possible.
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Therefore, f(x,6(x)) = infycq, f(x, 0); hence, by continuity, f(x,6(x)) =
ianE@ f(x, 9) QED

Proof of Theorem 6.14: Let {2, .7, P} be the probability space involved, and
denote 6, = 6. Now (6.9) becomes Q(8,) — Q(6) a.s., that is, there exists a
null set NV such that for all w € Q\N,

Jim O (6x()) = O(6h). (6.73)

Suppose that for some w € Q\N there exists a subsequence 7n,,(w) and an
e > 0 such that inf,,>1[|6,, @) (@) — 6|l > €. Then by the uniqueness condi-
tion there exists a 8(w) > 0 such that Q(6)) — OB, w)(®)) > 8(w) for all
m > 1, which contradicts (6.73). Hence, for every subsequence 7,,(w) we have
lim,, _, o0 On,, () (@) = 6o, which implies that lim,,_, .8, (@) = 6o.

Proof of Theorem 6.15: The condition X,, — ca.s. translates as follows: There
exists a null set N; such that for all ® € Q\Ny, lim,_, o, X,,(®w) = c. By the
continuity of ® on B the latter implies that lim,,_, o, | P (X, (@)) — P(c)| = 0and
that for at most a finite number of indices n, X, (w) ¢ B. Similarly, the uniform
a.s. convergence condition involved translates as follows: There exists a null set
N, such that for all w € Q\N,, lim,_, ooSUp, | Pu(x, @) — O(x)| — 0. Take
N = Ny U N;. Then for all w € Q\N,

limsup | P, (X, (w), @) — P(c)|

n—00

< limsup |, (X, (@), @) — O(X,(w))|

n— 00
+ limsup | P (X, (w)) — ©(c)| < limsup sup | P, (x, w) — O(x)|
n— o0 n—>o0 xeB

+ limsup | ®(X,(w)) — D(c)| = 0.

n—00

6.C. Convergence of Characteristic Functions and Distributions

In this appendix I will provide the proof of the univariate version of Theorem
6.22. Let F, be a sequence of distribution functions on R with corresponding
characteristic functions ¢,(¢), and let F be a distribution function on R with
characteristic function ¢(¢) = lim,_, oo, (?). Let

F(x) = limliminf F,,(x + 6), F(x) = lim limsup £, (x + §).
80 n—o0 810 o0

The function F(x) is right continuous and monotonic nondecreasing in x but
not necessarily a distribution function itself because lim, o £'(x) may be less
than 1 or even 0. On the other hand, it is easy to verify that lim, | _ F(x) = 0.
Therefore, if lim,_,, F(x) = 1, then F is a distribution function. The same
applies to F(x): If lim,_, o, F(x) = 1, then F is a distribution function.
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_ Iwill first show that lim, _, o F(x) = lim, o, F(x) = 1and then that F(x) =
F(x).

Lemma 6.C.1: Let F,, be a sequence of distribution functions on R with corre-
sponding characteristic functions ¢,(t) and suppose that ¢(t) = lim,_ 5o @,(t)
pointwise for each t in R, where ¢ is continuous in t = 0. Then F(x)=
lims oliminf,_, . Fy(x +8) is a distribution function and so is F(x)=
lims olimsup,_, oo Fu(x + 5).

Proof: For T > 0and 4 > 0 we have

T
T @, (t)dt = exp(i - t - x)dF,(x)dt
-T

|
[\
5[ -
"“]\v—]
— 8T—g

Il
[\)
’ﬂ|'_‘
\8

exp(i - t - x)dtdF,(x)

|
3
8

I
[\e]
ﬂ|’_‘
—
—

cos(t - x)dtdF,(x)

—oo —T
_ 7 sin(7x)
—/ e dF,(x)
24 (Tx) 24 T
sin(Tx sin(Tx
= / ™ dF,(x) + f dF,(x)
—24 —0o0
+ / Sm;Tx)dF( ). (6.74)
24

Because |[sin(x)/x| <1 and |Tx|~! < (274 )71 for |x| > 24 it follows from
(6.74) that

1 T 24 1 —2A4 1 00
7/<p,,(r)alt 52/dF(x)+A—T/dF (x)+—/dF (x)
-T —2A4 —00 24
24
21! / Foy(x) + —
- 24T T
—24

1 1
:2(1 2AT> Ha([=24.24]) + . (6.75)
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where w, is the probability measure on the Borel sets in R corresponding to
F,. Hence, if we put T = A~! it follows from (6.75) that

1/4
un([—24,24]) > |4 f @u(t)dt| — 1, (6.76)
—1/4
which can be rewritten as
1/4
F,24) > |4 / 0. ()dt| — 1+ F(=24) — 1, ({—24}).  (6.77)
—1/4

Now let 24 and —2 4 be continuity points of F. Then it follows from (6.77),
the condition that ¢(¢) = lim,_, ¥,(¢) pointwise for each ¢ in R, and the
bounded’ convergence theorem that

1/4
FQA) > |4 / o(t)dt| — 1 + F(—24). (6.78)

—1/4

Because ¢(0) = 1 and ¢ is continuous in 0 the integral in (6.78) converges to 2
for A — oo.

Moreover, F(—2A4) | 0if A — oo. Consequently, it follows from (6.78) that
lim,_, o F(24) = 1. By the same argument it follows that lim 4_, .o F(24) = 1.
Thus, F and F are distribution functions. Q.E.D.

Lemma 6.C.2: Let F,, be a sequence of distribution functions on R such that
F(x) = lims o liminf,_, ., F,(x + 8)and F(x)= lims,o limsup,_, . Fn(x 4 6)
are distribution functions. Then for every bounded continuous function ¢ on R
and every ¢ > 0 there exist subsequences n (¢) and i (&) such that

timsup | [ o)dF, )~ [ g < e
timsup | [ ¢6)d0) = [ ()P <.

Proof: Without loss of generality we may assume that ¢(x) € [0, 1] for all
x. For any ¢ > 0 we can choose continuity points a < b of F(x) such that
F(b) — F(a) > 1 — . Moreover, we can choose continuity points a = ¢} <

° Note that |p(t)] < 1.
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¢y <---<cy=bof F(x)suchthat for j=1,...,m — 1,
sup  @(x) — 1nf px) <e. (6.79)

xe(cj,cjpi] xe(ej.cjp]

Furthermore, there exists a subsequence n; (possibly depending on ¢) such that

lim £, (c;) = F(e;) for j=1,2,....m. (6.80)
Now define
Y(x) = xe(clncf]+l px) for xe(cj,cjpmil,j=1,....,m—1,
Y(x) = 0 elsewhere. (6.81)

Then by (6.79), 0 < p(x) — ¥ (x) < e for x € (a,b] and 0 < p(x) — P(x) <
1 for x ¢ (a, b]; hence,

limsup
n—o00

/ COdF, (x) — / o ()dF, (x)

< limsup f W) — p(o)IdFy(x) + / () — p()IdFy(x)

e x€(a,b] x¢(a,b]
<e+1—limsup (F,(b) — Fu(a)) <e+1-— (E(b) — F(a)) < 2e.
(6.82)
Moreover, if follows from (6.79) and (6.81) that
‘f V(x)dF(x) — [(p(X)dE(X) <2 (6.83)
and from (6.80) that
tim [ weoar, e = [ weodre. (6.84)

Combining (6.82)—(6.84) we find that

limsup
k—o0

f ()dF, () — / o ()E(x)

< limsup
k—o00

/ Q) (x) — / Y (@)dF, ()

~—

+ limsup

k—o00

/ Y (x)dE(x) — ] o(x)dF(x)| < 4e. (6.85)

[ w0~ [weoare

hmsup

A similar result holds for the case 7. Q.E.D.
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Let ¢, (¢) be the characteristic function of F'. Because ¢(¢) = lim,,_, o, ¢,(?), it
follows from Lemma 6.C.2 that for each 7 and arbitrary ¢ > 0, |p(¢) — @.(?)| <
e; hence, ¢(t) = ¢.(t). The same result holds for the characteristic function
@*(t) of F : ¢(t) = ¢*(t). Consequently, ¢(t) = lim,_, o, ¥,(¢) is the character-
istic function of both F and F, which by Lemma 6.C.1 are distribution functions.
By the uniqueness of characteristic functions (see Appendix 2.C in Chapter 2)
it follows that both distributions are equal: F(x) = F(x) = F(x), for instance.
Thus, for each continuity point x of F, F(x) = lim,,_, oo F;,(x).

Note that we have not assumed from the outset that ¢(¢) = lim,,_, @, (¢) is a
characteristic function but only that this pointwise limit exists and is continuous
in zero. Consequently, the univariate version of the “if” part of Theorem 6.22
can be restated more generally as follows:

Lemma 6.C.1: Let X, be a sequence of random variables with corresponding
characteristic functions ¢, (t). If o(t) = lim @,(t) exists for all t € R and ¢(t)
n—0oQ

is continuous int = 0 (i.e., lim,_op(t) = 1), then

(a) @(t) is a characteristic function itself;
(b) X, —>4X, where X is a random variable with characteristic function

@(1).

This result carries over to the multivariate case, but the proof is rather com-
plicated and is therefore omitted. See Section 29 in Billingsley (1986).



7 Dependent Laws of Large Numbers
and Central Limit Theorems

Chapter 6 I focused on the convergence of sums of i.i.d. random variables —
in particular the law of large numbers and the central limit theorem. However,
macroeconomic and financial data are time series data for which the indepen-
dence assumption does not apply. Therefore, in this chapter I will generalize
the weak law of large numbers and the central limit theorem to certain classes
of time series.

7.1. Stationarity and the Wold Decomposition

Chapter 3 introduced the concept of strict stationarity, which for convenience
will be restated here:

Definition 7.1: A time series process X; is said to be strictly station-
ary if, for arbitrary integers m; < m, < --- < my, the joint distribution of
Xi—my» - -+, Xi—m, does not depend on the time index t.

A weaker version of stationarity is covariance stationarity, which requires
that the first and second moments of any set X;_,,,, ..., X;—,, of time series
variables do not depend on the time index ¢.

Definition 7.2: A time series process X; € R* is covariance stationary (or
weakly stationary) if E[|| X;|1?] < oo and, for all integers t and m, E[X;] = |
and E[(X; — p)(X,—m — n)'] = I'(m) do not depend on the time index t.

Clearly, a strictly stationary time series process X, is covariance stationary
if E[]|X; %] < oo.

For zero-mean covariance stationary processes the famous Wold (1938) de-
composition theorem holds. This theorem is the basis for linear time series anal-
ysis and forecasting — in particular the Box—Jenkins (1979) methodology — and
vector autoregression innovation response analysis. See Sims (1980, 1982,
1986) and Bernanke (1986) for the latter.

179
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Theorem 7.1: (Wold decomposition) Let X, € R be a zero-mean covari-
ance stationary process. Then we can write X; = Zj‘io oa;U_; + W, where
oy =1, Z;io af < 0o, the U, s are zero-mean covariance stationary and
uncorrelated random variables, and W; is a deterministic process, that is,
there exist coefficients B; such that P[W; = Zj‘;l BiWi—;1 = 1. Moreover,
U =X, — Zj’;l BjXi—j and E[U 4, W;] = 0 for all integers m and t.

Intuitive proof: The exact proof employs Hilbert space theory and will there-
fore be given in the appendix to this chapter. However, the intuition behind the
Wold decomposition is not too difficult.

It is possible to find a sequence 8;, j = 1, 2, 3, ... of real numbers such that
E[(X, — Y72, B;X;—;)*] is minimal. The random variable

o0
= B (7.1)
j=1
is then called the linear projection of X; on X;_;, j > 1. If we let
o0
Ut = Xt - Z,Bth—jv (7~2)
j=1

it follows from the first-order condition o E[(X; — Z, 1 BiXi- ]) 1/08; =0
that

ElUX;—y]=0 for m=1,2,3,.... (7.3)
Note that (7.2) and (7.3) imply
E[U] =0, ElUU;_y]=0 for m=1,2,3,.... (7.4)

Moreover, note that by (7.2) and (7.3),

0 2
E[X]]=E (Ut + Zﬂij__,-)

Jj=1

2
E[U}+E (Zﬁ,X, J) ,

and thus by the covariance stationarity of X,
E[U] =0, < E[X]] (7.5)

and

00 2
E[X}|=E (Z ,ij,_j) =0} < E[X]] (7.6)
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for all 7. Hence it follows from (7.4) and (7.5) that U, is a zero-mean covariance
stationary time series process itself.

Next, substitute X, = U1+ 72, ;X;-1—; in (7.1). Then (7.1)
becomes

X =p (Utl + Z,Bthlj) + Zﬁthfj

Jj=1 Jj=2

=AU+ Y (Bi +BiBi-DXi

j=2

=AU+ (B4 B]) Xea+ Y _Bi +AB-DXj.  (17)

Jj=3

Now replace X;_, in (7.7) by U,_; + Zj’il BjXi—2—;. Then (7.7) becomes
R o o
X, =Bl + (,32 + ,312) (Ut—Z + 2,3/)(1—2—‘,) + Z(ﬂj + B1Bj—1)Xi—;
J=1 j=3

=BiU1 + (B2 + B) Uiz + Z [(B2+ BY) Bi—> + (B; + BiB;—1)] Xi—;

=3

=B1Ui—1 + (B2 + BY) Uz + [(B2 + BE) B1 + (Bs + B1B2)] Xi—3
+Z B+ BY) Bia+ (B + BB -D] Xiej-

Repeating this substitution m times yields an expression of the type

ZajU, i+ Z A (7.8)

j=m+1

for instance. It follows now from (7.3), (7.4), (7.5), and (7.8) that
R m o 2
E[X}]=0.) &I+ E ( > em,,X,_j)
j=1 Jj=m+1
Hence, letting m — oo, we have
~ 2
E[X?] =0 Za + lim E ( > em,,»X,,-) =0l < o0.
=1 mmee j=mt1
Therefore, we can write X; as

00
X, =Y o;Ui_j+ Wi (7.9)
j=0
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where og = land )72 oF < oo with W, = plim,,,, > . 6, X, ;are-
mainder term that satisfies

E[U;n W] =0 for all integers m and ¢. (7.10)
Finally, observe from (7.2) and (7.9) that

U, — (W > B W,j) =X, = W)=Y Bi(Xij = Wie))

Jj=1 Jj=1
0 0
= Zaj (Utj - Zﬂm“/m)
Jj=0 m=1

o0
U, + ZSjU,_j, for instance.
Jj=1

It follows now straightforwardly from (7.4), (7.5), and (7.10) that §; = 0 for all
j > 1; hence, W, = Zj‘;l B, W,_; with probability 1. Q.E.D.
Theorem 7.1 carries over to vector-valued covariance stationary processes:

Theorem 7.2: (Multivariate Wold decomposition) Let X, € R* be a zero-mean
covariance stationary process. Then we can write X; = Z oA Ui + W,
where Ay = I, Z oA AT is finite, the U, s are zero- mean covariance sta-

tionary and uncorrelated rana’om vectors (i.e., E[UU,_,1= 0O for m >
1), and W; is a deterministic process (i.e., there exzst matrzces B; such
that P[W, = Z \ B;W,_;1=1). Moreover, U, = 27:1 BjX,_j, and

E[UimW ] = Ofor all integers m and t.

Although the process W, is deterministic in the sense that it is per-
fectly predictable from its past values, it still may be random. If so, let
?W =o(W;, W,_1, W,_,, ...) be the o -algebra generated by W,_,, form > 0.
Then all W,’s are measurable .7 G"_”’ for arbitrary natural numbers m; hence,
all W,’s are measurable .7, = ﬂ"OOJ - However, it follows from (7.2)
and (7.9) that each W; can be constructed from X,_; for j > 0; hence,
Ty =0(X, Xi—1, Xi—2,...) D T, and consequently, all W,’ are measur-
able 7,° =NX2,.7 . This 1mphes that W, = E[W,|.7 ,*°]. See Chapter 3.

The o -algebra .7 ,* represents the information contained in the remote past
of X;. Therefore, .7}"0 is called the remote o -algebra, and the events therein are
called the remote events. If .7 > is the trivial o -algebra {€2, @}, and thus the
remote past of X, is uninformative, then E[W,|.7 ,°] = E[W,]; hence, W, = 0.
However, the same result holds if all the remote events have either probability
0 or 1, as is easy to verify from the definition of conditional expectations with
respect to a o -algebra. This condition follows automatically from Kolmogorov’s
zero-one law if the X,’s are independent (see Theorem 7.5 below), but for
dependent processes this is not guaranteed. Nevertheless, for economic time
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series this is not too farfetched an assumption, for in reality they always start
from scratch somewhere in the far past (e.g., 500 years ago for U.S. time series).

Definition 7.3: A time series process X, has a vanishing memory if the events
in the remote o-algebra 7 ,>° = N2 (X_sy X_t—1, X2, ...) have either
probability 0 or 1.

Thus, under the conditions of Theorems 7.1 and 7.2 and the additional as-
sumption that the covariance stationary time series process involved has a van-
ishing memory, the deterministic term #; in the Wold decomposition is 0 or is
a zero vector, respectively.

7.2. Weak Laws of Large Numbers for Stationary Processes

I'will show now that covariance stationary time series processes with a vanishing
memory obey a weak law of large numbers and then specialize this result to
strictly stationary processes.

Let X, € R be a covariance stationary process, that is, for all ¢, E[X,] =
w,var[X;] = o? and cov(X,, X,_,) = y(m). If X, has a vanishing mem-
ory, then by Theorem 7.1 there exist uncorrelated random variables U, € R
with zero expectations and common finite variance o2 such that X, — u =
> o mUi—m, where 30> a2 < oco. Then

)/(k) =E [(i anH—kUt—m) (i A Ut—m):| . (711)
m=0 m=0

Because Y oo a2 < 00, it follows that limy_.o Y o, a2 = 0. Hence, it fol-
lows from (7.11) and the Schwarz inequality that

Consequently,

n—1 n—t

var ((1/@2){,) =0 /n+2(1/n") Y y(m)

t=1 m=1

=0o?/n+2(1/n% Z(n — m)y(m)
m=1
<o?/n+2(1/n) ) ly(m)| - Oasn — oc.
=l (7.12)
From Chebishev’s inequality, it follows now from (7.12) that

Theorem 7.3: If X, is a covariance stationary time series process with van-
ishing memory, then plim,_, . (1/n)Y"/_, X, = E[X;].
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This result requires that the second moment of X; be finite. However, this
condition can be relaxed by assuming strict stationarity:

Theorem 7.4: If X; is a strictly stationary time series process with vanishing
memory, and E[|X1|] < oo, then plim,_, . (1/n)Y_/_; X, = E[X1].

Proof: Assume first that P[X; > 0] = 1. For any positive real number
M, X, I(X, < M) is a covariance stationary process with vanishing memory;
hence, by Theorem 7.3,

n

plim(1/n) Y " (X, I(X, < M) — E[X\I(X, < M)])=0.  (7.13)

n—0o0 =1

Next, observe that

(1/n) Y (X, — E[X1])
t=1

=<

(/m) Y (X (X, < M) — E[X{1(X; < M)])'
t=1

+ (l/n)Z(X,I(Xt > M) —- E[X11(X; > M)])| (7.14)

t=1

Because, for nonnegative random variables Y and Z, P[Y + Z > ¢] < P[Y >
e/2] 4+ P[Z > ¢/2], it follows from (7.14) that for arbitrary ¢ > 0,

p[ }

(1/m) Y (X I(X, < M) — E[X\I(X, < M)])
t=1

(1/m) ) (X, — E[X1])
t=1

<r|
oo

For an arbitrary § € (0, 1), we can choose M so large that E[ X I(X| > M)] <
€8/8. Hence, if we use Chebishev’s inequality for first moments, the last prob-
ability in (7.15) can be bounded by §/2:

(l/n)Z(X,I(X, > M) — E[X,I(X, > M)))| > 8/2]
=1

|
< 4E[X,I(X, > M)]/e < 8/2. (7.16)

> 8/21|
> 8/2:|.

(7.15)

(1/m) Y (X I(X, > M) — ELX, [(X; > M)))

t=1
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Moreover, it follows from (7.13) that there exists a natural number z¢(¢, §) such
that

n

P [ (1/m) Y (X (X, < M) — E[X,1(X; < M)))| > e/z}

=1

< §/2 ifn > ny(s, §). (7.17)
If we combine (7.15)—(7.17), the theorem follows for the case P[X; > 0] =
1. The general case follows easily from X, = max(0, X;) — max(0, —X;) and
Slutsky’s theorem. Q.E.D.

Most stochastic dynamic macroeconomic models assume that the model
variables are driven by independent random shocks, and thus the model variables
involved are functions of these independent random shocks and their past. These
random shock are said to form a base for the model variables involved:

Definition 7.4: A time series process U, is a base for a time series process X;
if, for each t, X, is measurable 7' = o(Uy, Uj—1, U2, .. ).

If X, has an independent base, then it has a vanishing memory owing to
Kolmogorov’s zero-one law:

Theorem 7.5: (Kolmogorov'’s zero-one law) Let X; be a sequence of indepen-
dent random variables or vectors, and let 7' = o (X;, X;—1, X,—2, ...). Then
the sets in the remote o-algebra .7 _o, = N2, 7' have either probability ()
or 1.

Proof: Denote by .7+ the o-algebra generated by X, . .., X, 4. Moreover,
denote by J‘t’j,ll the o-algebra generated by X;_1, ..., X;_,. Each set 4; in
FI* takes the form

A ={w e Q:(X(o), ..., Xp(w) € B}

for some Borel set By € RAH, Similarly, each set 4, in US° ,7,’:,11 takes the

m=1
form
A2 = {a) € Q: (thl(a))s cee thm(a)))T € BZ}

for some m > 1 and some Borel set B, € R”. Clearly, A, and A, are
independent.
I will now show that the same holds for sets 4, in 7'} = o(UX_,.717)),

the smallest o -algebra containing U>_ .7/} . Note that U°_,.7/~! may not be

a o-algebra itself, but it is easy to verify that it is an algebra because .77~} C

.57,’:,,11_1 . For a given set C'in .7/ ¥ with positive probability and for all sets 4 in
U;’f;ly”l we have P(A|C) = P(A). Thus, P(-|C) is a probability measure

t—m>

on the algebra U .77/~ which has a unique extension to the smallest o--

algebra containing U>_,.7/~! (see Chapter 1). Consequently, P(4|C) = P(A4)

t—m
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is true for all sets 4 in .7'_.. Moreover, if C has probability zero, then P(4 N
C) < P(C)=0= P(A)P(C). Thus, for all sets C in 3“}”‘ and all sets 4 in
T P(ANC) = P(A)P(C).

Next, let 4 € N,.7" ;}3, where the intersection is taken over all integers ¢, and
let C € U2 .7/ . Then for some k, Cisasetin.7,_, and 4 isasetin.7” _ for
all m; therefore, 4 € .7'*~! and hence P(4 N C) = P(4)P(C). By a similar
argument it can be shown that P(4 N C) = P(A)P(C) forallsets 4 € N, 7'}
and C € o(UX, 7! ). But 7o =N,.7.) Co(UR, 7! ), and thus we
may choose C = A. Consequently, for all sets 4 € H,Fi’oé, P(A) = P(A4),
which implies that P(4) is either zero or one. Q.E.D.

7.3. Mixing Conditions

Inspection of the proof of Theorem 7.5 reveals that the independence assumption
can be relaxed. We only need independence of an arbitrary set 4 in .7 _, and an
arbitrary set C in Z’_k =o(X;, Xi—1, Xi—2, ..., X;—y) for k > 1. A sufficient
condition for this is that the process X; is a-mixing or ¢-mixing:

Definition 7.5: Let yt_oo = U(Xt, X[_], Xt_z, ...), 9—?0 = O—(Xf, Xt+]7

Xiv2,...)and
a(m) = sup sup |P(AN B)— P(A4)- P(B)|,
! Aeg%x, Bey:;n
gm)=sup  sup  |P(A|B)— P(4)|.

t Ae,%x, BeF "

00

If limy, . oa(m) = 0, then the time series process X; involved is said to be
a-mixing; if limy,_ op(m) = 0, X; is said to be p-mixing.

Note in the a-mixing case that

sup |[P(AN B)— P(A)- P(B)|
AE;’C//‘L,‘, BeT

< limsup sup sup |[P(AN B)— P(A)- P(B)|
Mmoot e T Be T L

= limsup «(m) = 0;
m—> 00

hence, the sets 4 € F'Fk, B € 7 _ are independent. Moreover, note that
a(m) < ¢(m), and thus ¢-mixing implies o-mixing. Consequently, the latter is
the weaker condition, which is sufficient for a zero-one law:

Theorem 7.6: Theorem 7.5 carries over for a-mixing processes.

Therefore, the following theorem is another version of the weak law of large
numbers:
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Theorem 7.7: If X; is a strictly stationary time series process with an a-mixing
base and E[|X,|] < oo, then plim,_, . ,(1/n)>"}_, X, = E[X].

7.4. Uniform Weak Laws of Large Numbers

7.4.1. Random Functions Depending on Finite-Dimensional
Random Vectors

On the basis of Theorem 7.7, all the convergence in probability results in Chapter
6 fori.i.d. random variables or vectors carry over to strictly stationary time series
processes with an a-mixing base. In particular, the uniform weak law of large
numbers can now be restated as follows:

Theorem 7.8(a): (UWLLN) Let X, be a strictly stationary k-variate time se-
ries process with an a-mixing base, and let 6 € ® be nonrandom vectors in a
compact subset ® C R™. Moreover, let g(x, ) be a Borel-measurable function
on RY x © such that for each x, g(x, 0) is a continuous function on ©. Finally,
assume that E[sup,y.|g(X;, 0)|] < oo. Then

n
plim, o supgee|(1/n) > g(X;.0) — E[g(X,.0)]| = 0.
j=1

Theorem 7.8(a) can be proved along the same lines as the proof of the uniform
weak law of large numbers for the i.i.d. case in Appendix 6.A of Chapter 6
simply by replacing the reference to the weak law of large numbers for i.i.d.
random variables by a reference to Theorem 7.7.

7.4.2. Random Functions Depending on Infinite-Dimensional
Random Vectors

In time series econometrics we quite often have to deal with random functions
that depend on a countable infinite sequence of random variables or vectors. As
an example, consider the time series process

Yo =BoYim1 + X, with X, =V, —nli-y, (7.18)

where the ;s are i.i.d. with zero expectation and finite variance o and the
parameters involved satisfy |8y| < 1 and |yy| < 1. The part

Yo =B+ X, (7.19)
is an autoregression of order 1, denoted by AR(1), and the part
X =V = vV (7.20)

is a moving average process or order 1, denoted by MA(1). Therefore, model
(7.18) is called an ARMA(I, 1) model (see Box and Jenkins 1976). The
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condition |By| < 1 is necessary for the strict stationarity of Y; because then,
by backwards substitution of (7.18), we can write model (7.18) as

Y Zﬁé(Vf-j —YoVi-1-j)
=0

o0
=Vi+Bo—m) Y B Vs (7.21)
j=1
This is the Wold decomposition of ¥;. The MA(1) model (7.20) can be written
as an AR(1) model in V;:

Vi=vVio1+ U. (7.22)
If |y < 1, then by backwards substitution of (7.22) we can write (7.20) as

oo

Xo==) vXij+ V. (7.23)
j=1
If we substitute X; = Y; — BoY;_; in (7.23), the ARMA(1, 1) model (7.18) can

now be written as an infinite-order AR model:

o0
Y, = BoYi—1 — ZVoj(Yzﬁ' —BoYi1-))+ 1,

Jj=1

o0
=Bo—v) ) v Y+ (7.24)
Jj=1

Note that if Sy = yy, then (7.24) and (7.21) reduce to Y; = V;; thus, there
is no way to identify the parameters. Consequently, we need to assume that
Bo # yo. Moreover, observe from (7.21) that Y; is strictly stationary with an
independent (hence o-mixing) base.

There are different ways to estimate the parameters Sy, yo in model (7.18) on
the basis of observations on Y; for t =0, 1, ..., n only. If we assume that the
V;’s are normally distributed, we can use maximum likelihood (see Chapter 8).
But it is also possible to estimate the model by nonlinear least squares (NLLS).

If we would observe all the Y;’s for t < n, then the nonlinear least-squares
estimator of 6y = (Bo, yo)! is

A _ . n _ 2
6 = argergm(l /n);(Y, 1.(6)), (7.25)
where
[O®=B-Y v/ Vi, with 6=, (7.26)
j=1
and

O@=[-1+el—c]x[-1+el—c], eec(01), (7.27)
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for instance, where ¢ is a small number. If we only observe the Y;’s for ¢ =
0,1, ..., n, which is the usual case, then we can still use NLLS by setting the
Y;’s for t < 0 to zero. This yields the feasible NLLS estimator

) = in(1 Y = ~t 2, 28
6 = argmin( /n);w Q) (7.28)
where
fi@=B-y)) v ', (7.29)
j=1

For proving the consistency of (7.28) we need to show first that

(l/n)z (Y = f10)* = (Y: = fi(0)))| =

plim sup
n—000e®

(7.30)

(Exercise), and

plim sup
n—00 0e®

(Un)Z (Y, — £,0)F — E[(¥ — f1(9))z])‘=0- (731)

(Exercise) However, the random functions g,(8) = (Y; — f;(9))* depend on
infinite-dimensional random vectors (Y;, Y,_1, Y;_s, Y;_s, .. .)T, and thus Theo-
rem 7.8(a) is not applicable to (7.31). Therefore, we need to generalize Theorem
7.8(a) to prove (7.31):

Theorem 7.8(b): (UWLLN) Let .7, =oc(V;, Vi_1, Vi—a,...), where V; is a
time series process with an o-mixing base. Let g,(6) be a sequence of random
Sfunctions on a compact subset ® of a Euclidean space. Write N;(6,) = {0 €
O:0 — 6, <38} for6, € ®and s > 0. If for each 6, € © and each § > 0,

(@) supgen,o,) &(0) and infycy,o\8:(0) are measurable 7, and strictly
Stationary,

(b) Elsupgen,p,)&(0)] < o0 and Elinf ¢y, 0,,&1(0)] > —00,

(¢) lims o E[supgey,o,8(0)] = lims 0 E[inf gc ny0,,8:(0)] = E[g:(0:)];

then, plim,_, .supyeel(1/n) 31—, &(0) — E[g1(0)]] = 0.

Theorem 7.8(b) can also be proved easily along the lines of the proof of the
uniform weak law of large numbers in Appendix 6.A of Chapter 6.

Note that it is possible to strengthen the (uniform) weak laws of large numbers
to corresponding strong laws or large numbers by imposing conditions on the
speed of convergence to zero of a(m) (see McLeish 1975).

It is not too hard (but rather tedious) to verify that the conditions of Theorem
7.8(b) apply to the random functions g;(8) = (Y; — f£,(9))* with ¥, defined by
(7.18) and f;(6) by (7.26).
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7.4.3. Consistency of M-Estimators

Further conditions for the consistency of M-estimators are stated in the next
theorem, which is a straightforward generalization of a corresponding result in
Chapter 6 for the i.i.d. case:

Theorem 7.9: Let the conditions of Theorem 7.8(b) hold, and let
O = argmaxy.q E[g1(0)], 6 = argmaxyco(1/n) Y/ g/(0). If for §>0,
supgeo\n; 0, E[81(0)] < E[g1(60)], then plimnﬁooé = 60y. Similarly, if 6y =
argming.o E[g1(0)], 6 = argmingo(1/n) >, gtA(Q), and for § >0,
infgco\ny o0 E[81(0)] > E[g1(60)], then plim,,_, .6 = 6.

Again, it is not too hard (but rather tedious) to verify that the conditions of
Theorem 7.9 apply to (7.25) with Y; defined by (7.18) and f;(6) by (7.26). Thus
the feasible NLLS estimator (7.28) is consistent.

7.5. Dependent Central Limit Theorems

7.5.1. Introduction

As is true of the conditions for asymptotic normality of M-estimators in the
1.i.d. case (see Chapter 6), the crucial condition for asymptotic normality of the
NLLS estimator (7.25) is that

1 n
NG ; Vi (8/i(60)/367) —~aNal0, B, (732)
where
B = E[V7 (3/1(60)/65) (3/1(60)/360)] - (7.33)

It follows from (7.21) and (7.26) that

o0
£:00) = (Bo—v0) D_ By Vi) (7.34)
J=1
which is measurable .7, | = o(V;_1, Vi_2, V;_3, ...), and thus
0£:(60)/96,

= (Z (Bo+Bo—v0)j — DB Vi = D By th) -
j=1 J=1
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Therefore, it follows from the law of iterated expectations (see Chapter 3) that

B = o2 E [(3/i(60)/06]) (3£ (60)/060)]

\ ( Y5 (Bo+ (Bo— ) — DBV =52 (Bo+ (Bo — v)(J — 1) ﬁé(”))
=0

— 3% (Bo+ (Bo— )G — ) B DR e
(7.35)
and
P (E[V(3/(60)/905)|-F7 1] = 0) = 1. (7.36)

The result (7.36) makes V;(3f;(6p)/ 890T ) a bivariate martingale difference
process, and for an arbitrary nonrandom £ € R2, & # 0, the process U, =
V,£1(8,(60)/36]) is then a univariate martingale difference process:

Definition 7.4: Let U, be a time series process defined on a common probability
space {Q, .7, P}, and let .7, be a sequence of sub-c-algebras of 7. If for
each t,

(a) Uy is measurable 7,

(b) Fi1CFy,

(c) E[|U;|] < oo, and

(d) PE[U|F:1]1=0)=1,

then {U,, 7} is called a martingale difference process.

If condition (d) is replaced by P(E[U;|.7,-1] = U,;-1) = 1, then {U,, .7}
is called a martingale. In that case AU, = U; — U,_; = U; — E[U;|.7;_1] sat-
isfies P(E[AU;|.7;-1] = 0) = 1. This is the reason for calling the process in
Definition 7.4 a martingale difference process.

Thus, what we need for proving (7.32) is a martingale difference central limit
theorem.

7.5.2. A Generic Central Limit Theorem

In this section I will explain McLeish’s (1974) central limit theorems for de-
pendent random variables with an emphasis on stationary martingale difference
processes.

The following approximation of exp(i - x) plays a key role in proving central
limit theorems for dependent random variables.

Lemma 7.1: For x € R with |x| <1, exp(i -x) = (1 4+i - x)exp(—x?/2 +
r(x)), where |r(x)| < |x|>.
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Proof: It follows from the definition of the complex logarithm and the series
expansion of log(1 + i - x) for |x| < 1 (see Appendix III) that

o0
log(l+i-x)=i-x+x/24+ Y (-D""i**/k+i-m-x
k=3

=i-x+xX2—r(x)+i-m-m,

where r(x) = — > 1o, (—1)""1i*x* /k. Taking the exp of both sides of the
equation for log(1 +i - x) yields exp(i - x) = (1 +i - x)exp(—x?/2 + r(x)).
To prove the inequality |r(x)| < |x|*, observe that

r(x) = — i(—l)’“1 hxk )k = %3 Z( DFi*H X/ (k + 3)
_ x3 Z( 1)21{ 2k+1 2k/(2k+ 3)

+x3 Z(_1)2k+1i2k+2x2k+1/(2k + 4)
k=0

— x3 i(_l)kxﬂﬁ%/(zk + 4) +1i- x3 i(—l)kXZk/(Zk + 3)

8

ZZ( l)k 2k+4/(2k+4)+l Z( l)k 2k+3/(2k+3)
k=0 k=0

3 2

y . y

d . d 7.37

1+y2y+z/1+y2y, (7.37)
0

|
o\m

where the last equality in (7.37) follows from

e Z( 1)k 2k+4/(2k+4) Z( l)k 2k+3

3

— 53 Z(_ 2% X
X X
— 1 4 x2

for |x| < 1, and similarly
¥2

_Z( l)kx2k+3/(2k+3)_ T 2

The theorem now follows from (7.37) and the easy inequalities

x|

1
< /y3dy = SRl < kY2

0

X

3
y
d
/1+y2y
0
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and
Ix]
/ » d /2d 1 3 < xP/V2
< = -
T = [ =P < 1 P/V2,
0 0
which hold for [x| < 1. Q.E.D.

The result of Lemma 7.1 plays a key role in the proof of the following generic
central limit theorem:

X

Lemma 7.2: Let X;,t =1,2,...,n,... be a sequence of random variables
satisfying the following four conditions:
plim max |X,|//n =0, (7.38)
n—oo I=t=n
n
plim(1/n) > X} = 0 € (0, ), (7.39)
n—0o0 =1
lim E []_[(1 +i-£ ~Xt/ﬁ)j| =1, VEeR, (7.40)
n—o00
=1
and
sup E []‘[ (1+ Sthz/n):| <00, VEeR. (7.41)
nzl t=1
Then
1 n
— ) X, -, N(0, 2. (7.42)
Jn ; ’

Proof: Without loss of generality we may assume that o> = 1 because, if
not, we may replace X; by X;/o. It follows from the first part of Lemma 7.1
that

exp (i&(l/ﬁ)ZX) = []_[(1 +i§Xt/«/;):|
=1 =1

x exp (—(502)(1/@2){3) exp (Zr(sxt/ﬁz)) .08
=1

t=1

Condition (7.39) implies that

plim exp (—(gz/z)(l /n) i){f) = exp(—£2/2). (7.44)
t=1

n—00
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Moreover, it follows from (7.38), (7.39), and the inequality |r(x)| < |x|* for
|x| < 1 that

D rEX/VmIEX,/Vn] < 1)

t=1

3 n
'5' Z|X|1 |EX,/v/n| < 1)

< |s|3ma’“?"'x‘ ((1/ )ZXZ)

Next, observe that

D rEX/NVmI(EX,//n| = 1)

t=1
n
<>
t=1

sl(|é|-;gg<); |Xil//n] = 1)2

t=1

rEX N I(EX,/v/n] = 1)

rEX,/v/n)|. (7.45)

The result (7.45) and condition (7.38) imply that

P [Zr(sxt/ﬁ)msxt/m >1)= 0}

t=1

=P <|EI - max | X1 /v/n < 1) - L (7.46)

Therefore, it follows from (7.38), (7.39), and (7.46) that

plim exp (i r(SX,/ﬁ)) =1 (7.47)

n—00 =1

Thus, we can write

exp (z’f(l/mz)c) = [ (1+ ié)@/ﬁ)} exp(—£2/2)
t=1 t=1

[1‘[(1 +iEX,/\/n )} Zy(&). (148
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where

Z,(€) = exp(—£7/2) — exp (—@2/2)(1/;1) ZX?)
=1

X exp (ir(“;‘X, /ﬁ)) —,0. (7.49)

=1
Because |Z,(£)| < 2 with probability 1 given that
| exp(—x*/2 +r(0))| < 1, (7.50)
it follows from (7.49) and the dominated-convergence theorem that
lim E[|Z,(€)P] = 0. (7.51)

Moreover, condition (7.41) implies (using zw = z - w and |z| = +/zZ) that
2
sup £

n>1

[Ja+i&x./vn)
t=1

n>1

=sup E ]_[(1 +iEX,/v/n)(1 — igx,/\/ﬁ)}
| =1

n>1

=supE ﬁu + Sthz/n):| < 00. (7.52)
=1

Therefore, it follows from the Cauchy—Schwarz inequality and (7.51) and (7.52)
that

lim £ [zn@]"[(l + iEXt/x/ﬁ)”
t=1

< [lim E[|Z,(6)P] |sup E [ﬁ(l + sZX?/n)] =0 (7.53)
n— o0 n>1 pl
Finally, it follows now from (7.40), (7.48), and (7.53) that
lim E |:exp <isg(1 //1n) iX,)j| = exp(—£2/2). (7.54)
=1

Because the right-hand side of (7.54) is the characteristic function of the N(0,
1) distribution, the theorem follows for the case 0> =1 Q.E.D.
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Lemma 7.2 is the basis for various central limit theorems for dependent
processes. See, for example, Davidson’s (1994) textbook. In the next section, I
will specialize Lemma 7.2 to martingale difference processes.

7.5.3. Martingale Difference Central Limit Theorems

Note that Lemma 7.2 carries over if we replace the X;’s by a double array
Xps,t=1,2,...,n,n=1,2,3,.... Inparticular, let

Yo1 = X,
=1
Y. = X1 ((1/@2){,{ <o+ 1) for 1> 2. (7.55)
=1
Then, by condition (7.39),

P[Y,, # X, forsomet <n] < P[(1/n) Y X} > o” + 1] > 0;

t=1

(7.56)
hence, (7.42) holds if
1 n
— ) Y,,—a4N(©, 0. (7.57)
NG ,; ’

Therefore, it suffices to verify the conditions of Lemma 7.2 for (7.55).
First, it follows straightforwardly from (7.56) that condition (7.39) implies

plim(1/n) Z Y, =0’ (7.58)

n—o0

Moreover, if X, is strictly stationary with an o -mixing base and E[X?] = 0 €
(0, 00), then it follows from Theorem 7.7 that (7.39) holds and so does (7.58).

Next, let us have a closer look at condition (7.38). It is not hard to verify that,
for arbitrary ¢ > 0,

P[ggg X1/ > a} =P [(Un)iX?lﬂXA/ﬁ >£) > 82} :
=t=n =1
(7.59)

Hence, (7.38) is equivalent to the condition that, for arbitrary ¢ > 0,

(1/n)2njx,21(|xt| > e/n)— 0. (7.60)
t=1
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Note that (7.60) is true if X, is strictly stationary because then

E [(l/n)Zn:thl(|Xt| > gﬁ)} = E [X[1(1X1| > e/m)] > 0
t=1

Now consider condition (7.41) for the Y, ;’s. Observe that

H(l +EY7,/n)
t—1
= ]_[ [1 +&2X21 ((1/;1)2)(,3 <o’+ 1) /n]
t=1 k=1
Jn
=101 +&x7/n],
t=1
where
n t—1
J,,=1+21<(1/n)ZX,3502+1>. (7.61)
t=2 k=1
Hence,

n Jp—1
n []‘[(1 +52Y,3,,/n)} > In[1+&X7/n] +1In[1 +£X5 /n]
t=1 t=1

J,,—l
ZXz—Hn[l +£2X7 /n]

<(o+ DE +In[1 +£°X7 /n], (7.62)
where the last inequality in (7.62) follows (7.61). Therefore,

sup E |:li[ (1+ §2Ynz’,/n):|

nzl t=1

< exp((a? 4 1)&?) [1 + szsugE [Xi]/n]

< exp((o? + 1)E?) [1 + &2 sup ((l/n) > E[x7] D . (7.63)
nzl t=1
Thus, (7.63) is finite if sup,,.;(1/n) > E[X?] < oo, which in its turn is true
if X; is covariance stationary.

Finally, it follows from the law of iterated expectations that, for a mar-
tingale difference process X,, E[[]_,(1+i&X,//n)] = E[[]_,(1+
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IEE[X|F-1]/v/n)] =1,V§ € R, and therefore also E[[]_,(1+
i&Y,./v/m) = E[[T-,(1 + i E[Y, |.7,1]//m)] = 1. V& € R.

We can now specialize Lemma 7.2 to martingale difference processes:

Theorem 7.10: Let X, € R be a martingale difference process satisfying the
following three conditions:

@ (1/m)¥ 0 X?—, 02 € (0, 0);
(b) For arbitrary ¢ > 0,(1/n) Y, X?1(|1X;| > e/n)—,0;

(© sup,=(1/m) XLy E[X7] < oo
Then, (1/3/n) >/, X; —a N(0, 0?).
Moreover, it is not hard to verify that the conditions of Theorem 7.10 hold if the

martingale difference process X; is strictly stationary with an «¢-mixing base
and E[X?}] = 0 € (0, 00):

Theorem 7.11: Let X; € R be a strictly stationary martingale difference
process with an a-mixing base satisfying E[X}] = o* € (0, 00). Then

(1/\/'_1) Z:l=1 X —>a N, 02)-

7.6. Exercises

1. Let U and ¥V be independent standard normal random variables, and let X; =
U - cos(At) + V - sin(At) for all integers ¢ and some nonrandom number A €
(0, ). Prove that X, is covariance stationary and deterministic.

2. Show that the process X; in problem 1 does not have a vanishing memory but
that nevertheless plim,,_, . ,(1/n) > /_; X, = 0.

3. Let X; be a time series process satisfying E[|X;|] < oo, and suppose that the
events in the remote o-algebra .7 _, = N2 0 (X, X_,_1, X_,_»,...) have
either probability 0 or 1. Show that P(E[X;|.7 _»] = E[X;]) = 1.

4. Prove (7.30).

5. Prove (7.31) by verifying the conditions on Theorem 7.8(b) for g,(8) = (¥; —
f:(6))?* with Y, defined by (7.18) and f;(8) by (7.26).

6. Verify the conditions of Theorem 7.9 for g,(6) = (Y, — f;(9))* with Y, defined
by (7.18) and f;(0) by (7.26).

7. Prove (7.50).
8. Prove (7.59).
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APPENDIX
7.A. Hilbert Spaces

7.A.1. Introduction

In general terms, a Hilbert space is a space of elements for which properties
similar to those of Euclidean spaces hold. We have seen in Appendix I that
the Euclidean space R” is a special case of a vector space, that is, a space of
elements endowed with two arithmetic operations: addition, denoted by “+,”
and scalar multiplication, denoted by a dot. In particular, a space V is a vector
space if for all x, y, and z in V" and all scalars c, ¢, and ¢,

@ x+y=y+x;

b)) x+@+2)=x+y)+z;

(c) There is a unique zero vector 0 in ¥ such that x + 0 = x;

(d) Foreach x there exists a unique vector —x in ¥ such thatx + (—x) = 0;
(e) 1-x=x;

() (cica)-x =c1-(c2-x);

(@) c-(x+y)=c-x+c-y;

(h) (c1+c)-x=c1-x+c-x.

Scalars are real or complex numbers. If the scalar multiplication rules are
confined to real numbers, the vector space V' is a real vector space. In the sequel
I will only consider real vector spaces.

The inner product of two vectors x and y in R” is defined by xTy. If we
denote (x, y) = x Ty, it is trivial that this inner product obeys the rules in the
more general definition of the term:

Definition 7.A.1: An inner product on a real vector space V is a real function
(x,yYonV x Vsuch that forall x, y,z in Vand all cin R,

(

(CX,J/) = C<X’y>;

(3) (x+y,z)=(x,z) +{y,z);
(x,x) > 0 when x # 0.

A vector space endowed with an inner product is called an inner-product
space. Thus, R” is an inner-product space. In R” the norm of a vector x is defined
by [|lx|| = VxTx. Therefore, the norm on a real inner-product space is defined
similarly as ||x|| = +/{x, x). Moreover, in R” the distance between two vectors
x and y is defined by [x — y|| = +/(x — »)T(x — y). Therefore, the distance

between two vectors x and y in a real inner-product space is defined similarly

as ||lx — y|l = +/{x —y,x — y). The latter is called a metric.
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An inner-product space with associated norm and metric is called a pre-
Hilbert space. The reason for the “pre” is that still one crucial property of R”
is missing, namely, that every Cauchy sequence in R” has a limit in R".

Definition 7.A.2: A4 sequence of elements X,, of an inner-product space with
associated norm and metric is called a Cauchy sequence if, for every ¢ > 0,
there exists an ng such that for all k, m > ny, ||x; — x| < €.

Theorem 7.A.1: Every Cauchy sequence in R®, £ < oo has a limit in the space
involved.

Proof: Consider first the case R. Let X = limsup,_, ., x,, Where x, is a
Cauchy sequence. I will show first that x < oco.

There exists a subsequence n; such that ¥ = lim;_, oox,,. Note that x,, is
also a Cauchy sequence. For arbitrary ¢ > 0 there exists an index k¢ such that
|X, — xn, | < eifk, m > k. If we keep k fixed and let m — o0, it follows that
|x,, — X| < &; hence, ¥ < co, Similarly, x = liminf,_, ,.x, > —0co. Now we
can find an index ko and subsequences ny and n,, such that fork, m > ko, |x,, —
x| <e, |x,, —x| <e,and |x,, —x,,| < &; hence, [x — X| < 3e. Because ¢ is
arbitrary, we must have x = X = lim,_, oo X,,. If we apply this argument to each
component of a vector-valued Cauchy sequence, the result for the case R’
follows. Q.E.D.

For an inner-product space to be a Hilbert space, we have to require that the
result in Theorem 7.A1 carry over to the inner-product space involved:

Definition 7.A.3: A4 Hilbert space H is a vector space endowed with an inner
product and associated norm and metric such that every Cauchy sequence in
H has a limit in H.

7.A.2. A Hilbert Space of Random Variables

Let 3Ry be the vector space of zero-mean random variables with finite second
moments defined on a common probability space {2, .7, P} endowed with the
inner product (X, Y) = E[X - Y],norm | X|| = v/ E[X?], and metric | X — Y.

Theorem 7.A.2: The space R defined above is a Hilbert space.

Proof: To demonstrate that 3R, is a Hilbert space, we need to show that
every Cauchy sequence X,,, n > 1, has a limit in ). Because, by Chebishev’s
inequality,

PIXy = Xu| > €] < E[(X, — X,)')/€?

=X, — X,|?/e* —> 0 as n,m — oo
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forevery ¢ > 0,itfollowsthat | X, — X,,| — , 0as n, m — 00.In Appendix 6.B
of Chapter 6, we have seen that convergence in probability implies convergence
a.s. along a subsequence. Therefore, there exists a subsequence 7, such that
| Xn, — Xu,| = 0as.asn, m — oo. The latter implies that there exists a null
set N such that for every w € Q\N, X, (w) is a Cauchy sequence in R; hence,
limy_, 5o X, (w) = X(w) exists for every w € Q\N. Now for every fixed m,

(X, — Xn)* = (X — X,))? as.as k — oo.

By Fatou’s lemma (see Lemma 7.A.1) and the Cauchy property, the latter implies
that

IX — Xull> = E [(X — Xn)*]

< liminf E [(X,, — X,»)’] = 0 as m — oo.
k—o00

Moreover, it is easy to verify that E[X] =0 and E[X?] < oco. Thus, every
Cauchy sequence in R, has a limit in Ry; hence, R, is a Hilbert space. Q.E.D.

Lemma 7.A.1: (Fatou's lemma). Let X,,, n > 1, be a sequence of nonnegative
random variables. Then E[liminf X, < liminf E[X,]

n—00 n—00

Proof: Put X = liminf,_, ., X, and let ¢ be a simple function satisfying 0 <
@(x) < x. Moreover, put Y, = min(¢(X), X,). Then Y, — , ¢(X) because, for
arbitrary ¢ > 0,

Pl|Yy — @(X)| > e] = P[X, < ¢(X) —¢] =< P[X, <X —¢] = 0.

Given that E[@(X)] < oo because ¢ is a simple function, and ¥, < ¢(X), it
follows from ¥, — , ¢(X) and the dominated convergence theorem that

E[p(X)] = lim E[Y,] = liminf E[Y,] < liminf E[X,,]. (7.64)
n—0oQ n— 00 n—0oQ

If we take the supremum over all simple functions ¢ satisfying 0 < p(x) <
x, it follows now from (7.64) and the definition of E[X] that E[X] <
liminf, ,  E[X,]. Q.E.D.

7.A.3. Projections

As for the Hilbert space R", two elements x and y in a Hilbert space H are said
to be orthogonal if (x, y) = 0, and orthonormal if, in addition, |x|| = 1 and
[l¥]l = 1. Thus, in the Hilbert space Ry, two random variables are orthogonal
if they are uncorrelated.

Definition 7.A.4: A linear manifold of a real Hilbert space H is a nonempty
subset M of H such that for each pair x, y in M and all real numbers o and B,
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o-x 4 B -y e M. Theclosure M of M is called a subspace of H. The subspace
spanned by a subset C of H is the closure of the intersection of all linear
manifolds containing C.

In particular, if S is the subspace spanned by a countable infinite sequence
X1, X2, X3, ... of vectors in H, then each vector x in S takes the form x =
Z;’o ¢, - X,, where the coefficients ¢, are such that ||x|| < oo.

It is not hard to verify that a subspace of a Hilbert space is a Hilbert space
itself.

Definition 7.A.5: The projection of an element y in a Hilbert space H on a
subspace S of H is an element x of S such that |y — x| = min,cs|ly — z||.

For example, if S is a subspace spanned by vectors x;, ..., x;in H and y €
H\S, then the projection of yon Sisavectorx =c;-x;+-+-+cp-x; €S,
where the coefficients ¢; are chosen such that ||y — ¢y - x; — -+ — ¢ - x¢| is
minimal. Of course, if y € S, then the projection of y on S is y itself.

Projections always exist and are unique:

Theorem 7.A.3: (Projection theorem) If S is a subspace of a Hilbert space H
andyis avectorin H, then there exists a unique vector x in Ssuch that ||y — x|| =
minzes||y — z||. Moreover, the residual vector u = y — x is orthogonal to any
zinS.

Proof: Lety € H\S and inf,cg||y — z|| = . By the definition of infimum it
is possible to select vectors x,, in S such that |y — x, || < § + 1/n. The existence
of the projection x of y on S then follows by showing that x, is a Cauchy
sequence as follows. Observe that

17 = 1Gen — ») — Gm — 2P

= ||xn_y”2+ [l _y||2_2<xn — VX —Y)

lxn — X

and
4o 4 x)/2 = YIIP = 1Gen — 3) + (o — W)
= lxn — YII* + xm — Y17+ 2060 — ¥, X — ¥).
Adding these two equations up yields
1260 = X I = 2[1x, = VI + 20%m — Y11 = 4l1(xn + X)/2 — ¥
(7.65)

Because (x, 4 x,,)/2 € S, it follows that ||(x, + x,,)/2 — y||*> > 8%; hence, it
follows from (7.65) that

%0 — X l1? < 2030 — YI* + 2] — y|I> — 48>
<48/n+1/n* +48/m + 1/m*.
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Thus, x, is a Cauchy sequence in S, and because S is a Hilbert space itself, x,
has a limit x in S.

As to the orthogonality of u = y — x with any vector z in S, note that for
every real number ¢ and every z in S, x + ¢ - z is a vector in §, and thus

P <lly—x—c-z|P =lu—c-z|
=y = x>+ llc-zI* = 2(u,c - 2)
= 82 + A||z||* — 2¢(u, 2). (7.66)

Minimizing the right-hand side of (7.66) to ¢ yields the solution ¢y =
(u,z)/]1z]|?, and substituting this solution in (7.66) yields the inequality
((u, 2))*/||z||> < 0. Thus, (u, z) = 0.

Finally, suppose that there exists another vector p in S such that ||y — p|| = 6.
Then y — p is orthogonal to any vector zin S : (y — p,z) =0. Butx — p is
a vector in S, and thus (y — p,x — p) =0 and (y — x,x — p) = 0; hence,
0=(y—p.x—p)—(y—x,x—p)=(x—p.x — p) = |x — p|*. There-
fore, p =x. Q.E.D.

7.A.5. Proof of the Wold Decomposition

Let X, be a zero-mean covariance stationary process and E[X?] = o%. Then
the X;’s are members of the Hilbert space Ry defined in Section 7.A.2. Let
57! be the subspace spanned by X, —j»j =1, and let X, be the projection
of X, on S’__Oé. Then U; = X; — /\A’, is orthogonal to all X;_;, j > 1, that is,
E[U,X,_;]=0for j > 1. Because U,_; € S'=Y for j > 1, the U, are also
orthogonal to each other: E[U,U,_;] = 0 for j > 1.

Note that, in general, X, takes the form X, = Zj’;l Bi,jX,—;, where the
coefficients f; ; are such that ||Y||> = E[Y?] < co. However, because X; is
covariance stationary the coefficients 8, ; do not depend on the time index ¢,
for they are the solutions of the normal equations

M2

y(m) = E[X, X,—pn] = : ,BjE[Xt—th—m]

~
Il

M

j=1

~
Il

Thus, the projections X; = Zj‘;l B;X,—; are covariance stationary and so are
the U,’s because

o = 1 X% = I1U + X 0P = 1UP + 1K1 + 2(U,, Xy)
= U1 + X, 1> = E [U}] + E[X?];

thus, £ [U?] = 02 < 0.
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Next, let Z, ,, = 27;1 a;U;_;, where o; = (X;, U;—_j) = E[X,U;—;]. Then

2

m
X = Zywll® = HX =Y U,
j=1

m

=E[X}] - ZZajE[XtUt_j]

Jj=1

+2 2 e EUUN = E[X7] =3 a2 0
i=1 j=1 J=
forallm > 1; hence, }-72, &7 < oc. The latter implies that 37° o7 — 0 for
m — 00, and thus for fixed ¢, Z, ,, is a Cauchy sequence in St:oi,, and X; — Z;
is a Cauchy sequence in S* . Consequently, Z, = Zj’;l a;U,—; € 87} and
W[ - X[ - Z(]).;l (XjU,,j € SLOO eXiSt.
As to the latter, it follows easily from (7.8) that W, € S for every m; hence,
W, e n s (7.67)

—00*
—00<I<00

Consequently, E[U;4,, W;] = 0 for all integers ¢ and m. Moreover, it follows
from (7.67) that the projection of W, on any S' is W, itself; hence, W, is
perfectly predictable from any set {X;_;, j > 1} of past values of X; as well as
from any set {W;_;, j > 1} of past values of ;.



8 Maximum Likelihood Theory

8.1. Introduction

Consider arandom sample Z1, . .., Z, from a k-variate distribution with density

f(z|60), where 8y € ® C R™ is an unknown parameter vector with ® a given
parameter space. As is well known, owing to the independence of the Z;’s, the
joint density function of the random vector Z = (Z{, ..., Z} )T is the product
of the marginal densities, ]_[?21 f(z;160). The likelihood function in this case
is defined as this joint density with the nonrandom arguments z; replaced by the
corresponding random vectors Z;, and 6 by 6:

L.0)=[Tsz10). 8.1)
j=1

The maximum likelihood (ML) estimator of 6 is now 6 = argmax(,e(H,LA,,(Q),
or equivalently,

6 = argmax ln(in(e)), (8.2)
0ec®

where “argmax” stands for the argument for which the function involved takes
its maximum value.
The ML estimation method is motivated by the fact that, in this case,

E[In(Z,(6))] < E[In(L,(6))]- (8.3)
To see this, note that In(u) = u — 1 foru = landIn(u) < u — 1 for0 <u < 1

and u > 1. Therefore, if we take u = f(Z;10)/f(Z,;|60y) it follows that, for all
0,In(f(Z;10)/f(Z;100)) < f(Z;16)/f(Z;]6p) — 1, and if we take expectations

205
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it follows now that
EIn(f(Z;10)/1(Z;160)] < E[f(Z;10)/(Z;160)] — 1

[ G
= | 7z f(z|6p)dz — 1
RE

= f f(z|0)dz—1 < 0.
(zeRF: £(z] 6p)>0}

Summing up for j = 1,2, ..., n, (8.3) follows.
This argument reveals that neither the independence assumption of the data

Z=(Z],...,ZHT nor the absolute continuity assumption is necessary for
(8.3). The only condition that matters is that
E[L,(0)/La(00)] < 1 (8.4)

for all & € ® and n > 1. Moreover, if the support of Z; is not affected by the
parameters in 6y — that is, if in the preceding case the set {z € R™ : f(z]0) > 0}
is the same for all & € ® — then the inequality in (8.4) becomes an equality:

E[L.(0)/L,(60)] = 1 (8.5)

for all 6 € ® and n > 1. Equality (8.5) is the most common case in eco-
nometrics.

To show that absolute continuity is not essential for (8.3), suppose that the
Z;’s are independent and identically discrete distributed with support E, that
is, forall z € &, P[Z; =z] >0 and ) ,_g P[Z; = z] = 1. Moreover, now
let f(z16p) = P[Z; = z], where f(z]0) is the probability model involved. Of
course, f(z|0) should be specified suchthat Y °__ f(z]0) = 1 forall® € ®.For
example, suppose that the Z;’ are independent Poisson (6) distributed, and
thus f(z]0) = 3_992/2! and E = {0, 1, 2, ...}. Then the likelihood function
involved also takes the form (8.1), and

EL7Z0)/f 2100 = 3 LD reiay) = 3 feelo) = 1
z€E f(Z|90) zel
hence, (8.5) holds in this case as well and therefore so does (8.3).

In this and the previous case the likelihood function takes the form of a prod-
uct. However, in the dependent case we can also write the likelihood function
as a product. For example, let Z = (Z7], ..., Z)T be absolutely continuously
distributed with joint density f,(z,, ..., z1|6y), where the Z;’s are no longer
independent. It is always possible to decompose a joint density as a product of
conditional densities and an initial marginal density. In particular, letting, for
t>2,

fizzi—, ooy 21,0) = fi(zey ..o 2110) ) fim1 (21, - - -5 2110),
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we can write
n
SoGns o 2110) = AGIO [ ] iz, . 21, 0).
=2
Therefore, the likelihood function in this case can be written as

La©) = fi(Zn, ... 2110) = LZUD [ [ /i(Z) 21y, .., 24, 6).

=2
(8.6)

It is easy to verify that in this case (8.5) also holds, and therefore so does (8.3).
Moreover, it follows straightforwardly from (8.6) and the preceding argument

that
L:(60)/L:-1(60)
for t=2,3,...,n; (8.7)
hence,
P(E[In(L,(0)/L—1(6)) — In(L,(00)/Li—1(00)) Zi—1, ..., Z1] < 0)
=1 for t=2,3,...,n. (8.8)

Of course, these results hold in the independent case as well.

8.2. Likelihood Functions

There are many cases in econometrics in which the distribution of the data is
neither absolutely continuous nor discrete. The Tobit model discussed in Section
8.3 is such a case. In these cases we cannot construct a likelihood function in
the way I have done here, but still we can define a likelihood function indirectly,
using the properties (8.4) and (8.7):

Definition 8.1: A sequence in(e), n > 1, of nonnegative random functions
on a parameter space © is a sequence of likelihood functions if the following
conditions hold.:

(a) There exists an increasing sequence 7, n = 0, of o -algebras such that
foreach 6 € ® and n > 1, L, (0) is measurable .7 ,,.
(b) There exists a 6y € © such that for all 0 € ©, P(E[L(0)/L1(6)|-F0]

<1)=1, and, forn > 2,
PHM y} §1>=1.

L,(60)/L—1(60)
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(c) Forall 6, # 6, in©, P[L1(6)) = L(6:).F0] < 1, and forn > 2,

P[Ly(61)/Ln-1(6) = Lu(62)/L01(02)|F 1] < 1.}

The conditions in (c) exclude the case that in(G) is constant on ®. Moreover,
these conditions also guarantee that 6y € ® is unique:

Theorem 8.1: For all 6 € ©\{6,} andn > 1, E[In(L,(8)/L,(60))] < 0.

Proof: First, let n = 1. I have already established that ln(Ll(Q) /L1(90)) <
L1(9)/L1(00) — 1if L,(8)/L,(6) # 1. Thus, letting Y () = L.(0)/L,(60) —
In(L,(6)/L,(60)) — 1 and X(0) = L,(0)/L,(6), we have Y(0) >0, and
Y(0) > 0if and only if X(6) # 1. Now suppose that P(E[Y(0)|.-7] = 0) = 1.
Then P[Y(0) = 0|.7¢] = 1 a.s. because Y (6) > 0; hence, P[X(0) = 1|.7¢] =
1 a.s. Condition (c) in Definition 8.1 now excludes the possibility that 6 # 6y;
hence, P(E[In(L(8)/L1(60))|-70] < 0) = 1 if and only if @ # 6. In its turn
this result implies that

E[In(L1(0)/L1(60))] <0 if6 = 6,. (8.9)
By a similar argument it follows that, for n > 2,

En(L,(8)/L,-1(8)) — In(L,(89)/L—1(66))] < 0 if 6 # 6.
(8.10)

The theorem now follows from (8.9) and (8.10). Q.E.D.

As we have seen for the case (8.1), if the support {z : f(z]0) > 0} of
f(z]0) does not depend on 6, then the inequalities in condition (b) become
equalities, with .7, = 0(Z,, ..., Z)) forn > 1, and .7, the trivial o -algebra.
Therefore,

Definition 8.2: The sequence ﬁn(Q), n > 1, of likelihood functions has invari-
ant support if, forall® € ®, P(E[L(0)/L1(69)|-F0] = 1) = 1, and, forn > 2,

P(E M T o1 =1>=1.
Ln(QO)/Ln—l(OO)

As noted before, this is the most common case in econometrics.

! See Chapter 3 for the definition of these conditional probabilities.
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8.3. Examples

8.3.1. The Uniform Distribution

LetZ;, j =1, ..., nbeindependent random drawings from the uniform [0, 6]
distribution, where 6y > 0. The density function of Z; is f(z]6p) = 6, 70 <
z < 6)), and thus the likelihood function involved is

n

L,@)=0"]]10=2; <0). (8.11)
j=1
In this case .7, = o0(Z,, ..., Z;) for n > 1, and we may choose for .7 the

trivial o-algebra {€2, #}. The conditions (b) in Definition 8.1 now read

E[L1(8)/L1(60)|70] = E[L1(0)/L1(60)I] = min(6, 65)/6 < 1,
- L.(0)/L,-1(6)
L,(00)/La-1(60)

%_1} = E[L1(6)/L1(6)I]
=min(f, 6y)/6 <1 for n >2.
Moreover, the conditions (¢) in Definition 8.1 read

P[67'1(0< Zy <6) =06,"1(0 < Z, <6))]
= P(Z; > max(0;,60,)) <1 if 6) #06,.

Hence, Theorem 8.1 applies. Indeed,

EIn(L,(8)/L,(60)] = nIn(80/6) + nE[In(1(0 < Z; < 6))]
— E[In(1(0 < Z; < 6)))]
=nn(0y/0) +nE[In(1(0 < Z; < 0))]
—oco  iff < 6y,
={nln6y/6) < 0 if6 > 6,
0 if6 =6

8.3.2. Linear Regression with Normal Errors

Let Z; = (Y;, X /T )T, j =1,...,nbe independent random vectors such that
Y; = a0+ By X; + U, Ul X; ~ N(0, 05),

where the latter means that the conditional distribution of U;, given X,
is a normal N(0,07) distribution. The conditional density of Y;, given
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X Js is

exp[ = 3(v — 0 — B X;)" /03]
U()\/E ,

T
where 6y = (a0, B, 07) -

S (160, Xj) =

Next, suppose that the X;’s are absolutely continuously distributed with density
2(x). Then the likelihood function is

L(0) = (]‘[ f(Yjw.Xj)) (]‘[g(X,»))
j=1 =

expl—3 X, (¥ —a = B7X))°
= X 8.12
gy m)n Hg( ), (8.12)

where 6 = (a, BT, 0%)T. However, note that in this case the marginal distribution
of X; does not matter for the ML estimator 6 because this distribution does not
depend on the parameter vector 6. More precisely, the functional form of the
ML estimator 6 as a function of the data is invariant to the marginal distributions
of the X;’s, although the asymptotic properties of the ML estimator (implicitly)
depend on the distributions of the X ;s. Therefore, without loss of generality, we
may ignore the distribution of the X ;s in (8.12) and work with the conditional
likelihood function:

xp[— 33 (1 — = B7X,) /0]
n(ﬁ)n ’
where 6 = (a, BT, O’Z)T. (8.13)

Lyo) =[Trl0.x) =
j=1

As to the o-algebras involved, we may choose .7 = o ({X;}7Z,) and, for
n>1,7,=0c(Y;} ,_1) Vv Fy, where V denotes the operation “take the small-

est o-algebra containing the two o -algebras involved.”?> The conditions (b) in
Definition 8.1 then read

E[L$(6)/LS60)|F0] = ELF (Y116, X1)/f (Y1160, X1)|X1] =
2| Laoyi o)
L<(00)/L¢_,(60)

197n1:| = E[f(Yan Xn)/f(YnWOa Xn)|Xn]

=1 for n>2.

Thus, Definition 8.2 applies. Moreover, it is easy to verify that the
conditions (¢) of Definition 8.1 now read as P[f(Y, 101, X,) = f(¥,162,
X)) X,] < 1if 6 # 0,. This is true but is tedious to verify.

2 Recall from Chapter 1 that the union of o-algebras is not necessarily a o-algebra.
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8.3.3. Probit and Logit Models

Again, let Z; = (Y}, XjT)T, j =1,..., n be independent random vectors, but
now Y; takes only two values, 0 and 1, with conditional Bernoulli probabilities

P(Y; = 1|60, X;) = F(ao + By X;),
P(Y; = 0160, X;) = 1= F(ao + By X;), (8.14)

where F is a given distribution function and 6y = (g, B¢ )" For example, let
the sample be a survey of households, where Y; indicates home ownership and
X is a vector of household characteristics such as marital status, number of
chlldren living at home, and income.

If F is the logistic distribution function, F(x) = 1/[1 + exp(—x)], then
model (8.14) is called the Logit model; if F is the distribution function of
the standard normal distribution, then model (8.14) is called the Probit model.

In this case the conditional likelihood function is

n

L@ =[]V Fe+B7X) + (1 = Y)(1 = Fa+87X)))],
j=1
where 60 = (a, 1. (8.15)

Also in this case, the marginal distribution of X; does not affect the functional
form of the ML estimator as a function of the data.

The o-algebras involved are the same as in the regression case, namely,
Fo= 0({X,-}j°;1) and, forn > 1, .7, = o({YJ-}’}zl) Vv Z . Moreover, note that

1

E[L5(©)/L5(00)|-70] = Z [yF(a+87X)

y=0
+(1 =1 -Fle+s'X))]=1,
and similarly

- [ Ly©)/L;_(6)
L5(00)/ L5, (B)

n—1j| = 21: [vF(a + B X,)

y=0
+(1 —y)(l - F(O! + ﬂTX,,))] =1,

hence, the conditions (b) of Definition 8.1 and the conditions of Definition
8.2 apply. Also the conditions (c) in Definition 8.1 apply, but again it is rather
tedious to verify this.
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8.3.4. The Tobit Model

Let Z; = (Y;, XJT )T, j =1, ..., nbe independent random vectors such that

Y; =max(Y;,0), where Y=o+ ﬂoTX.f +Uj
with  U;|X; ~ N(0, ‘702)' (8.16)

The random variables Y are only observed if they are positive. Note that

P[Y; = 0|X;]1= Plag + By X; + U; < 01X/]
= P[UJ > a0+:BgX]|X/] =1- q)((a0+ﬂng)/O'0),

where @(x):/exp(—uz/Z)/\/Edu.

—00

This is a Probit model. Because model (8.16) was proposed by Tobin (1958)
and involves a Probit model for the case ¥; = 0, itis called the Tobit model. For
example, let the sample be a survey of households, where Y; is the amount of
money household j spends on tobacco products and X is a vector of household
characteristics. But there are households in which nobody smokes, and thus for
these households Y; = 0.

In this case the setup of the conditional likelihood function is not as straight-
forward as in the previous examples because the conditional distribution of Y;
given X is neither absolutely continuous nor discrete. Therefore, in this case
it is easier to derive the likelihood function indirectly from Definition 8.1 as
follows.

First note that the conditional distribution function of Y;, given X; and ¥; >
0, is
P[0 < Yj §y|XJ]

Pl—ao—BiX; <U; <y —ag— By X;1X/]
P [Y j = 0|X j]
@ ((v — a0 — By X;)/o0) — @ ((— @0 — By X;)/90)

= 1 0);
& (a0 + A1) fo0) v=0

P[Y; <y|X;, Y; > 0] =

hence, the conditional density function of Y}, given X; and Y; > 0, is

¢ ((y — a0 — By X;)/00)
a0® ((@0 + B3 X;)/00)
exp(—x2/2)
Vo

h(y160, X;,Y; > 0) = I(y > 0),

where ¢(x) =
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Next, observe that, for any Borel-measurable function g of (Y;, X ;) such that
Ellg(Y;, X;)I] < oo, we have
Elg(Y;, X;)I1X;]
= g(0, X;)P[Y; = 01X;]1+ E[g(Y;, X)I(¥; > 0)|.X;]
= g(0, X;)P[Y; = 01X;]
+E (E[g(Y;, X)IX;, Y, > 0)[X;1(Y; > 0)|X))
= (0,4 (1 = @ (a0 + B X;) /00))

+E (/ g, Xph(y|6o, X;, Y; > O)dy - I(Y; > 0)|Xf)
0
= (0, X;) (1 = @ ((or0 + By X;)/00))

o]

4 / . X h(y 1. X;. ¥, > O)dy - & (e + LX) fo)
0
=2(0, X;) (1 — @ ((«0 + By X;)/00))

1 o0
o [0 X0 (-0 —BLX) o). (B17)
0 0

Hence, if we choose
g(Y;, X;)
_ (1—o((x + ﬂTXj)/U))I(Yj =0)+ a’]w((Yj —a— ﬂTXj)/a)[(Yj > 0)
(1 — (o + B X)) /oo (Y; = 0) + 05 ' 9(Y; — &g — B X;)/00)I(Y; > 0)

(8.18)
it follows from (8.17) that
E[g(Y;, X)IX;1=1-®((a+BX;)/0)
w2 [olb-a-srx)m)
=1- qf ((@+8"X;)/0)
+1-9((—a—p"X;)/0) =1 (8.19)

In view of Definition 8.1, (8.18) and (8.19) suggest defining the conditional
likelihood function of the Tobit model as

n

Le@) =TI - @ ((«+ B X;)/0)) I(Y; = 0)

J=1

+o'o ((Y; —a—BTX;)/0) I(Y; > 0)].
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The conditions (b) in Definition 8.1 now follow from (8.19) with the o -algebras
involved defined as in the regression case. Moreover, the conditions (¢) also
apply.

Finally, note that

o009 (o0 + B3 X ) /00)
@ ((cr0 + B X;)/00)
Therefore, if one estimated a linear regression model using only the observations

with Y; > 0, the OLS estimates would be inconsistent, owing to the last term
in (8.20).

E[Y;|X;,Y; > 0] = ap+ B X; + (8.20)

8.4. Asymptotic Properties of ML Estimators

8.4.1. Introduction

Without the conditions (c) in Definition 8.1, the solution 6y = argmax,.q
E [ln(I: »(6))] may not be unique. For example, if Z; = cos(X; + 6y) with the
X;’s independent absolutely continuously distributed random variables with
common density, then the density function f(z|6p) of Z; satisfies f(z]6p) =
f(z]60 + 2sm) for all integers s. Therefore, the parameter space ® has to be
chosen small enough to make 6y unique.

Also, the first- and second-order conditions for a maximum of £ [ln(]:,,(e))]
at & = 6, may not be satisfied. The latter is, for example, the case for the
likelihood function (8.11): if 6 < 6, then E[ln(in(O))] = —o0; if 6 > 6,
then E[In(L,(9))] = —n - In(6), and thus the left derivative of E[In(L,(6))]
in 6 = 6 is lims,o(E[In(L,(60))] — E[In(L,(6o — 8))])/8 = oo, and the right-
derivative is limso(E[In(Z,, (60 + 8))] — E[In(L,(6p))])/8 = —n /6. Because
the first- and second-order conditions play a crucial role in deriving the asymp-
totic normality and efficiency of the ML estimator (see the remainder of this
section), the rest of this chapter does not apply to the case (8.11).

8.4.2. First- and Second-Order Conditions

The following conditions guarantee that the first- and second-order conditions
for a maximum hold.

Assumption8.1: The parameter space © is convex and 0, is an interior point of
Q. The likelihood function L, (0) is, with probability 1, twice continuously dif-
ferentiable in an open neighborhood ® of 6y, and, fori,i =1,2,3,...,m,
9L ,.(6

E | sup ©)

06(“‘)0 891'1 891'2

} <00 (8.21)
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E |:sup
0€0

Theorem 8.2: Under Assumption 8.1,

and

3*In(L,(9))
36,,06;,

] < . (8.22)

aln(L, (0 8%In(L,(0
p(mEaen| o P
09T 00007
0=0, 0=ty
aln(L, (0
e [(MEaO] )
00T
0=6,

Proof: For notational convenience I will prove this theorem for the uni-
variate parameter case m = 1 only. Moreover, I will focus on the case that
Z=(z....,zT )" is a random sample from an absolutely continuous distri-
bution with density f(z|6p).

Observe that

~ 1 &
EDn(L,(0))/n] = — > E[In(f(Z;10)] = / In(£(z16)) f (2160 )dz.
j=1
(8.23)

It follows from Taylor’s theorem that, for 6 € ®, and every & # 0 for which
0 + & € Oy, there exists a A(z, §) € [0, 1] such that

In(f(z16 + 8)) — In(f(216))

_ ,dIn(/Gl0) | 1,d*In(f (10 + 1 8)8) (8.24)
do 27 (dO+ Mz 8)8))

Note that, by the convexity of ®, 6y + A(z, §)§ € ®. Therefore, it follows from
condition (8.22), the definition of a derivative, and the dominated convergence
theorem that

& [ = [ D feagaz 32

Similarly, it follows from condition (8.21), Taylor’s theorem, and the dominated
convergence theorem that

/ df(z10)
do

d d
dz = 70 / f(z|0)dz = %1 =0. (8.26)
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Moreover,

dl 0 df(z10)/d6
/‘Wﬂzw(})dzw:gc =/%f(z|90)dz|0=90
_/df(2|9)
B do

The first part of Theorem 8.2 now follows from (8.23) through (8.27).
As is the case for (8.25) and (8.26), it follows from the mean value theorem
and conditions (8.21) and (8.22) that

dz g (8.27)

@ 42 In(f(z16))
(doy / In(f(210)) f(z160)dz = f T f(z|60)dz  (8.28)
and
dzf(ZIO)
/ @oy 7 oy / (6)dz = 0. (8.29)

The second part of the theorem follows now from (8.28), (8.29), and

d*In(f(z19)) _ [ d*/(19) f(z160)
| oo = [ S e o

dafiz|0)/do B 42 f(z16)
-/ ( 7G10) )f (E160)dzlo—, = | =7 delo—s,

- / (d 0 (f(10)) /d6) £ (100)d=lo—ar

The adaptation of the proof to the general case is reasonably straightforward
and is therefore left as an exercise. Q.E.D.
The matrix

H, = Var(3 In(L,,(9))/360" |o—4,) (8.30)

is called the Fisher information matrix. As we have seen in Chapter 5, the
inverse of the Fisher information matrix is just the Cramer—Rao lower bound
of the variance matrix of an unbiased estimator of 6.

8.4.3. Generic Conditions for Consistency and Asymptotic Normality

The ML estimator is a special case of an M-estimator. In Chapter 6, the generic
conditions for consistency and asymptotic normality of M-estimators, which
in most cases apply to ML estimators as well, were derived. The case (8.11) is
one of the exceptions, though. In particular, if
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Assumption 8.2: plim, . supy.olin(L,(0)/L,(60)) — E[In(L,(6)/L,(6))]
| = 0 and lim,_, o supyee| E[In(L,(0)/L,(60))] — £(0160)] = 0, where £(016,)
is a continuous function in 6y such that, for arbitrarily small § > 0,
SUPgeo:|o—a,)1=s£(0160) < 0,

then the ML estimator is consistent.
Theorem 8.3: Under Assumption 8.2, plim,_. .0 = 6.

The conditions in Assumption 8.2 need to be verified on a case-by-case
basis. In particular, the uniform convergence in probability condition has to
be verified from the conditions of the uniform weak law of large numbers.
Note that it follows from Theorem II.6 in Appendix II that the last condition
in Assumption 8.2, that is, Supyce.(j9—g, =5 €(01 60) < 0, holds if the parameter
space © is compact, £(6|8y) is continuous on ©, and 6, is unique. The latter
follows from Theorem 8.1.

Some of the conditions for asymptotic normality of the ML estimator are
already listed in Assumption 8.1 — in particular the convexity of the parameter
space ® and the condition that 6 be an interior point of ®. The other (high-level)
conditions are

Assumption 8.3: Fori;, i =1,2,3,...,m,

92 In(L,(0 92 In(L,(0
plim sup |2 En O/} 87 I OD/n | _ g 831)
n—00 0e® 391‘]39[2 89i139i2
and
9% In(L,(0))/n
li E| ———— hi, ,(0)] = 8.32
Hr00 e [ a,00, | e (8:32)
where h;, ;,(0) is continuous in 6y. Moreover, the m x m matrix H with elements

hi, i,(6o) is nonsingular. Furthermore,

dln(L,(60))/ vno

30T N,.[0, H]. (8.33)

Note that the matrix H is just the limit of H,/n, where H, is the Fisher
information matrix (8.30). Condition (8.31) can be verified from the uniform
weak law of large numbers. Condition (8.32) is a regularity condition that
accommodates data heterogeneity. In quite a few cases we may take £;, ;,(0) =
—n~'E[9? ln(ﬁn(e)) /(06;,00;,)]. Finally, condition (8.33) can be verified from
the central limit theorem.
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Theorem 8.4: Under Assumptions 8.1-8.3, /n(6 — 69) —4 N[0, H™'].

Proof: 1t follows from the mean value theorem (see Appendix II) that for

eachi € {1, ..., m} there exists a )1,- € [0, 1] such that
3 In(L,(0))//n
96, A
0=0
d1n(L,(0))//n 32In(L(0))/n .
_ /N il ek N2/l 6—6
36, 3090, » Vn(® = o).
0=>0, 0=00+1;(60—6p)
(8.34)

The first-order condition for (8.2) and the condition that 6, be an interior point
of ® imply
plim =129 In(L,,(6))/86;],_g = 0. (8.35)
n— 00

Moreover, the convexity of ® guarantees that the mean value 6y + 26 — 60)

is contained in ®. It follows now from the consistency of 6 and the conditions
(8.31) and (8.32) that

P In(L,(0))/n
0000,

6=60-+h1(6—60)
: pH. (8.36)

i = : .
82 In(L,(8))/n
3090,,

0=00+5m (6 —00)

The condition that A is nonsingular allows us to conclude from (8.36) and
Slutsky’s theorem that

plimA'= A7 (8.37)
n— 00

hence, it follows from (8.34) and (8.35) that
V(0 — 60) = —H (3 In(L,,(60))/367 ) / /1 + 0,(1). (8.38)

Theorem 8.4 follows now from condition (8.33) and the results (8.37) and
(8.38). Q.E.D.

In the case of a random sample Z1, ..., Z,, the asymptotic normality con-
dition (8.33) can easily be derived from the central limit theorem for i.i.d.
random variables. For example, again let the Z;’s be k-variate distributed with
density f(z|6p). Then it follows from Theorem 8.2 that, under Assumption
8.1,

E[9In(f(Z;160))/965 ] = n™"E[9 In(L,(60))/86; | = 0
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and
Var[d In(f(Z;160))/86g | = n~'Var[d In(L,,(6))/36, | = H,

and thus (8.33) straightforwardly follows from the central limit theorem for
i.1.d. random vectors.

8.4.4. Asymptotic Normality in the Time Series Case

In the time series case (8.6) we have

dIn(L,(60)/065 1 ¢
T N, 8.39
7 7 ¢

where

Uy = 31In(f1(Z1160))/36, .
U =dIn(fi(Z|Zi_1, ..., Z1,600))/06] for t>2. (8.40)

The process U, is a martingale difference process (see Chapter 7): Letting .7, =
o(Zy,...,Z;)fort > 1 and designating .7 as the trivial o -algebra {2, @}, itis
easy to verify that, fort > 1, E[U; |.7;-1] = 0 a.s. Therefore, condition (8.33)
can in principle be derived from the conditions of the martingale difference
central limit theorems (Theorems 7.10 and 7.11) in Chapter 7.

Note that, even if Z, is a strictly stationary process, the U,’s may not be
strictly stationary. In that case condition (8.33) can be proved by specializing
Theorem 7.10 in Chapter 7.

An example of condition (8.33) following from Theorem 7.11 in Chapter 7
is the autoregressive (AR) model of order 1:

Zi=a+BZ;i 1 +é&,
where & is iid. N(0,0%) and |B| < 1. (8.41)
The condition | 8| < 1 is necessary for strict stationarity of Z,. Then, fort > 2,
the conditional distribution of Z;, given .7,_; = o(Z1, ..., Zi—1), is N(a +
BZ,_1,c?), and thus, with gy = (a, B, 02)", (8.40) becomes
N—NZ —a—BZ, )" = LIn(@?) — In (vV27))
9(a, B, 02)

&t
8[21‘_1 . (842)
3(&7 /0% = 1)

Because the &,’s are i.i.d. N(0, 0?) and &, and Z,_, are mutually independent,
it follows that (8.42) is a martingale difference process not only with respect
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to 7, = o(Zy, ..., Z,) but also with respect to 7" = a({Z,,j}‘;‘;o), that is,
E[U|7" 1 =0as.

By backwards substitution of (8.41) it follows that Z, = > 72 /(& + &, );
hence, the marginal distribution of Z; is N[a /(1 — B), o2 /(1 — B?)]. However,
there is no need to derive U; in this case because this term is irrelevant for the
asymptotic normality of (8.39). Therefore, the asymptotic normality of (8.39)
in this case follows straightforwardly from the stationary martingale difference
central limit theorem with asymptotic variance matrix

1 T 0

A=VaUy=— | & @ 4 =
—_ ar( t)_; q (17/3)2 +17—/32 0
0 0 1

202

8.4.5. Asymptotic Efficiency of the ML Estimator

The ML estimation approach is a special case of the M-estimation approach
discussed in Chapter 6. However, the position of the ML estimator among the M-
estimators is a special one, namely, the ML estimator is, under some regularity
conditions, asymptotically efficient.

To explain and prove asymptotic efficiency, let

0 = argmax(1/n) Y _ g(Z;.0) (8.43)
0e® j=1
be an M-estimator of
6y = argmax E[g(Z;, 0)], (8.44)
6e®
where again Zy, ..., Z, is a random sample from a k-variate, absolutely con-

tinuous distribution with density f(z|6p), and ® C R™ is the parameter space.
In Chapter 6, I have set forth conditions such that

V(@ = 60) >4 Nul0, 4" BA7'], (8.45)
where
a2g(Zl,6’0)} /328(2, o)
A=F = 6o)d 8.46
[ 960067 d6007 7 F100%= (8.46)
Rk
and

B = E[(02(21,60)/36; ) (9g(Z1, 60)/360)]

- / (3. 00)/07) (0. 60)/060) £(=] o). (8.47)

RI:
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As will be shown below in this section, the matrix A~ BA~! — H~! is positive
semidefinite; hence, the asymptotic variance matrix of § is “larger” (or at least
not smaller) than the asymptotic variance matrix 4~ of the ML estimator 4.
In other words, the ML estimator is an asymptotically efficient M-estimator.

This proposition can be motivated as follows. Under some regularity condi-
tions, as in Assumption 8.1, it follows from the first-order condition for (8.44)
that

/ (3g(z, 60)/36,) f(z160)dz = 0. (8.48)

R/c

Because equality (8.48) does not depend on the value of 0 it follows that, for
all 9,

/ (9g(z.0)/00") f(z]0)dz = 0. (8.49)

Rk

Taking derivatives inside and outside the integral (8.49) again yields

d%g(z,6)
/ “agagT I F19M4F f (9g(2, 0)/007)(0f (216)/00)d=

Rk

02g(z, 0)
_/ So00T == f(z |9)dz+f(8g(z 6)/967)

Rk

(3 In(f(210))/30) f(z|9)dz = 0. (8.50)

If we replace 0 by 6y, it follows from (8.46) and (8.50) that

. [<ag(ZIT,90)) <81n(f(21|90)>)] 4 (8.51)
36, 90

Because the two vectors in (8.51) have zero expectations, (8.51) also reads

Cov <8g(21, 60) dln(f (le90))) 4 (8.52)

;T a6l

It follows now from (8.47), (8.52), and Assumption 8.3 that

3g(Z1,00)/96] ( B —A)
ar — — ,
dIn( £ (Z1160))/067 -4 H



222 The Mathematical and Statistical Foundations of Econometrics

which of course is positive semidefinite, and therefore so is

-1
1 - 1 B __14 A _ —1 —1 _ ——1
(a7 )(—A H)(ﬁl)_A BT

Note that this argument does not hinge on the independence and absolute
continuity assumptions made here. We only need that (8.45) holds for some
positive definite matrices 4 and B and that

1 (X)=102(Z;5,60/06 o [(0) <B —_A)]
Vi \ aIn(Z,(6))/067 @0 \-4 a )|

8.5. Testing Parameter Restrictions

8.5.1. The Pseudo #-Test and the Wald Test

In view of Theorem 8.2 and Assumption 8.3, the matrix H can be estimated
consistently by the matrix H in (8.53):

9 In(La(0)/n

H= H. 8.53
90007 —r (8.53)

6=0

If we denote the ith column of the unit matrix 7,, by e; it follows now from
(8.53), Theorem 8.4, and the results in Chapter 6 that

Theorem 8.5: (Pseudo t-test) under Assumptions 8.1-8.3, ﬂ:ﬁe?é/
JerH e;— 4N(0, 1) if el 6y = 0.

Thus, the null hypothesis Hj : eiTGO = 0, which amounts to the hypothesis that
the ith component of 6 is zero, can now be tested by the pseudo #-value 7; in
the same way as for M-estimators.

Next, consider the partition

o= (70), 60eR"™. el (8.54)
02,0 ' ’

and suppose that we want to test the null hypothesis 8, o = 0. This hypothesis
corresponds to the linear restriction R6y = 0, where R = (O, I,). It follows
from Theorem 8.4 that under this null hypothesis

VRO —4 N, (0, RH™'RT). (8.55)
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Partitioning 6, H~' and H~! conformably to (8.54) as
s (6 s (HOD A0

. gan  gao
H 1=(H(2,1) e ) (8.56)

we find that 6, = RO, H?? = RH'RT, and H?? = RH ' RT; hence, it fol-
n _12 ~
lows from (8.55) that (A22) ™" /ndy —4 N.(0, I,).

Theorem 8.6: (Wald test) Under Assumptions 8.1-8.3, nb3 (H (2*2))71672—> ax?
if 6,0=0.

8.5.2. The Likelihood Ratio Test

An alternative to the Wald test is the likelihood ratio (LR) test, which is based
on the ratio

maxpeos,-0Ln(0)  La(0)
maxgeeL,(0) Ly (0)

where 0 is partitioned conformably to (8.54) as
_ (%
- (5:)

- (€1> _ (91> _ argmax £,(6) (8.57)

6, 0 0€0:6,=0
is the restricted ML estimator. Note that A is always between 0 and 1. The
intuition behind the LR test is that, if 6,9 = 0, then A will approach 1 (in
probability) as n — oo because then both the unrestricted ML estimator 6

and the restricted ML estjmator 6 are consistent. On the other hand, if the null
hypothesis is false, then A will converge in probability to a value less than 1.

A=

and

Theorem 8.7: (LR test) Under Assumptions 8.1-8.3, —2In ()A») —ax? if
020 = 0.

Proof: As in (8.38) we have

N _ d1In(L, (0
Vn —01) = —Hl_,ll (W

) +0,(1),
0=0,
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where H | is the upper-left (m — ) x (m — r) block of H

5 Hiy His
H = =’ - s
(Hz,l Hz,z)
and consequently

N A1 0\ (dIn(L,®
@ —6y) = — ( p 0) (W) +o,().  (8.58)

Subtracting (8.58) from (8.34) and using condition (8.33) yield

6~y = — (H . (Ff(»gf g)) (w)

967
+0,(1) =>4 Nu(0, A), (8.59)
where
— (g _ A 0 7 -1 _ a1 o
A_<H (0 o)) AH 5o
7—1
=H—‘—<H51 g). (8.60)

The last equality in (8.60) follows straightforwardly from the partition (8.56).
Next, it follows from the second-order Taylor expansion around the unre-
stricted ML estimator 6 that, for some 7 € [0, 1],

A . - -~ f0In(L,(0
In(A) = In(£,(@)) — In(L,(6)) = @ — )" (% )
0=0
1 — o 32In(L,(0))/n - .
—Jn@ - | —— 7 6—0
+ 2ﬁ( ) 90007 N Vil )
0=0+7(6—0)
1 x AT A
= _Eﬁ(e — O Hn(@ —0) +0,(1), (8.61)
where the last equality in (8.61) follows because, as in (8.36),
32 In(L(9))/n -
i — H. 8.62
30067 T (862
0=0+7(6—6)

Thus,we have

—21n() = (A"2/n(@ — §))" (AVPAA?) (A2 /n(B - §))
+0,(1). (8.63)
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Because, by (8.59), A™'/ Vn(é —6)— Ny (0, 1), and by (8.60) the matrix
AY? HA'Y? is idempotent with rank (A2 HA/?) = trace (AV2PHA'?) =r,
the theorem follows from the results in Chapters 5 and 6. Q.E.D.

8.5.3. The Lagrange Multiplier Test

The restricted ML estimator § can also be obtained from the first-order condi-
tions of the Lagrange function £(6, ) = In(L,(9)) — 6] i, where p € R" isa
vector of Lagrange multipliers. These first-order conditions are

0O, 1)/ 9= u=p = 0 In(L(6))/06] 155 = 0,

0L(0, 1)/ 363 1g—g. 11z = IIN(L(6))/363 |55 — i = 0,

08, 1)/t l9=p, ;= = 02 = 0.

Hence,

I (0) YNNG

ﬁ /1 - ad OT 0=0 .

Again, using the mean value theorem, we can expand this expression around
the unrestricted ML estimator 6, which then yields

% (2) = —Hn(0 — 6) + 0,(1) >4 N0, HAH), (8.64)

where the last conclusion in (8.64) follows from (8.59). Hence,
~T 7(2.2) 7
LHS 1 Tl [ O
S g ()
n n m
= Vn@ -0 Hn6 —0)+o0,(1) a4 x>  (8.65)
where the last conclusion in (8.65) follows from (8.61). Replacing H in expres-

sion (8.65) by a consistent estimator on the basis of the restricted ML estimator
0, for instance,

92 In(L,(0))/n

i=-
00007

(8.66)

and partitioning A~ conformably to (8.56) as
P
=\ gen gea )
we have

Theorem 8.8: (LM test) Under Assumptions 8.1-8.3, i H?>? ji/n — 4 x2 if
620 = 0.
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8.5.4. Selecting a Test

The Wald, LR, and LM tests basically test the same null hypothesis against the
same alternative, so which one should we use? The Wald test employs only
the unrestricted ML estimator 6, and thus this test is the most convenient if we
have to conduct unrestricted ML estimation anyway. The LM test is entirely
based on the restricted ML estimator @, and there are situations in which we
start with restricted ML estimation or where restricted ML estimation is much
easier to do than unrestricted ML estimation, or even where unrestricted ML
estimation is not feasible because, without the restriction imposed, the model
is incompletely specified. Then the LM test is the most convenient test. Both
the Wald and the LM tests require the estimation of the matrix /. That may be
a problem for complicated models because of the partial derivatives involved.
In that case I recommend using the LR test.

Although I have derived the Wald, LR, and LM tests for the special case
of a null hypothesis of the type 6, ¢ = 0, the results involved can be modified
to general linear hypotheses of the form Ry = ¢, where R is a » x m matrix
of rank 7, by reparametrizing the likelihood function as follows. Specify a
(m — r) x m matrix R, such that the matrix

o-(2)

is nonsingular. Then define new parameters by

_ (B _ (RO) (0 _ (0

ﬁ_(ﬂ)_(R@) (q)_QQ (61>
If we substitute

_ -1 -1 {0

0=0" " B+0 (q>

in the likelihood function, the null hypothesis involved is equivalent to 8, = 0.

8.6. Exercises

1. Derive § = argmaxein(Q) for the case (8.11) and show that, if Z;, ..., Z, is
a random sample, then the ML estimator involved is consistent.

2. Derive § = argmaxgin(Q) for the case (8.13).

3. Show that the log-likelihood function of the Logit model is unimodal, that is,
the matrix 8%In[L,(6)]/(39987) is negative-definite for all 6.

4. Prove (8.20).

5. Extend the proof of Theorem 8.2 to the multivariate parameter case.
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Let (Y1, X1), ..., (¥,, X,,) be a random sample from a bivariate continuous
distribution with conditional density

flx, 60) = (x/60)exp(—y -x/6) ifx >0 and y>0;
flx, 6p) = 0 elsewhere,

where 6y > 0 is an unknown parameter. The marginal density 4(x) of X is

unknown, but we do know that / does not depend on 6 and #(x) = 0 forx < 0.

(a) Specify the conditional likelihood function I:Z(H).

(b) Derive the maximum likelihood estimator 6 of 6.

(c) Show that @ is unbiased.

(d) Show that the variance of 6 is equal to 02 /n.

(e) Verify that this variance is equal to the Cramer—Rao lower bound.

(f) Derive the test statistic of the LR test of the null hypothesis 6, = 1 in the
form for which it has an asymptotic x? null distribution.

(g) Derive the test statistic of the Wald test of the null hypothesis 6, = 1.

(h) Derive the test statistic of the LM test of the null hypothesis 6y = 1.

(1) Show that under the null hypothesis 6, = 1 the LR test in part (f) has a
limiting x7 distribution.

Let Zy, ..., Z, be a random sample from the (nonsingular) N;[un, X] distri-

bution. Determine the maximum likelihood estimators of © and .

In the case in which the dependent variable Y is a duration (e.g., an unem-
ployment duration spell), the conditional distribution of Y given a vector X of
explanatory variables is often modeled by the proportional hazard model

P[Y <yl X=x]=1—exp —<p(x)/l(t)dt , y>0, (8.68)
0

where A(¢) is a positive function on (0, co) such that fooo At)dt = oo and ¢ is
a positive function.

The reason for calling this model a proportional hazard model is the fol-
lowing. Let f(v|x) be the conditional density of ¥ given X = x, and let
G(ylx) = exp (—¢(x) f3 A(t)dr) , y > 0. The latter function is called the con-
ditional survival function. Then f(y|x)/G(y|x) = @(x)A(y) is called the haz-
ard function because, for a small § > 0,5/ (y|x)/G(y|x) is approximately
the conditional probability (hazard) that ¥ € (y, y + §] given that ¥ > y and
X =x.

Convenient specifications of A(¢) and ¢(x) are

At) = yt”~', y > 0 (Weibull specification)

@(x) = exp(a + BTx). (8.69)

Now consider a random sample of size n of unemployed workers. Each
unemployed worker j is interviewed twice. The first time, worker j tells the
interviewer how long he or she has been unemployed and reveals his or her
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vector X; of characteristics. Call this time ¥; ;. A fixed period of length 7'
later the interviewer asks worker j whether he or she is still (uninterruptedly)
unemployed and, if not, how long it took during this period to find employment
for the first time. Call this duration Y, ; . In the latter case the observed unem-
ployment durationis Y; = Y1 ; + Y2 ;, but if the worker is still unemployed we
only know that ¥; > ¥;; + T. The latter is called censoring. On the assump-
tion that the X;’s do not change over time, set up the conditional likelihood
function for this case, using the specifications (8.68) and (8.69).



Appendix I — Review of Linear Algebra

I.1. Vectors in a Euclidean Space

A vector is a set of coordinates that locates a point in a Euclidean space. For
example, in the two-dimensional Euclidean space R? the vector

-()-()

is the point whose location in a plane is determined by moving a; = 6 units
away from the origin along the horizontal axis (axis 1) and then moving a, = 4
units away parallel to the vertical axis (axis 2), as displayed in Figure I.1. The
distances a; and a;, are called the components of the vector a involved.

An alternative interpretation of the vector a is a force pulling from the origin
(the intersection of the two axes). This force is characterized by its direction
(the angle of the line in Figure 1.1) and its strength (the length of the line piece
between point ¢ and the origin). As to the latter, it follows from the Pythagorean
theorem that this length is the square root of the sum of the squared distances of

point a from the vertical and horizontal axes, \/a? 4+ a? = /62 + 42 = 3./6,
and is denoted by ||a||. More generally, the length of a vector

X1
X2
x=1 . (1.2)

Xn

in R” is defined by

(1.3)

229
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Figure L.1. A vector in R,

Two basic operations apply to vectors in R”. The first basic operation is scalar
multiplication:

c-x = . , (1.4)

where ¢ € R is a scalar. Thus, vectors in R” are multiplied by a scalar by multi-
plying each of the components by this scalar. The effect of scalar multiplication
is that the point x is moved a factor ¢ along the line through the origin and
the original point x. For example, if we multiply the vector a in Figure 1.1 by
¢ = 1.5, the effect is the following:

Figure 1.2. Scalar multiplication.
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Figure 1.3. ¢ =a + b.

The second operation is addition. Let x be the vector (I.2), and let

1
Y2
y=1.1 (L.5)
Yn
Then
X1+
def. | X2 T2
x+y= . (1.6)
Xn + Wn

Thus, vectors are added by adding up the corresponding components. Of course,
this operation is only defined for conformable vectors, that is, vectors with the
same number of components.

As an example of the addition operation, let a be the vector (I.1), and let

b= (2) - G) (17)
e (9 ()= (2) "

for instance. This result is displayed in Figure 1.3. We see from Figure 1.3 that
the origin together with the points @, b, and ¢ = a + b form a parallelogram

Then
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(which is easy to prove). In terms of forces, the combined forces represented
by the vectors a and b result in the force represented by the vector ¢ = a + b.

The distance between the vectors @ and b in Figure 1.3 is ||a — b||. To see
this, observe that the length of the horizontal line piece between the vertical line
through b and point a is a; — by, and similarly the vertical line piece between
b and the horizontal line through a has length b, — a,. These two line pieces,
together with the line piece connecting the points a and b, form a triangle for
which the Pythagorean theorem applies: The squared distance between a and b
is equal to (a; — by)*> + (a2 — by)* = |la — b||>. More generally,

The distance between the vector x in (1.2) and the vector y in (1.5) is

e —=yl= | D (=) (1.9)
j=1

Moreover, it follows from (1.9) and the law of cosines' that

The angle ¢ between the vector x in (1.2) and the vector y in (1.5) satisfies
102+ 12 = llx =yl 251 %)
2l - 11yl xll - M1yl

cos(p) = (1.10)

L.2. Vector Spaces

The two basic operations, addition and scalar multiplication, make a Euclidean
space R" a special case of a vector space:

Definition I.1: Let V be a set endowed with two operations: the operation
“addition,” denoted by “+,” which maps each pair (x, y)in V x V into V, and
the operation “scalar multiplication” denoted by a dot (-) that maps each pair
(c,x) in R x V into V. The set V is called a vector space if the addition and
multiplication operations involved satisfy the following rules for all x, y, and z
in Vand all scalars c, ¢y, and ¢, in R:

(@ x+y=y+x;

B) x+(+2)=(x+y)+2

(c) There is a unique zero vector 0 in V such that x + 0 = x;

(d) For each x there exists a unique vector —x in V such that x + (—x) = 0;
(e) 1-x=ux;

) (cic2)-x =c1-(ca-x),

(@ c-(x+y)=c-x+c-y

(h) (c1+c) x=c-x+c-x.

L' Law of cosines: Consider a triangle ABC, let ¢ be the angle between the legs C — A and

C — B, and denote the lengths of the legs opposite to the points A, B, and C by «, 8, and
y, respectively. Then y? = o + B2 — 2a cos(p).
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It is trivial to verify that, with addition “+” defined by (I1.6) and scalar mul-
tiplication ¢ - x defined by (I1.4), the Euclidean space R” is a vector space. How-
ever, the notion of a vector space is much more general. For example, let V' be
the space of all continuous functions on R with pointwise addition and scalar
multiplication defined the same way as for real numbers. Then it is easy to
verify that this space is a vector space.

Another (but weird) example of a vector space is the space V' of positive real
numbers endowed with the “addition” operation x 4+ y = x - y and the “scalar
multiplication” ¢ - x = x€. In this case the null vector 0 is the number 1, and
—x =1/x.

Definition 1.2: A subspace Vy of a vector space V is a nonempty subset of V
that satisfies the following two requirements:

(a) For any pairx,yin Vo, x + yisin Vy,;
(b) Forany xin Vy and any scalar c, ¢ - x is in Vj.

It is not hard to verify that a subspace of a vector space is a vector space
itself because the rules (a) through (%) in Definition 1.1 are inherited from the
“host” vector space V. In particular, any subspace contains the null vector 0, as
follows from part () of Definition 1.2 with ¢ = 0. For example, the line through
the origin and point a in Figure 1.1 extended indefinitely in both directions is
a subspace of R?. This subspace is said to be spanned by the vector a. More
generally,

Definition L1.3: Let x1, x5, ..., x, be vectors in a vector space V. The space
Vo spanned by xi,X,...,%x, is the space of all linear combinations of
X1, X2, ..., Xy, that is, each y in Vy can be written as y = Z'}zl cjx; for some

coefficients c; in R.

Clearly, this space ¥ is a subspace of V.
For example, the two vectors a and b in Figure 1.3 span the whole Euclidean
space R? because any vector x in R? can be written as

_(x1) _ 6 4 3 _ 6¢c1 + 3¢
Y=Ax ) T9Ng) T2\ 7)) T ey + 76, )

7 1 2 N 1
] = —X1 — —X3, C) = ——x1+ =x3.
"T307 107 S R
The same applies to the vectors a, b, and ¢ in Figure 1.3: They also span the
whole Euclidean space R?. However, in this case any pair of a, b, and ¢ does

the same, and thus one of these three vectors is redundant because each of the

where
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vectors a, b, and ¢ can already be written as a linear combination of the other
two. Such vectors are called linear dependent:

Definition 1.4: A set of vectors x1, x3, ..., X, in a vector space V is linear
dependent if one or more of these vectors can be written as a linear combination
of the other vectors, and the set is called linear independent if none of them
can be written as a linear combination of the other vectors. In particular,
X1, X2, ..., X, are linear independent if and only if Z';:l cjx; = 0implies that
cir=c=--+=c¢, =0.

For example, the vectors a and b in Figure 1.3 are linear independent because,
if not, then would exist a scalar ¢ such that b = ¢ - a; hence, 6 = 3cand4 = 7c,
which is impossible. A set of such linear-independent vectors is called a basis
for the vector space they span:

Definition 1.5: A4 basis for a vector space is a set of vectors having the following
two properties:

(a) They are linear independent;
(b) They span the vector space involved.

We have seen that each of the subsets {a, b}, {a, c}, and {b, ¢} of the set
{a, b, ¢} of vectors in Figure 1.3 is linear independent and spans the vector
space R2. Thus, there are in general many bases for the same vector space, but
what they have in common is their number. This number is called the dimension
of V.

Definition 1.6: The number of vectors that form a basis of a vector space is
called the dimension of this vector space.

To show that this definition is unambiguous, let {x,x,,...,x,} and
{yi, ¥2, ..., ym} be two different bases for the same vector space, and let
m =n+ 1. Each of the y;’s can be written as a linear combination of
X1y X2y ey Xp Vi = 27=1 cijxj. If {y1,y2,..., yay1} is linear independent,
then Y/ z;y = Y1) 3 ziei jx; = Oifandonly if z) = -+ = 2,44 = 0.
But because {x;,xs,...,x,} is linear independent we must also have that
Z:’:ll zic;j = 0for j =1,..., n. The latter is a system of » linear equations
in # + 1 unknown variables z; and therefore has a nontrivial solution in the
sense that there exists a solution zy, ..., z,,1 such that at least one of the z’s is
nonzero. Consequently, {y1, y2, ..., Y»+1} cannot be linear independent.

Note that in principle the dimension of a vector space can be infinite.
For example, consider the space R* of all countable infinite sequences
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x = (x1, x2, X3, . . .) of real numbers endowed with the addition operation

x4y =01,x2,x3,...)0+01, 12,3, ...)
= +y,x2+y2,x3+y3,...)

and the scalar multiplication operation
c-x=(c-x1,c-XxX3,C-X3,...).

Let y; be a countable infinite sequence of zeros except for the ith element in
this sequence, which is equal to 1. Thus, y; = (1,0,0,...),», = (0, 1,0, ...),
and so on. Then {yy, y2, y3, ...} is a basis for R® with dimension co. Also in
this case there are many different bases; for example, another basis for R is
y1=(1,0,0,0,...), »=(1,1,0,0,...),3=(1,1,1,0,...), and so on.

1.3. Matrices

In Figure 1.3 the location of point ¢ can be determined by moving nine units
away from the origin along the horizontal axis 1 and then moving eleven units
away from axis 1 parallel to the vertical axis 2. However, given the vectors a and
b, an alternative way of determining the location of point ¢ is to move ||a|| units
away from the origin along the line through the origin and point a (the subspace
spanned by a) and then move | b|| units away parallel to the line through the
origin and point b (the subspace spanned by b). Moreover, if we take ||| as
the new distance unit along the subspace spanned by a, and ||b|| as the new
distance unit along the subspace spanned by b, then point ¢ can be located by
moving one (new) unit away from the origin along the new axis 1 formed by
the subspace spanned by a and then moving one (new) unit away from this new
axis 1 parallel to the subspace spanned by » (which is now the new axis 2). We
may interpret this as moving the point (i) to a new location: point c. This is
precisely what a matrix does: moving points to a new location by changing the
coordinate system. In particular, the matrix

A=(a,b)= (2 ;) (L11)

moves any point

X
X = (Q) (L12)

to a new location by changing the original perpendicular coordinate system to
a new coordinate system in which the new axis 1 is the subspace spanned by
the first column, a, of the matrix 4 with new unit distance the length of @, and
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the new axis 2 is the subspace spanned by the second column, b, of 4 with new
unit distance the length of b. Thus, this matrix 4 moves point x to point

y=Ax=x1-a+x3-b

. 6 3} _ (6x1+3x;
- (4) .. (7) - <4X1 +7x2>. (L13)
In general, an m x n matrix
aii aln
A= (I1.14)
am,l am,n

moves the point in R" corresponding to the vector x in (I.2) to a point in the
subspace of R” spanned by the columns of 4, namely, to point
Y 21 @1, »
y=Ax=) x| : |= : =[:] @
j=1

n
am. D i1 m ) Vm
Next, consider the k& x m matrix

b1’1 bl,m
B=1| 1 . : , (1.16)
bk’1 bk,m

and let y be given by (I.15). Then

bii ... biw\ [Xioia1,x;
By = B(4x) = | : o :
bki ... bim Z;:l A, jXj
> (20 busa,) x;
= : =Cx, (I.17)
> (05 brsas,j) x;
where
Ci,1 .. Cln m
C = with ¢ ; = Zbi,sas,j‘
s=1

Ck1 o+ Ckon
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This matrix C is called the product of the matrices B and 4 and is denoted by
BA. Thus, with A4 given by (1.14) and B given by (1.16),

b1,1 bl,m ai 1 oo dlgp
B4 = :
bk,l bk,m An,1 -« Amn

m m
ZS:I bl,SaS,l s 2321 bl,sas,n

)

m m
Zs:l brsasy ... ZS:I b ss.n

which is a £ x n matrix. Note that the matrix B4 only exists if the number of
columns of B is equal to the number of rows of 4. Such matrices are described
as being conformable. Moreover, note that if 4 and B are also conformable, so
that 4B is defined,? then the commutative law does not hold, that is, in general
AB # BA. However, the associative law (4B)C = A(BC) does hold, as is easy
to verify.

Let 4 be the m x n matrix (I.14), and now let B be another m x n matrix:

bl,l bl,,,
B = .
buwi oo bun

As argued before, 4 maps a point x € R" to a point y = Ax € R”, and B
maps x to a point z = Bx € R"”. It is easy to verify that y + z = Ax + Bx =
(4 + B)x = Cx, for example, where C = 4 + B is the m x n matrix formed
by adding up the corresponding elements of 4 and B:

ai 1 oo dlgp bl,l bl,n
A+B=|: - |+

Am,1 --- dmn bm,l o bm,n

a1 +biy ... aintbig

Am,1 + bm,l oo Amon + bm,n

Thus, conformable matrices are added up by adding up the corresponding
elements.

2 In writing a matrix product it is from now on implicitly assumed that the matrices involved
are conformable.
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Moreover, for any scalar c we have A(c - x) = ¢ - (Ax) = (¢ - A)x,wherec - A
is the matrix formed by multiplying each element of A by the scalar c:

al e dlgp c-day oo Crdrp

Am1 - Qmn C-Qul .- C unp

Now with addition and scalar multiplication defined in this way, it is easy to
verify that all the conditions in Definition I.1 hold for matrices as well (i.e., the
set of all m x n matrices is a vector space). In particular, the “zero” element
involved is the m x n matrix with all elements equal to zero:

0 ... 0
Om.n = : Lo
0 ... 0
Zero matrices are usually denoted by O only without subscripts indicating the
size.

I.4. The Inverse and Transpose of a Matrix

I will now address the question of whether, for a given m x n matrix 4, there
exists an n x m matrix B such that, with y = Ax, By = x. If so, the action of
A is undone by B, that is, B moves y back to the original position x.

If m < n, there is no way to undo the mapping y = Ax. In other words, there
does not exist an » x m matrix B such that By = x. To see this, consider the
1 x 2matrix 4 = (2, 1). Then, withx asin (I.12), Ax = 2x; + x, = y, butifwe
know y and 4 we only know that x is located on the line x, = y — 2x; however,
there is no way to determine where on this line.

If m = n in (1.14), thus making the matrix 4 involved a square matrix, we
can undo the mapping 4 if the columns? of the matrix 4 are linear independent.
Take for example the matrix 4 in (I.11) and the vector y in (I.13), and let

A _1
B = ( 30 1()).
2 1
15 3
% 10\ (6x1 43
[ 3 10 x1+3x)  (x1)
By = (_% % ) (4X1 +7XZ) - <x2) =%

3 Here and in the sequel the columns of a matrix are interpreted as vectors.

Then
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and thus this matrix B moves the point y = A4x back to x. Such a matrix is called
the inverse of 4 and is denoted by 4~!. Note that, for an invertible n x n matrix
A, A7'4 = I,, where I, is the n x n unit matrix:

1 00 ...0
010 ...0

[}’l: 0 0 1 e 0 . (1.18)
000 ... 1

Note that a unit matrix is a special case of a diagonal matrix, that is, a square
matrix with all off-diagonal elements equal to zero.

We have seen that the inverse of 4 is a matrix 4~! such that 4='4 = 7.% But
what about 447'? Does the order of multiplication matter? The answer is no:
Theorem L.1: If A is invertible, then AAY = I, that is, A is the inverse ofA’l,
because it is trivial that
Theorem 1.2: If A and B are invertible matrices, then (AB)™' = B~ 47!

Now let us give a formal proof of our conjecture that

Theorem L.3: A4 square matrix is invertible if and only if its columns are linear
independent.

Proof: Let A be n x n the matrix involved. I will show first that

(@) The columns ay, ..., a, of A are linear independent if and only if for
every b € R" the system of n linear equations Ax = b has a unique
solution.

To see this, suppose that there exists another solution y : 4y = b. Then A4

(x —y)=0and x — y # 0, which imply that the columns ay, ..., a, of 4 are
linear dependent. Similarly, if for every b € R” the system Ax = b has a unique
solution, then the columns ay, . . ., a, of 4 must be linear independent because,

if not, then there exists a vector ¢ # 0 in R” such that 4c = O;hence, if x is a
solution of Ax = b, thensois x + c.
Next, I will show that

(b) A is invertible if and only if for every b € R" the system of n linear
equations Ax = b has a unique solution.

4 Here and in the sequel / denotes a generic unit matrix.
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First, if A is invertible then the solution of Ax = b is x = A~'b, which for
each b € R” isunique. Second, let b = ¢; be the ith column of the unit matrix 7,,
and let x; be the unique solution of Ax; = ¢;. Then the matrix X with columns
X1, ..., X, satisfies

AX = A(x1, ..., x0) = (Axy, ..., Axy) = (e1, ..., en) = I;;

hence, 4 is the inverse of X : 4 = X~!. It follows now from Theorem 1.1 that
Xis the inverse of 4: X = A~!. QE.D.

Ifthe columns of a square matrix 4 are linear dependent, then 4x maps point x
into a lower-dimensional space, namely, the subspace spanned by the columns
of A. Such a mapping is called a singular mapping, and the corresponding
matrix 4 is therefore called singular. Consequently, a square matrix with linear
independent columns is described as nonsingular. It follows from Theorem 1.3
that nonsingularity is equivalent to invertibility and singularity is equivalent to
the absence of invertibility.

If m > n in (1.14), and thus the matrix 4 involved has more rows than
columns, we can also undo the action of 4 if the columns of the matrix 4 are
linear independent as follows. First, consider the transpose® A" of the matrix 4
in (I.14):

a1 ... dpl
AT= : . ],
Alpn -+« Amn

that is, AT is formed by filling its columns with the elements of the correspond-
ing rows of 4. Note that

Theorem L.4: (4B)" = BT AT. Moreover, if A and B are square and in-
vertible, then (AT)™! = (A1), (4B)™) = (B4 =UH'(BH) =
AN BY ', and similarly, (AB)) ' = (BTAT) ' = ") (BT =
(4B

Proof: Exercise.

Because a vector can be interpreted as a matrix with only one column, the
transpose operation also applies to vectors. In particular, the transpose of the
vector x in (1.2) is

xT=(x1,xz,...,x,,),

which may be interpreted as a 1 x » matrix.

5 The transpose of a matrix 4 is also denoted in the literature by 4’.
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Nowify = Ax,then ATy = AT Ax, where AT Aisann x n matrix. If AT 4 is
invertible, then (4T 4)~' ATy = x and thus the action of the matrix 4 is undone
by the n x m matrix (47 A)~' AT. Consequently, it remains to be shown that

Theorem L5: A" A4 is invertible if and only if the columns of the matrix A are
linear independent.

Proof: Let ay, ..., a, be the columns of 4. Then A%ay, ..., ATa, are the
columns of ATA. Thus, the columns of AT A are linear combinations of the
columns of 4. Suppose that the columns of AT 4 are linear dependent. Then there
exist coefficients ¢; not all equal to zero such thatc; 47 a; + - + ¢, A7a, = 0.
This equation can be rewritten as A'(cja; + -- -+ cpa,) = 0. Because
ai, ..., a, are linear independent, we have c1a; + - - - + ¢,a, # 0; hence, the
columns of AT are linear dependent. However, this is impossible because of the
next theorem. Therefore, if the columns of A are linear independent, then so
are the columns of AT 4. Thus, the theorem under review follows from Theorem
1.3 and Theorem 1.6 below.

Theorem 1.6: The dimension of the subspace spanned by the columns of a
matrix A is equal to the dimension of the subspace spanned by the columns of
its transpose A",

The proof of Theorem 1.6 has to be postponed because we need for it the
results in the next sections. In particular, Theorem 1.6 follows from Theorems
I.11,1.12, and I.13.

Definition 1.7: The dimension of the subspace spanned by the columns of a
matrix A is called the rank of A.

Thus, a square matrix is invertible if and only if its rank equals its size, and
if a matrix is invertible then so is its transpose.

L.5. Elementary Matrices and Permutation Matrices

Let 4 be the m x n matrix in (I.14). An elementary m x m matrix E is a matrix
such that the effect of £4 is the addition of a multiple of one row of 4 to another
row of 4. For example, let E; ;(c) be an elementary matrix such that the effect
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of E; j(c)A is that c times row j is added to row i < j:

ail e Aln
ai—1,1 Ai—1,n
aj1+tceajr ... aiptcajy
E; ()4 = ai+1,1 Ai+1,n . (1.19)
aj,l N aj,,,
am,1 e am,n

Then E; ;(c)° is equal to the unit matrix 7,, (compare (I.18)) except that the
zero in the (i, j)’s position is replaced by a nonzero constant c. In particular, if
i=1andj=2in(I.19), and thus E; »(c)A4 adds c times row 2 of 4 to row 1
of 4, then

1 c0 .0
010 ..0
Eia(e)= |0 ! 0
000 ... 1

This matrix is a special case of an upper-triangular matrix, that is, a square ma-
trix with all the elements below the diagonal equal to zero. Moreover, E; 1(c)A4
adds c times row 1 of 4 to row 2 of 4:

1 00 ...0
c 1 0 ...0

Ez,l(C) — 001 ... 0 , (1.20)
000 ... 1

which is a special case of a lower-triangular matrix, that is, a square matrix
with all the elements above the diagonal equal to zero.

Similarly, if £ is an elementary n x n matrix, then the effect of AE is that
one of the columns of 4 times a nonzero constant is added to another column
of A. Thus,

® The notation E; ;(c) will be used for a specific elementary matrix, and a generic elementary
matrix will be denoted by “E.”
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Definition 1.8: An elementary matrix is a unit matrix with one off-diagonal
zero element replaced by a nonzero constant.

Note that the columns of an elementary matrix are linear independent; hence,
an elementary matrix is invertible. The inverse of an elementary matrix is easy
to determine: If the effect of EA is that ¢ times row j of 4 is added to row i of
A, then E~! is an elementary matrix such that the effect of E~'EA is that —c
times row j of EA is added to row i of 4; thus, E ' EA restores A. For example,
the inverse of the elementary matrix (1.20) is

-1

1 00 .0 1 0 0
c 1 0 ... 0 —c 10 0
Earey'=|0 01 ..0f o 01 0
00 0 ... 1 0 00 1

=E2,1(—C).

We now turn to permutation matrices.

Definition 1.9: An elementary permutation matrix is a unit matrix with two
columns or rows swapped. A permutation matrix is a matvix whose columns or
rows are permutations of the columns or rows of a unit matrix.

In particular, the elementary permutation matrix that is formed by swapping
the columns i and j of a unit matrix will be denoted by P; ;.

The effect of an (elementary) permutation matrix on A4 is that P4 swaps
two rows, or permutates the rows, of 4. Similarly, AP swaps or permutates the
columns of 4. Whether you swap or permutate columns or rows of a unit matrix
does not matter because the resulting (elementary) permutation matrix is the
same. An example of an elementary permutation matrix is

010 .0
100 ...0
Pa=|0 01 0
000 ... 1

Note that a permutation matrix P can be formed as a product of elementary
permutation matrices, for example, P = P; j ... P, ;. Moreover, note that
if an elementary permutation matrix F; ; is applied to itself (ie., P ; P ;),
then the swap is undone and the result is the unit matrix: Thus, the inverse
of an elementary permutation matrix P, ; is P; ; itself. This result holds only
for elementary permutation matrices, though. In the case of the permutation

i - P . . -1_p . .
matrix P = P; ;... P, j wehave P~ = P, ; ... P, ;.Because elementary
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permutation matrices are symmetric (i.e., P ; = PL), it follows that P~! =
.-+ P = PT. Moreover, if E is an elementary matrix and P, ; an ele-
mentary permutation matrix, then P; ; E = EP; ;. Combining these results, we

obtain the following theorem:

Theorem 1.7: IfE is an elementary matrix and P is a permutation matrix, then
PE = EP". Moreover, P~' = PT.

1.6. Gaussian Elimination of a Square Matrix and the Gauss—Jordan
Iteration for Inverting a Matrix

1.6.1. Gaussian Elimination of a Square Matrix

The results in the previous section are the tools we need to derive the following
result:

Theorem 1.8: Let A be a square matrix.

(a) There exists a permutation matrix F. possibly equal to the unit matrix
I, a lower-triangular matrix L with diagonal elements all equal to 1,
a diagonal matrix D, and an upper-triangular matrix U with diagonal
elements all equal to 1 such that PA = LDU.

(b) If A is nonsingular and P = I, this decomposition is unique, that is, if
A=LDU=L,D,U,, thenL,=1L,D, =D, and U, = U.

The proof of part (b) is as follows: LDU = L, D,U, implies
L7'L.D, =DUU.". (1.21)

It is easy to verify that the inverse of a lower-triangular matrix is lower triangu-
lar and that the product of lower-triangular matrices is lower triangular. Thus
the left-hand side of (I.21) is lower triangular. Similarly, the right-hand side
of (I.21) is upper triangular. Consequently, the off-diagonal elements in both
sides are zero: Both matrices in (I.21) are diagonal. Because D, is diagonal
and nonsingular, it follows from (L.21) that L~!L, = DUU_ ' D! is diagonal.
Moreover, because the diagonal elements of L' and L, are all equal to 1, the
same applies to L~'L,, thatis, L~'L, = I; hence, L = L,. Similarly, we have
U=U,.ThenD=L"4U"and D, = L7'AU".

Rather than giving a formal proof of part (a) of Theorem 1.8, I will demon-
strate the result involved by two examples, one for the case that A4 is nonsingular
and the other for the case that A4 is singular.

Example 1: A is nonsingular.

Let

(1.22)
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We are going to multiply 4 by elementary matrices and elementary permutation
matrices such that the final result will be an upper-triangular matrix. This is
called Gaussian elimination.

First,add —1/2 timesrow 1 torow 2 in (1.22). This is equivalent to multiplying
A by the elementary matrix £, ;(—1/2). (Compare (1.20) with ¢ = —1/2.) Then

1 00\ /2 4 2 2 4 2
Evi(—1/)4=(-05 1 0|1 2 3|=[0 0o 2
0 0 1/ \-1 1 -1 ~1 1 -1
(1.23)

Next, add 1/2 times row 1 to row 3, which is equivalent to multiplying (1.23)
by the elementary matrix £3 ;(1/2):

1 00\ /2 4 2
Esi1(1/2)Esi(~1/2)A4=]0 1 o]0 o 2
05 0 1) \-1 1 -1
2 4 2
=10 o 2]. (1.24)
030

Now swap rows 2 and 3 of the right-hand matrix in (I.24). This is equivalent
to multiplying (1.24) by the elementary permutation matrix P,3 formed by
swapping the columns 2 and 3 of the unit matrix /5. Then

Py3E31(1/2)Ex1(—1/2)4

10 0\ /2 42 2 4 2

=(o o 1]lo o 2]=]03 0

010/\o 30 00 2

2 0 0\ /1 1

=|o 3 ofllo 1 o] =by, (1.25)
00 2/\o o1

for instance. Moreover, because P; 3 is an elementary permutation matrix we
have that P2T31 = P, 3; hence, it follows from Theorem 1.7 and (1.25) that

Py3E3 1(1/2)Ey 1 (—1/2)A = E31(1/2)Pr3Ey 1 (—1/2)A
= E31(1/2)E> 1(—1/2)P> 34
U (126)

Furthermore, observe that

E31(1/2)E21(=1/2)

1 00 1 00 1 00
=1-05 1 0 0 1 0)J=]|-051 0};
0 01 05 0 1 05 01
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hence,
10 o0\
(Es1(1/2)E2i(—=1/2)'=[-05 1 0
05 0 1
1 00
=105 1 0)]=1L, (1.27)
-05 0 1

for instance. Combining (I1.26) and (1.27), we find now that P,34 = LDU.

Example 2: A4 is singular.

Theorem 1.8 also holds for singular matrices. The only difference with the
nonsingular case is that, if 4 is singular, then the diagonal matrix D will have
zeros on the diagonal. To demonstrate this, let

2 4 2
A=[1 2 1]. (1.28)
~1 1 -1

Because the first and last column of the matrix (1.28) are equal, the columns are
linear dependent; hence, (1.28) is singular. Now (1.23) becomes

1 00 2 4 2 2 4 2
Ey1(—-1/2)A=|-05 1 0 1 2 1 }=10 0 0],
0 01 -1 1 -1 -1 1 -1
(I.24) becomes
1 00 2 4 2
E31(1/2)Ey1(—1/2)A=1 0 1 0 0 0 0
05 0 1 -1 1 -1
2 4 2
=10 0 0},
030
and (1.25) becomes
1 0 0\ /2 4 2 2 4 2
P3E3 1 (1/2)Ey1(—1/2)A =10 0 1 00 0]=(0 30
01 0/\0 3 0 0 00
200 1 21
=10 3 0|0 1 O0]=DU. (129
0 0 0/\0 01
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The formal proof of part (a) of Theorem 1.8 is similar to the argument in
these two examples and is therefore omitted.
Note that the result (I1.29) demonstrates that

Theorem 1.9: The dimension of the subspace spanned by the columns of a
square matrix A is equal to the number of nonzero diagonal elements of the
matrix D in Theorem L.8.

Example 3: 4 is symmetric and nonsingular

Next, consider the case that 4 is symmetric, that is, AT = A. For example,
let

2 4 2
A=14 0 1
2 1 -1
Then
E32(=3/8)Ex1(—1)E21(=2)AE 1 2(=2)E1 3(—1)E23(—3/8)
2 0 0
=0 -8 0 =D;
0 0 —15/8
hence,

A = (E32(=3/8)E3 1(=1)E2 1 (—2))""
x D(E1 2(—=2)E1 3(—1)E25(=3/8)) "' = LDL".

Thus, in the symmetric case we can eliminate each pair of nonzero elements
opposite the diagonal jointly by multiplying A from the left by an appropriate
elementary matrix and multiplying 4 from the right by the transpose of the
same elementary matrix.

Example 4: A is symmetric and singular

Although I have demonstrated this result for a nonsingular symmetric matrix,
it holds for the singular case as well. For example, let

2 4 2
A=14 0 4

2 4 2
Then

[\
(=)

E3 (=) Ey1(=2)AE 1 2(=2)E13(=1)= |0 -8

S
)
c oo
Il
o
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Example 5: A is symmetric and has a zero in a pivot position

If there is a zero in a pivot position,” then we need a row exchange. In that
case the result 4 = L DL will no longer be valid. For example, let

0 4 2
A=14 0 4
2 4 2
Then
4 0 4
E3v2(_1)E3$1(_1/2)P1,2A: 0O 4 2
00 -2
4 0 0 1 0 1
=04 o]0 1 1/2]=DU,
00 -2 00 1
but

L = (E3p(—1)E31(=1/2))"" = E31(1/2)E32(1)

1 00
=0 1 o]=U".
12 1 1

Thus, examples 3, 4, and 5 demonstrate that

Theorem 1.10: If A is symmetric and the Gaussian elimination can be con-
ducted without the need for row exchanges, then there exists a lower-triangular
matrix L with diagonal elements all equal to 1 and a diagonal matrix D such
that A= LDL™.

1.6.2. The Gauss—Jordan Iteration for Inverting a Matrix

The Gaussian elimination of the matrix 4 in the first example in the previous
section suggests that this method can also be used to compute the inverse of 4
as follows. Augment the matrix 4 in (I.22) to a 3 x 6 matrix by augmenting
the columns of 4 with the columns of the unit matrix /5:

2 4 2 100
B=UALK=|1 2 3 010
-1 1 -1 00 1

Now follow the same procedure as in Example 1, up to (I.25), with 4 replaced

7 A pivot is an element on the diagonal to be used to wipe out the elements below that
diagonal element.
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by B. Then (1.25) becomes
Py3E31(1/2)E>1(—1/2)B
= (P23E31(1/2)E21(=1/2)A, P,3E31(1/2)Ez1(—1/2))
2 4 2 1 0 0

=lo30 05 0 1]=w.,o0), (130)
002 —0510

for instance, where U, in (1.30) follows from (1.25) and

1 00
C = Py3E31(1/2)Es (—=1/2)=] 05 0 1]. (131)
—05 1 0

Now multiply (I.30) by elementary matrix E13(—1), that is, subtract row 3 from
row 1:

(E13(=1)P3E31(1/2)Ez1(—1/2)A4,
E13(=1)Py3E31(1/2)E>1(—1/2))

240 15 —-10
—(o30 05 0o 1}; (132)
002 —05 1 0

multiply (I.32) by elementary matrix £1,(—4/3), that is, subtract 4/3 times row
3 from row 1:

(E12(—=4/3)E13(=1)P3E3 1(1/2)Ey 1(—1/2)A4,
E12(—=4/3)E13(=1)Py3E3 1(1/2)E 1(—1/2))

200 5/6 —1 —4/3
={o30 05 o 1 |; (133)
002 —05 1 0

and finally, divide row 1 by pivot 2, row 2 by pivot 3, and row 3 by pivot 2, or
equivalently, multiply (I.33) by a diagonal matrix D+ with diagonal elements
1/2,1/3 and 1/2:
(D E12(—4/3)E1 3(=1) P23 E5,1(1/2)E> 1 (—1/2)4,
Dy Ey2(=4/3)E 1 3(—=1) P23 E3,1(1/2)Ez1(—1/2))
= (I3, DiE12(=4/3)E\ 3(=1) P23 E31(1/2)Ez1(—1/2))
1 00 5/12 —1/2 =2/3
=10 1 0 1/6 0 1/3 |. (1.34)
0 01 —-1/4 1/2 0

Observe from (I1.34) that the matrix (A4, /3) has been transformed into
a matrix of the type (3, A*) = (4*A4, A*), where A" = D,E|(—4/3) x
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E13(=1)P23E31(1/2)E> 1(—1/2) is the matrix consisting of the last three
columns of (1.34). Consequently, 4* = A",

This way of computing the inverse of a matrix is called the Gauss—Jordan
iteration. In practice, the Gauss—Jordan iteration is done in a slightly different
but equivalent way using a sequence of tableaux. Take again the matrix 4 in
(I1.22). The Gauss—Jordan iteration then starts from the initial tableau:

Tableau 1

A 1

4 2 1 0 0
1 2 3 01 0.
-1 1 -1 0 0 1

If there is a zero in a pivot position, you have to swap rows, as we will see
later in this section. In the case of Tableau 1 there is not yet a problem because
the first element of row 1 is nonzero.

The first step is to make all the nonzero elements in the first column equal
to one by dividing all the rows by their first element provided that they are
nonzero. Then we obtain

Tableau 2
1 2 1 /2 0 0
1 2 3 0 1 0.
1 -1 1 0 0 -1

Next, wipe out the first elements of rows 2 and 3 by subtracting row 1 from them:

Tableau 3
1 2 1 /2 0 0
0o 0 2 -1/2 1 0.

0 -3 0 —-1/2 0 -1

Now we have a zero in a pivot position, namely, the second zero of row 2.
Therefore, swap rows 2 and 3:

Tableau 4
1 2 1 1/2 0 0
0 -3 0 -1/2 0 —1.
0o 0 2 —-1/2 1 0

Divide row 2 by —3 and row 3 by 2:

Tableau 5
1 21 12 0 0
010 1/6 0 1/3.
0 01 —-1/4 1/2 0
The left 3 x 3 block is now upper triangular.
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Next, we have to wipe out, one by one, the elements in this block above the
diagonal. Thus, subtract row 3 from row 1:

Tableau 6
1 20 3/4 —-1/2 0
010 1/6 0 1/3 .
0 0 1 —-1/4 1/2 0

Finally, subtract two times row 2 from row 1:

Tableau 7
I 47!
1 00 5/12 —1/2 =2/3
010 1/6 0 1/3.
0 0 1 —1/4 1/2 0

This is the final tableau. The last three columns now form 4=,

Once you have calculated 4™, you can solve the linear system Ax = b by
computingx = A4~ 'h. However, you can also incorporate the latter in the Gauss—
Jordan iteration, as follows. Again let A be the matrix in (I1.22), and let, for
example,

b:

Insert this vector in Tableau 1:

Tableau 1*
A b 1
2 4 2 1 1 0 0
1 2 3 1 01 0.
-1 1 -1 1 0 0 1

and perform the same row operations as before. Then Tableau 7 becomes

Tableau 7*
I A7 b A~
1 00 —-5/12 5/12 —1/2 =2/3
010 1/2 1/6 0 1/3 .
0 0 1 —1/4 —1/4 1/2 0

This is how matrices were inverted and systems of linear equations were
solved fifty and more years ago using only mechanical calculators. Nowadays
of course you would use a computer, but the Gauss—Jordan method is still handy
and not too time consuming for small matrices like the one in this example.
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I.7. Gaussian Elimination of a Nonsquare Matrix

The Gaussian elimination of a nonsquare matrix is similar to the square case ex-
cept that in the final result the upper-triangular matrix now becomes an echelon
matrix:

Definition 1.10: An m x n matrix U is an echelon matrix if, fori =2, ..., m,
the first nonzero element of row i is farther to the right than the first nonzero
element of the previous row i — 1.

For example, the matrix
2 010
U=10 0 3 1
0 0 0 4
is an echelon matrix, and so is
2 010
U=]0 0 0 1
00 0O
Theorem 1.8 can now be generalized to

Theorem 1.11: For each matrix A there exists a permutation matrix E, possibly
equal to the unit matrix I, a lower-triangular matrix L with diagonal elements
all equal to 1, and an echelon matrix U such that PA = LU. If A is a square
matrix, then U is an upper-triangular matrix. Moreover, in that case PA = LDU,
where now U is an upper-triangular matrix with diagonal elements all equal to
1 and D is a diagonal matrix.®

Again, I will only prove the general part of this theorem by examples. The
parts for square matrices follow trivially from the general case.
First, let

4 2 1
2 3 1], (L35)
1 -1 0

2
A= 1
-1

8 Note that the diagonal elements of D are the diagonal elements of the former upper-
triangular matrix U.
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which is the matrix (I.22) augmented with an additional column. Then it follows
from (I.31) that

1 00 4 2 1
PysEsi(1/2)Es(—1/2)A=[ 05 0o 1|1 2 3 1
—05 1 0/ \-1 1 -1 0

Il
coN
ISERIEN
DO
—
~
[\S)

Il
s

where U is now an echelon matrix.
As another example, take the transpose of the matrix 4 in (1.35):

2
AT =

— N A
—_— N =
[

Then

Py3E42(—1/6)Eq3(1/4)Ey 1 (=2)E5 1(—1)Eq1(—1/2) AT
2 1 -1
02 0
=lo o 3|=Y
00 O

where again U is an echelon matrix.

I.8. Subspaces Spanned by the Columns and Rows of a Matrix

The result in Theorem 1.9 also reads as follows: 4 = BU, where B = P~'L is
a nonsingular matrix. Moreover, note that the size of U is the same as the size
of A, that is, if 4 is an m x n matrix, then so is U. If we denote the columns of
Ubyuy,...,u,,it follows therefore that the columns ay, . . ., a, of 4 are equal
to Buy, ..., Bu,, respectively. This suggests that the subspace spanned by the
columns of A has the same dimension as the subspace spanned by the columns
of U. To prove this conjecture, let V4 be the subspace spanned by the columns
of 4 and let V', be the subspace spanned by the columns of U. Without loss or
generality we may reorder the columns of 4 such that the first £ columns
ai,...,a; of A form a basis for V4. Now suppose that uy, ..., u; are linear
dependent, that is, there exist constants cy, ..., ¢; not all equal to zero such
that lezl c;ju; = 0. But then also lezl cjBu; = lezl cja; = 0, which by
the linear independence of ay, . . ., a; implies that all the c¢;’s are equal to zero.
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Hence, u, ..., u; are linear independent, and therefore the dimension of V7,
is greater or equal to the dimension of V. But because U = B~' 4, the same
argument applies the other way around: the dimension of V4 is greater or equal
to the dimension of V. Thus, we have

Theorem 1.12: The subspace spanned by the columns of A has the same di-
mension as the subspace spanned by the columns of the corresponding echelon
matrix U in Theorem 1.9.

Next, I will show that

Theorem 1.13: The subspace spanned by the columns of A" is the same as
the subspace spanned by the columns of the transpose U™ of the corresponding
echelon matrix U in Theorem 1.9.

Proof: Let A be an m x n matrix. The equality 4 = BU implies that AT =
UTBT. The subspace spanned by the columns of AT consists of all vectors
x € R™ for which there exists a vectorc; € R" suchthatx = 47¢|,and similarly
the subspace spanned by the columns of UT consists of all vectors x € R” for
which there exists a vector ¢, € R” such that x = UT¢,. If we let ¢, = B¢y,
the theorem follows. Q.E.D.

Now let us have a closer look at a typical echelon matrix:

0 0 © * % * ok * % *

0 0 0 0 © * % * % *

0 0 0 0 0 0 © * % *
U=1lo 00 0 0 00 0 ® « |
0 0 O 0 0 0 0 0o 0 ... 0
(136)

where each symbol © indicates the first nonzero elements of the row involved
called the pivot. The elements indicated by * may be zero or nonzero. Because
the elements below a pivot © are zero, the columns involved are linear in-
dependent. In particular, it is impossible to write a column with a pivot as a
linear combination of the previous ones. Moreover, it is easy to see that all the
columns without a pivot can be formed as linear combinations of the columns
with a pivot. Consequently, the columns of U with a pivot form a basis for the
subspace spanned by the columns of U. But the transpose UT of U is also an
echelon matrix, and the number of rows of U with a pivot is the same as the
number of columns with a pivot; hence,
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Theorem 1.14: The dimension of the subspace spanned by the columns of an
echelon matrix U is the same as the dimension of the subspace spanned by the
columns of its transpose U™

If we combine Theorems 1.11, 1.12 and 1.13, it now follows that Theorem 1.6
holds.

The subspace spanned by the columns of a matrix A4 is called the column
space of A and is denoted by 2(4). The row space of A is the space spanned by
the columns of A7, that is, the row space of 4 is 2(A4T). Theorem .14 implies
that the dimension of 2(4) is equal to the dimension of 2(4").

There is also another space associated with a matrix 4, namely, the null space
of A denoted by (WN(A). This is the space of all vectors x for which Ax = 0,
which is also a subspace of a vector space. If 4 is square and nonsingular, then
N(4) = {0}; if not it follows from Theorem I.12 that _AW(4) = NV(U), where
U is the echelon matrix in Theorem 1.12.

To determine the dimension of ( A(U), suppose that 4 is an m X n matrix
with rank 7, and thus U is an m X n matrix with rank ». Let R be an n x n
permutation matrix such that the first » columns of UR are the r columns of
U with a pivot. Clearly, the dimension of (A/(U) is the same as the dimension
of MWN(UR). We can partition UR as (U,, U,_,), where U, is the m x r matrix
consisting of the columns of U with a pivot, and U,_, is the m x (n —r)
matrix consisting of the other columns of U. Partitioning a vector x in (A(UR)
accordingly — that is, x = (x|, x,_,)T — we have

URx =U.x, +U,_,x,_, = 0. (1.37)

It follows from Theorem 1.5 that U U, is invertible; hence, it follows from
(1.37) and the partition x = (x, x,|_,)" that

-1
X = (— (UrTUr[)_ UfUn-’) Xper (138)

Therefore, (WV(UR) is spanned by the columns of the matrix in (I.38), which has
rank n — r, and thus the dimension of (#'(4) is n — r. By the same argument
it follows that the dimension of (A(AT) ism — 7.

The subspace (WN(A") is called the lefi null space of A because it consists of
all vectors y for which yT4 = 0T.

In summary, it has been shown that the following results hold.

Theorem 1.15: Let A be an m x n matrix with rank r. Then 2(A) and 2(AT)
have dimension 1, WV(A) has dimension n —r, and WN(A") has dimension
m—r.
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Figure 1.4. Projection of b on the subspace spanned by a.

Note that in general the rank of a product 4B is not determined by the ranks
r and s of 4 and B, respectively. At first sight one might guess that the rank of
AB is min(r, s), but that in general is not true. For example, let 4 = (1, 0) and
BT = (0, 1). Then 4 and B have rank 1, but 4B = 0, which has rank zero. The
only thing we know for sure is that the rank of 4B cannot exceed min(r, s). Of
course, if 4 and B are conformable, invertible matrices, then AB is invertible;
hence, the rank of 4B is equal to the rank of 4 and the rank of B, but that is a
special case. The same applies to the case in Theorem L.5.

L.9. Projections, Projection Matrices, and Idempotent Matrices

Consider the following problem: Which point on the line through the origin and
point a in Figure 1.3 is the closest to point b? The answer is point p in Figure
1.4. The line through b and p is perpendicular to the subspace spanned by a,
and therefore the distance between b and any other point in this subspace is
larger than the distance between b and p. Point p is called the projection of b
on the subspace spanned by a. To find p, let p = ¢ - a, where c is a scalar. The
distance between b and p is now ||b — ¢ - a||; consequently, the problem is to
find the scalar ¢ that minimizes this distance. Because ||b — ¢ - a|| is minimal
if and only if

lb—c-al>=0b-c-a)\(b—c-a)=b"b—2c-a"b+ c*d"a

is minimal, the answer is ¢ = a"b/a"a; hence, p = (a"b/a"a) - a.
Similarly, we can project a vector y in R” on the subspace of R” spanned
by a basis {x, ..., x;} as follows. Let X be the n x k matrix with columns
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X1, ..., X. Any point p in the column space 2(X) of X can be written as
p = Xb, where b € R¥. Then the squared distance between y and p = Xb is
ly = XbI* = (v = Xb)(y — Xb)
=yly —b' XYy — yTXb + " X" XD
=yTy —20"XTy + " X" Xb, (1.39)
where the last equality follows because yTXb is a scalar (or, equivalently, a
1 x 1 matrix); hence, yTXb = (yTXb)T = bTXTy. Given X and y, (1.39) is a
quadratic function of b. The first-order condition for a minimum of (1.39) is
given by
dlly — Xbl?
abT
which has the solution

b=X"X)"'xTy.

=-2X"y +2X"Xb =0,

Thus, the vector p in 2(X) closest to y is
p=XXTX)"1xTy, (1.40)
which is the projection of y on 2(X).

Matrices of the type in (1.40) are called projection matrices:

Definition 1.11: Let 4 be an n x k matrix with rank k. Then the n x n matrix
P = A(A" A)~' A" is called a projection matrix: For each vector x in R", Px is
the projection of x on the column space of A.

Note that this matrix P is such that PP = A(ATA)"' AT A(AT4)714T) =
A(ATA)~' AT = P. This is not surprising, though, because p = Px is already
in 22(A); hence, the point in 2(A4) closest to p is p itself.

Definition 1.12: An n x n matrix M is called idempotent if MM = M.

Thus, projection matrices are idempotent.

1.10. Inner Product, Orthogonal Bases, and Orthogonal Matrices

It follows from (I.10) that the cosine of the angle ¢ between the vectors x in
(I.2) and y in (1.5) is
AR T
cos(p) = Ljm N _xy (141)
(5 (e 54 I (B 04
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Figure L.5. Orthogonalization.

Definition 1.13: The quantity x"y is called the inner product of the vectors x
and y.

IfxTy = 0, then cos(¢) = 0; hence, ¢ = /2 or ¢ = 37 /4. This corresponds
to angles of 90 and 270°, respectively; hence, x and y are perpendicular. Such
vectors are said to be orthogonal.

Definition 1.14: Conformable vectors x and y are orthogonal if their inner
product x"y is zero. Moreover, they are orthonormal if, in addition, their lengths
are 1:|x| = llyl = 1.

In Figure 1.4, if we flip point p over to the other side of the origin along the
line through the origin and point @ and add b to — p, then the resulting vector
¢ = b — p is perpendicular to the line through the origin and point a. This is
illustrated in Figure I1.5. More formally,

a"c=d"(b—p)=d"(b—(a"b/|al*)a
=a"b—(a"b/|al*)|al* = 0.

This procedure can be generalized to convert any basis of a vector space
into an orthonormal basis as follows. Let a;, ..., ar, kK < n be a basis for a
subspace of R”, and let ¢; = ||a; 7' a;. The projection of a; on ¢g; is now
p = (gia2) - q1; hence, a5 = ay — (g{a2) - q1 is orthogonal to ¢;. Thus, let
g2 = |la3||"'a;. The next step is to erect a3 perpendicular to | and ¢, which
can be done by subtracting from a; its projections on g; and g, that is, aj =
as — (a1 q1)q1 — (a1g2)qa. Using the facts that, by construction,

aai=1. ae=1, qq@=0 gq=0,

we have indeed that g{aj =qlas —(a3q)q{q1 — (a392)q1 g2 = q{as —
aiq = 0 and similarly, gJaf = 0. Thus, now let g3 = ||af]|~'a}. Repeating
this procedure yields
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Theorem 1.16: Let ay, ..., a; be a basis for a subspace of R”", and construct
q1, - .., qy recursively by

j—1
gr=la™" ar and af=a; - (ajq:)q.
i=1
qj = llal7'al for j=2,3,....k (1.42)

Thengq, . .., qi is an orthonormal basis for the subspace spanned by ay, . . . , ay.

The construction (1.42) is known as the Gram—Smidt process. The orthonor-

mality of g1, ..., g has already been shown, but it still has to be shown that
q1, - - -, qx spans the same subspace as ay, ..., a;. To show this, observe from
(1.42) that ay, ..., a; isrelated to g1, . . ., gx by
J
aj=2u,»,jqi, j=1,2,...,k, (143)
i=1
where

uj; = ||a;f||, u; ;= qiTaj for i<},

u ;=0 for i>ji,j=1,...,k (1.44)
witha} = aj. It follows now from (1.43) thatay, ..., a; are linear combinations
ofqi, ..., qx, and it follows from (1.42) that g1, . . ., g4 are linear combinations
of ay, ..., ay; hence, the two bases span the same subspace.

Observe from (1.44) that the & x k matrix U with elements u; ; is an upper-
triangular matrix with positive diagonal elements. Moreover, if we denote by
A the n x k matrix with columns ay, ..., a; and by Q the n x k matrix with
columns gy, ..., g, it follows from (1.43) that A = QU. Thus, Theorem 1.17
follows from Theorem 1.16, (1.43), and (1.44):

Theorem 1.17: Let A be an n x k matrix with rank k. There exists an n X k
matrix Q with orthonormal columns and an upper-triangular k x k matrix U
with positive diagonal elements such that A = QU.

In the case k = n, the matrix Q in Theorem 1.17 is called an orthogonal
matrix:

Definition 1.15: An orthogonal matrix Q is a square matrix with orthonormal
columns: Q70 = 1.

In particular, if Q is an orthogonal » x n matrix with columns ¢4, ..., gy,
then the elements of the matrix QTQ are g q; = I(i = j), where I(-) is the
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indicator function’; hence, QT Q = I,. Thus, QT = Q~!. It follows now from
Theorem 1.1 also that Q QT = I,, that is, the rows of an orthogonal matrix are
also orthonormal.

Orthogonal transformations of vectors leave the angles between the vectors,
and their lengths, the same. In particular, let x and y be vectors in R” and let O
be an orthogonal # x n matrix. Then (0x)T(Qy) = xTOTQy = xTy, | Ox| =
V(0x)T(0Ox) = v/xTx = ||x||; hence, it follows from (1.41) that the angle be-
tween QOx and Qy is the same as the angle between x and y.

In the case n = 2, the effect of an orthogonal transformation is a rotation. A
typical orthogonal 2 x 2 matrix takes the form

__(cos(d)  sin(6)
Q= (sin(@) —cos(0) )’ (1:45)
This matrix transforms the unit vector e; = (1,0)T into the vector gy =
(cos(8), sin(A))T, and it follows from (I.41) that 6 is the angle between the

two. By moving 6 from 0 to 2, the vector gy rotates counterclockwise from
the initial position e; back to e;.

L.11. Determinants: Geometric Interpretation and Basic Properties

The area enclosed by the parallelogram in Figure 1.3 has a special meaning,
namely, the determinant of the matrix

A=(ab)= (Z; 2) = (Z 3) . (L46)

The determinant is denoted by det(4). This area is two times the area enclosed
by the triangle formed by the origin and the points a and b in Figure 1.3 and in
its turn is the sum of the areas enclosed by the triangle formed by the origin,
point b, and the projection

p=(a'b/a’a)-a=(a'b/lal’)-a

of b on a and the triangle formed by the points p, a, and b in Figure 1.4. The
first triangle has area 1/2||b — p|| times the distance of p to the origin, and the
second triangle has area equal to 1/2||5 — p|| times the distance between p and
a; hence, the determinant of A4 is

det(A) = b — pl - llall = b — (@"b/llall®)] - llall
= Vllal?lb]? — (aTh)?
= \/(“% + a3) (b} + b3) — (arby + azby)?

= (a1by — biay)? = xl|a\by — biaz| = a1by — biay. (1.47)

O I(true) = 1, I(false) = 0.
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The last equality in (1.47) is a matter of normalization inasmuch as —(a1b; —
b1ay) would also fit (1.47), but the chosen normalization is appropriate for (1.46)
because, then,

det(4) = a1by — bja, =6 x 7—3 x 4 = 30. (1.48)

However, as I will show for the matrix (I.50) below, a determinant can be
negative or zero.
Equation (1.47) reads in words:

Definition 1.16: The determinant of a 2 x 2 matrix is the product of the diag-
onal elements minus the product of the off-diagonal elements.

We can also express (1.47) in terms of the angles ¢, and ¢; of the vectors a
and b, respectively, with the right-hand side of the horizontal axis:

ar = llal cos(¢a),  az = |la| sin(g,),

by = ||bll cos(wp), b2 = ||b] sin(ey);
hence,

det(4) = a1b, — ba,

= llall - 151 - (cos(ga) sin(py) — sin(pq) cos(¢s))
= llall - 151l - sin(pp — @a). (1.49)

Because, in Figure 1.3, 0 < ¢, — ¢, < 7, we have that sin(¢, — ¢,) > 0.
As an example of a negative determinant, let us swap the columns of 4 and
call the result matrix B:

b 36
B=AP = (ba)= (b; Z;) - <7 4> , (1.50)

0 1
P”:(l 0)

is the elementary permutation matrix involved. Then

where

det(B) = bya; — a1b, = —30.

At first sight this seems odd because the area enclosed by the parallelogram in
Figure 1.3 has not been changed. However, it has! Recall the interpretation of
a matrix as a mapping: A matrix moves a point to a new location by replacing
the original perpendicular coordinate system by a new system formed by the
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Figure 1.6. Backside of Figure 1.3.

columns space of the matrix involved with new units of measurement the lengths
of the columns. In the case of the matrix B in (1.50) we have

Unit vectors
Axis  Original New

- a=() - 0= ()
2 =) - 0=

Thus, b is now the first unit vector, and a is the second. If we adopt the
convention that the natural position of unit vector 2 is above the line spanned
by the first unit vector, as is the case for e; and e;, then we are actually looking
at the parallelogram in Figure 1.3 from the backside, as in Figure 1.6.

Thus, the effect of swapping the columns of the matrix 4 in (1.46) is that Figure
1.3 is flipped over vertically 180°. Because we are now looking at Figure 1.3
from the back, which is the negative side, the area enclosed by the parallelogram
is negative too! Note that this corresponds to (1.49): If we swap the columns of
A, then we swap the angles ¢, and ¢, in (1.49); consequently, the determinant
flips sign.

As another example, let a be as before, but now position b in the southwest
quadrant, as in Figures 1.7 and 1.8. The fundamental difference between these
two cases is that in Figure 1.7 point b is above the line through a and the
origin, and thus ¢, — ¢, < 7, whereas in Figure 1.8 point b is below that line:
@p — @, > 7. Therefore, the area enclosed by the parallelogram in Figure 1.7
is positive, whereas the area enclosed by the parallelogram in Figure 1.8 is
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Figure L1.7. det(a, b) > 0.

negative. Hence, in the case of Figure 1.7, det(a, b) > 0, and in the case of
Figure 1.8, det(a, b) < 0. Again, in Figure I.8 we are looking at the backside of
the picture; you have to flip it vertically to see the front side.

What I have demonstrated here for 2 x 2 matrices is that, if the columns are
interchanged, then the determinant changes sign. It is easy to see that the same

Figure 1.8. det(a, b) < 0.
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applies to the rows. This property holds for general n x » matrices as well in
the following way.

Theorem 1.18: If two adjacent columns or rows of a square matrix are
swapped,'® then the determinant changes sign only.

Next, let us consider determinants of special 2 x 2 matrices. The first special
case is the orthogonal matrix. Recall that the columns of an orthogonal matrix
are perpendicular and have unit length. Moreover, recall that an orthogonal 2 x 2
matrix rotates a set of points around the origin, leaving angles and distances the
same. In particular, consider the set of points in the unit square formed by the
vectors (0, 0)T, (0, 1)T, (1, 0)T, and (1, 1)". Clearly, the area of this unit square
equals 1, and because the unit square corresponds to the 2 x 2 unit matrix I,
the determinant of 7, equals 1. Now multiply /, by an orthogonal matrix Q.
The effect is that the unit square is rotated without affecting its shape or size.
Therefore,

Theorem 1.19: The determinant of an orthogonal matrix is either 1 or —1, and
the determinant of a unit matrix is 1.

The “either—or” part follows from Theorem I.18: swapping adjacent columns
of an orthogonal matrix preserves orthonormality of the columns of the new
matrix but switches the sign of the determinant. For example, consider the
orthogonal matrix Q in (I.45). Then it follows from Definition 1.16 that

det(Q) = — cos?(#) — sin’(0) = —1.
Now swap the columns of the matrix (1.45):
0= <sin(9) — §os(9)> '
cos(f) sin(0)
Then it follows from Definition 1.16 that
det(Q) = sin’(8) + cos?(0) = 1.

Note that Theorem .19 is not confined to the 2 x 2 case; it is true for orthog-
onal and unit matrices of any size.
Next, consider the lower-triangular matrix

L=(g 2).

10 The operation of swapping a pair of adjacent columns or rows is also called a column or
row exchange, respectively.
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Figure L.9. det(L).

According to Definition 1.16, det(L) =a-c—0-¢c =a - ¢, and thus in the
2 x 2 case the determinant of a lower-triangular matrix is the product of
the diagonal elements. This is illustrated in Figure 1.9. The determinant of
L is the area in the parallelogram, which is the same as the area in the rectangle
formed by the vectors (@, 0)T and (0, ¢)". This area is a - ¢. Thus, you can move
b freely along the vertical axis without affecting the determinant of L. If you
were to flip the picture over vertically, which corresponds to replacing a by —a,
the parallelogram would be viewed from the backside; hence, the determinant
flips sign.

The same result applies of course to upper-triangular and diagonal 2 x 2
matrices. Thus, we have

Theorem 1.20: The determinant of a lower-triangular matrix is the product of
the diagonal elements. The same applies to an upper-triangular matrix and a
diagonal matrix.

Again, this result is not confined to the 2 x 2 case but holds in general.

Now consider the determinant of a transpose matrix. In the 2 x 2 case the
transpose AT of A can be formed by first swapping the columns and then
swapping the rows. Then it follows from Theorem I.18 that in each of the two
steps only the sign flips; hence,

Theorem 1.21: det(A) = det(A").

The same applies to the general case: the transpose of 4 can be formed by a
sequence of column exchanges and a corresponding sequence of row exchanges,
and the total number of column and row exchanges is an even number.

It follows from Theorem 1.11 that, in the case of a square matrix A, there exist
a permutation matrix P possibly equal to the unit matrix /, a lower-triangular
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matrix L with diagonal elements all equal to 1, a diagonal matrix D, and
an upper-triangular matrix U with diagonal elements all equal to 1 such that
P4 = LDU. Moreover, recall that a permutation matrix is orthogonal because it
consists of permutations of the columns of the unit matrix. Thus, we can write
A= PTLDU.

Now consider the parallelogram formed by the columns of U. Because the
diagonal elements of U are 1, the area of this parallelogram is the same as the
area of the unit square: det(U) = det(/). Therefore, the effect of the transfor-
mation PTLD on the area of the parallelogram formed by the columns of U
is the same as the effect of PTLD on the area of the unit square, and con-
sequently det(PTLDU) = det(PTLD). The effect of multiplying D by L is
that the rectangle formed by the columns of D is tilted and squeezed with-
out affecting the area itself. Therefore, det(LD) = det(D), and consequently
det(PTLDU) = det(PTD). Next, PT permutates the rows of D, and so the
effect on det(D) is a sequence of sign switches only. The number of sign
switches involved is the same as the number of column exchanges of PT nec-
essary to convert P! into the unit matrix. If this number of swaps is even, then
det(P) = det(P") = 1; otherwise, det(P) = det(PT) = —1. Thus, in the 2 x 2
case (as well as in the general case) we have

Theorem 1.22: det (A) = det (P) - det (D), where P and D are the permutation
matrix and the diagonal matrix, respectively, in the decomposition PA = LDU
in Theorem I.11 for the case of a square matrix A.

This result yields two important corollaries. First,
Theorem 1.23: The determinant of a singular matrix is zero.

To see this, observe from the decomposition P4 = LDU that A4 is singular
if and only if D is singular. If D is singular, then at least one of the diagonal
elements of D is zero; hence, det(D) = 0.

Second, for conformable square matrices 4 and B we have

Theorem 1.24: det(AB) = det(A) - det(B).

This result can be shown in the same way as Theorem 1.22, that is, by show-
ing that det(4) = det(PTLDUB) = det(P) - det(DB) and det(DB) = det(D) -
det(B).

Moreover, Theorems 1.20 and 1.24 imply that

Theorem 1.25: Adding or subtracting a constant times a row or column to
another row or column, respectively, does not change the determinant.
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The reason is that this operation is equivalent to multiplying a matrix by an
elementary matrix and that an elementary matrix is triangular with diagonal
elements equal to 1.

Furthermore, we have

Theorem 1.26: Let A be an n x n matrix and let ¢ be a scalar. If one of the

columns or rows is multiplied by c, then the determinant of the resulting matrix
is ¢ - det(A). Consequently, det(c - A) = c" - det(A).

This theorem follows straightforwardly from Theorems 1.20 and 1.24. For
example, let B be a diagonal matrix with diagonal elements 1, except for one
element, such as diagonal element 7, which equals ¢. Then B4 is the matrix 4
with the ith column multiplied by c. Because, by Theorem 1.20, det(B) = c, the
first part of Theorem 1.26 for the “column” case follows from Theorem 1.24,
and the “row” case follows from det(4B) = det(A4) - det(B) = ¢ - det(A). The
second part follows by choosing B = ¢ - I,,.

The results in this section merely serve as a motivation for what a determinant
is as well as its geometric interpretation and basic properties. All the results
so far can be derived from three fundamental properties, namely, the results in
Theorems 1.18,1.20, and I.21. If we were to assume that the results in Theorems
1.18, 1.20, and 1.21 hold and treat these properties as axioms, all the other
results would follow from these properties and the decomposition P4 = LDU.
Moreover, the function involved is unique.

As to the latter, suppose that 5(A4) is a function satisfying

(a) Iftwo adjacent rows or columns are swapped, then § switches sign only.
(b) If A is triangular, then 5(A) is the product of the diagonal elements of A.
(c) 8(AB) =68(A) - 8(B).

Then it follows from the decomposition 4 = PTL DU and axiom (c) that
8(A4) = 8(PTS(L)8(D)S(U).

Moreover, it follows from axiom (b) that §(L) = §(U) = 1 and §(D) = det(D).
Finally, it follows from axiom (b) that the functions &(-) and det(-) coincide
for unit matrices and therefore by axiom (a), 8(PT) = §(P) = det(P). Thus,
3(A) = det(A); hence, the determinant is uniquely defined by the axioms (a),
(b), and (c). Consequently,

Definition 1.17: The determinant of a square matrix is uniquely defined by
three fundamental properties:

(a) 1If two adjacent rows or columns are swapped, then the determinant
switches sign only.
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(b) The determinant of a triangular matrix is the product of the diagonal
elements.
(c) The determinant of AB is the product of the determinants of A and B.

These three axioms can be used to derive a general expression for the deter-
minant together with the results in the next section regarding determinants of
block-triangular matrices.

L.12. Determinants of Block-Triangular Matrices

Consider a square matrix A partitioned as

A A
. 11 12)
Ay Azp
where 4] | and 4, ; are submatrices of size k x k andm x m, respectively, 4} »
isak x m matrix,and A4, ; isanm X k matrix. This matrix 4 is block-triangular

if either 4, or A, is a zero matrix, and it is block-diagonal if both 4, , and
Aj,1 are zero matrices. In the latter case

_ Al,l 0
(5 1)
where the two O blocks represent zero elements. For each block 4, ; and 4,

we can apply Theorem 1.11, that is, 4, = PlTLlDl Uy, 425 = P2TL2D2U2;
hence,

4 _ (PTLDiU; 0
0 P L,D,U,

T
_ Pl (0] L] 0] D| 0] U] 0] _ pT
o (O P2> '(0 Lz) ’ (O Dz) (0 Uz) =P LDU,
for instance. Then det(A4) = det(P) - det(D) = det(P;) - det(P,) - det(D)) -
det(D,) = det(A4;,1) - det(A42,2). More generally, we have that

Theorem 1.27: The determinant of a block-diagonal matrix is the product of
the determinants of the diagonal blocks.

Next, consider the lower block-diagonal matrix
Al 1 0]
A= ’ ,
<A2,l Az,z)
where again 4, and A,, are k x k and m x m matrices, respectively, and
A1 isan m x k matrix. Then it follows from Theorem 1.25 that for any & x m
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matrix C,

_ Ay 0
det(A4) = det [(Az,l — CAy Az,z)] '

If A, 1 is nonsingular, then we can choose C = Aﬂ A sothat A, — CAy 1 =
O. Inthat case it follows from Theorem .27 that det(4) = det(A4;) - det(A422).
If 4, ; is singular, then the rows of 4 ) are linear dependent, and so are the first
k rows of 4. Hence, if A is singular, then A is singular; thus, by Theorem
1.23, det(4) = det(A4,,;) - det(422) = 0. Consequently,

Theorem 1.28: The determinant of a block-triangular matrix is the product of
the determinants of the diagonal blocks.

1.13. Determinants and Cofactors

Consider the n x n matrix
A= (151)

and define the following matrix-valued function of A:

Definition 1.18: The transformation p(Aliy, iz, . .., i,) is a matrix formed by
replacing all but the iy s element ay.;, by zeros in rows k = 1, ..., n of matrix
(1.51). Similarly, the transformation x(Aliy, iy, ..., i,) is a matrix formed by
replacing all but the iy s element a;,_; by zeros in columnsk = 1, ..., n of matrix
(1.51).

For example, in the 3 x 3 case,

0 arn 0
p(412,3, )= 0 0 a3,
as 1 0 0
0 0 ars
k(A12,3,1)=]a1 O 0
0 asn 0
Recall that a permutation of the numbers 1,2, ..., n is an ordered set of
these n numbers and that there are n! of these permutations, including the trivial
permutation 1, 2, . .., n. Moreover, it is easy to verify that, for each permutation

i1,i2,...,0, of 1,2,... n, there exists a unique permutation ji, jz, ..., jn
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such that p(4liy, iz, ..., i,) = k(4| j1, j2, - .-, ju) and vice versa. Now define
the function

8(4) = detlp(Alir. i, ... in)]
= detlk(Alir. iz, ..., in)], (1.52)

where the summation is over all permutations iy, i, ...,i, of 1,2,..., n.

Note that det[p(A[i1, iz, ..., iy)] = a1 ia2,, - - . an.i,, Where the sign de-
pends on how many row or column exchanges are needed to convert
p(Aliy, ia, ..., i,) into a diagonal matrix. If the number of exchanges is even,
the sign is +; the sign is — if this number is odd. Clearly, this sign is the same
as the sign of the determinant of the permutation matrix p(E,|i1, iz, ..., iy),
where £, is the n x n matrix with all elements equal to 1.

I will show now that 6(A4) in (1.52) satisfies the axioms in Definition 1.17,
and thus:

Theorem 1.29: The function 6(A) in (1.52) is the determinant of A:8(A) =
det(A).

Proof: First, exchange rows of A4 such as rows 1 and 2, for ex-
ample. The new matrix is P4, where Pj, is the elementary per-
mutation matrix involved, that is, the unit matrix with the first two
columns exchanged. Then p(PpAli1,i2,...,0,) = Pip(Ali, i, ..., 0);
hence, §(P12A) = det(P;2)8(A) = —8(A). Thus, §(A) satisfies axiom (a) in
Definition I.17.

Second, let 4 be lower triangular. Then p(Aliy, iz, ...,i,) is lower tri-
angular but has at least one zero diagonal element for all permutations
i1, iz, ..., I, except for the trivial permutation 1, 2, ..., n. Thus, in this case

8(A) = det[p(A|1, 2, ...,n) = det(4). The same applies, of course, to upper-
triangular and diagonal matrices. Consequently §(A4) satisfies axiom (b) in Def-
inition 1.17.

Finally, observe that p(4B|i,is,...,i,) is a matrix with elements
Y i1 m kb s, in position (m, i),), m =1, ..., n and zeros elsewhere. Hence,

P(ABlit, iz, ... i) = A - p(Blir, iz, ..., in),
which implies that

8(AB) = det(A4) - 5(B). (1.53)
Now write B as B = PTLDU, and observe from (1.53) and axiom (b) that

8(B) = 8((PTLD)U) = det(PTLD)3(U) = det(PTLD) det(U) = det(B). The
same applies to A. Thus,
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8(4B) = det(A) - det(B) = 8(A) - 8(B). (L54)
QE.D.

Next, consider the following transformation.

Definition 1.19: The transformation t(A|k, m) is a matrix formed by replacing
all elements in row k and column m by zeros except element ay, , itself.

For example, in the 3 x 3 case,

ai,; aip 0
A2y =[ 0 0 ws]. (1.55)
a1 azp O

Then it follows from (I.52) and Theorem 1.29 that
det[z(Alk, m)] = > det[p(Ali1, iz, ..., in)]

ik=m

Zdet[K(AUl,iz, i) (1.56)

ir=k

hence,

Theorem 1.30: Forn x n matrices A, det(4) = > _ det[t(Alk, m)] for k =

m=1

1,2,...,nand det(4) =Y }_, det[t(Alk,m)] form = 1,2, ... n.

Now let us evaluate the determinant of the matrix (I.55). Swap rows 1 and
2, and then recursively swap columns 2 and 3 and columns 1 and 2. The total
number of row and column exchanges is 3; hence,

a3 0 0
det[t(4]2,3)] = (—=1)’det| | 0 a1, ai,
0 a3 azp

= ay5(—1)** det [(C’“ “"2)] = ay3c0fy 3(A),

as;  asp

for instance, where cof; 3(A) is the cofactor of element a, 3 of A. Note that
the second equality follows from Theorem 1.27. Similarly, we need k£ — 1 row
exchanges and m — 1 column exchanges to convert t(A4|k, m) into a block-
diagonal matrix. More generally,

Definition 1.20: The cofactor cof ;. ,,(A) of an n x n matrix A is the determi-
nant of the (n — 1) x (n — 1) matrix formed by deleting row k and column m

times (—1)k+m.

Thus, Theorem 1.30 now reads as follows:
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Theorem 1.31: For n x n matrices A, det (A) = Y, _, armcof ;. ,,(4) for k =
1,2,...,n, and also det(A) = Zzzl ak,mcofk,m(A)for m=1,2,...,n.

1.14. Inverse of a Matrix in Terms of Cofactors

Theorem 1.31 now enables us to write the inverse of a matrix 4 in terms of
cofactors and the determinant as follows. Define

Definition 1.20: The matrix

cof | ((A) ... cof, (4)
Aadjoint = : : : (157)

cof  o(A) ... cofyn(A)

is called the adjoint matrix of A.

Note that the adjoint matrix is the transpose of the matrix of cofactors
with typical (i, j)’s element cof; ;(A4). Next, observe from Theorem 1.31 that
det(A) = Y y_; a;kcof; (A) is just the diagonal element i of 4 - Aygjoint- More-
over, suppose that row j of A4 is replaced by row 7, and call this matrix B. This
has no effect on cof; x(4), but Y} _, a; xcof; x(4) = Y j_, ai xcof; x(B) is now
the determinant of B. Because the rows of B are linear dependent, det(B) = 0.
Thus, we have

S aixcof; 1 (A) = det(4) ifi = j,
=0 ifi #

hence,
Theorem 1.32: Ifdet(A) # 0, then A~ = mAadjoim.

Note that the cofactors cof; 1 (4) do not depend on g; ;. It follows therefore
from Theorem 1.31 that

9 det(4
D _ ot (). (158)
3al-,j

Using the well-known fact that d In(x)/dx = 1/x, we find now from Theorem
1.32 and (1.58) that

Theorem 1.33: [fdet(A) > 0 then

ln [det (4)] 3l [det (4)]
day T day, 1
dln [det (A)] def- ’ :
[4/1()] &4 : . : =4"" (1.59)
9 3l [det (4)] 3 [det (4)]

0a) T 0ayp
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Note that (1.59) generalizes the formula d In(x)/dx = 1/x to matrices. This re-
sult will be useful in deriving the maximum likelihood estimator of the variance
matrix of the multivariate normal distribution.

I.15. Eigenvalues and Eigenvectors

L.15.1. Eigenvalues

Eigenvalues and eigenvectors play a key role in modern econometrics — in par-
ticular in cointegration analysis. These econometric applications are confined
to eigenvalues and eigenvectors of symmetric matrices, that is, square matrices
A for which 4 = AT. Therefore, I will mainly focus on the symmetric case.

Definition 1.21: The eigenvalues'! of an n x n matrix A are the solutions for
A of the equation det(A — L1,) = 0.

It follows from Theorem 1.29 that det(4) = > +a, ;, a2, - - - @n.i,, Where the
summation is over all permutations iy, i3, ..., i, of 1,2, ..., n. Therefore, if we
replace 4 by A — A1, itis not hard to verify that det(4 — A1,) is a polynomial of
orderninA,det(4 — AL,) =Y j_, cx A, where the coefficients ¢y are functions
of the elements of A4.

For example, in the 2 x 2 case

a a
g4 = P11 1,2
a1 a2

we have

det(A—)\]z):det[<“l~‘ k@ )}

az, ap — A
= (a1 — A)az2 — X)) —aiaz1
=A% —(a11 + a2)A +ai a2 — a1 2021,

which has two roots, that is, the solutions of A2 — (a11+a)h+ar a2 —
aypaz = 0:

aiy +axn + /(a1 — axp)? +4aisaz,

A = 5 )
hy = aiy +axn — /(a1 — ) +4aira ‘
2
There are three cases to be distinguished. If (a;,; — az,z)2 +4a; a5, > 0, then

11 Eigenvalues are also called characteristic roots. The name “eigen” comes from the German
adjective eigen, which means “inherent,” or “characteristic.”
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A1 and A, are different and real valued. If (a;; — a2,2)2 +4aj a1 = 0, then
A1 = Xy and they are real valued. However, if (a;; — az,z)z +4a; a1 <0,
then A and A, are different but complex valued:

_ataotic V(a1 — a22)* — 4ay 2az

A= ,
2

ar1+ayy —i-/—(ar1 — ax2)? —4daiqas )

Ay = > ,

where i = +/—1. Inthis case | and A, are complex conjugate: A, = A;.'> Thus,
eigenvalues can be complex valued!
Note that if the matrix 4 involved is symmetric (i.e., a; » = az,1), then

ag+axy+ \/(01,1 — az2)? +4ai

)\‘ - b
! 2

arq +azy — \/(al,l —az2)? +4ai,

Ay = 2 ,

and thus in the symmetric 2 x 2 case the eigenvalues are always real valued. It
will be shown in Section I.15.3 that this is true for all symmetric n x n matrices.

L.15.2. Eigenvectors

By Definition 1.21 it follows that if A is an eigenvalue of an #n x n matrix 4,
then 4 — A1, is a singular matrix (possibly complex valued!). Suppose first that
A is real valued. Because the rows of 4 — A1, are linear dependent there exists
a vector x € R” such that (4 — A[,)x = 0 (€ R"); hence, Ax = Ax. Such a
vector x is called an eigenvector of A corresponding to the eigenvalue A. Thus,
in the real eigenvalue case:

Definition 1.22: An eigenvector'® of an n x n matrix A corresponding to an
eigenvalue A is a vector x such that Ax = ,x.

However, this definition also applies to the complex eigenvalue case, but then
the eigenvector x has complex-valued components: x € C". To show the latter,
consider the case that A is complex valued: A =a +i-8, o, 8 € R, 8 #0.
Then

A=, =A—al, —i-BlI,

12 Recall that the complex conjugate of x =a +i-b, a,hb € R, is ¥ =a —i - b. See Ap-
pendix III.
13 Eigenvectors are also called characteristic vectors.
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is complex valued with linear-dependent rows in the following sense. There
existsavectorx = a + i - bwitha, b € R” andlength'* ||x|| = vaTa + bTh >
0 such that

(A—al,—i-BL)a+i-b)
=[(4—al)a+ pbl+i-[(4—al,)b— pa] = 0(c R").

Consequently, (4 — al,)a + Bb = 0and (4 — al,)b — Ba = 0, thus,

A—al, B1, ay (0 2
(e o (@)= (0) e 1o
Therefore, in order for the length of x to be positive, the matrix in (1.60) has to
be singular; then (}) can be chosen from the null space of this matrix.

1.15.3. Eigenvalues and Eigenvectors of Symmetric Matrices

On the basis of (1.60) it is easy to show that, in the case of a symmetric matrix
A,B=0and b =0:

Theorem 1.34: The eigenvalues of a symmetric n X n matrix A are all real
valued, and the corresponding eigenvectors are contained in R".

Proof: First, note that (I1.60) implies that, for arbitrary £ € R,

o— (b (Ao BL \(a
~ \éa -BlL, A—al,)\b
= £a"Ab+b"da — ab"a — Eaa"b + BbTb — EBa"a.

Next observe that bTa = aTh and by symmetry, bT da = (bT4a)" = a"4"h =
a' Ab, where the first equality follows because bT Aa isascalar (or 1 x 1 matrix).
Then we have for arbitrary £ € R,

(€ +1adb — a(E + Da'b+ BB — Ea'a) = 0. (1.61)

If we choose & = —1 in (1.61), then B(bTh +aTa) = B - ||x||*> = 0; conse-
quently, 8 = 0 and thus A = o € R. It is now easy to see that » no longer
matters, and we may therefore choose b = 0. Q.E.D.

There is more to say about the eigenvectors of symmetric matrices, namely,

14 Recall (see Appendix IIT) that the length (or norm) of a complex number x =
a+i-b, a,belR, isdefined as |x| = \/(a+i-b) (a —i-b)=+/a*+ b2 Similarly,
in the vector case x =a +i-b, a,b e R", the length of x is defined as |x| =
Va+i-b)(a—i-b)=+~aTa+bTb.
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Theorem 1.35: The eigenvectors of a symmetric n X n matrix A can be chosen
orthonormal.

Proof: First assume that all the eigenvalues A1, A,, ..., A, of 4 are different.
Letxy, x3, ..., x, be the corresponding eigenvectors. Then fori # j, xiTAx_, =
AjxTx;and ijAx,- = hix[x;;hence, (A; — A;)x[x; = 0because, by symmetry,

T _ (T T T,T,. _ T
X; ij—(xi ij) —xjA xi—xiji.

Because A; # A, it follows now that x/x; = 0. Upon normalizing the eigen-
vectors as ¢; = ||x; ]| ~'x;, we obtain the result.

The case in which two or more eigenvalues are equal requires a com-
pletely different proof. First, normalize the eigenvectors as q; = [|lx;[~'x;.
Using the approach in Section 1.10, we can always construct vectors
V2,...,Vn € R" such that g, y>,...,y, is an orthonormal basis of R”".
Then QO =(q1,y2,...,ys) is an orthogonal matrix. The first column of
0740, is 0T Aqy = .07 q1. But by the orthogonality of 01,4701 = ¢{ (41,
VayouesVn) = (qqul, qlTyz, R qlTy,,) =(1,0,0,...,0); hence, the first col-
umn of QT A4Q, is (11,0, 0, ..., 0)T and, by symmetry of QT 40, the first row
is (A1, 0,0, ...,0). Thus, O] 40, takes the form

T (x0T
QIAQ1_<O An—l .

Next, observe that

det (Q1A4Q; — Al,) = det (Q] 40, — 107 01)
= det[Q](4 — A1) 01]
= det (Q]) det(4 — A1) det(Q))
= det(4 — \1,),
and thus the eigenvalues of QT 4Q; are the same as the eigenvalues of 4;
consequently, the eigenvalues of 4,_; are Ay, ..., A,. Applying the preceding

argument to 4,_;, we obtain an orthogonal (n — 1) x (n — 1) matrix Q3 such
that

*T * )\2 OT
Q2 An71Q2 - (0 An—z .
Hence, letting

1 0F
QF(O Qﬁ)’

which is an orthogonal n x n matrix, we can write

010140,0:= (5,0 ).
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where Aj is a diagonal matrix with diagonal elements A; and X,. Repeating this
procedure n — 3 more times yields

0y...00140,0:...0, = A,

where A, is the diagonal matrix with diagonal elements A1, Az, ..., A,.

Note that Q = 010> ... O,, is an orthogonal matrix itself, and it is now
easy to verify that the columns of Q are the eigenvectors of 4. Q.E.D.

In view of this proof, we can now restate Theorem 1.35 as follows:

Theorem 1.36: A symmetric matrix A can be written as A = QAQ", where
A is a diagonal matrix with the eigenvalues of A on the diagonal and Q is the
orthogonal matrix with the corresponding eigenvectors as columns.

This theorem yields several useful corollaries. The first one is trivial:

Theorem 1.37: The determinant of a symmetric matrix is the product of its
eigenvalues.

The next corollary concerns idempotent matrices (see Definition 1.12):

Theorem 1.38: The eigenvalues of a symmetric idempotent matrix are either
0 or 1. Consequently, the only nonsingular symmetric idempotent matrix is the
unit matrix 1.

Proof: Let the matrix 4 in Theorem 1.36 be idempotent: 4 - A = A. Then,
A=0A0"=4-4=0A0TOAQT = QA?QT; hence, A = A’. Because
A is diagonal, each diagonal element A ; satisfies . ; = A ;hence, 1;(1 —A;) =
0. Moreover, if 4 is nonsingular and 1dempotent then none of the elgenvalues

can be zero; hence, they are all equal to 1: A = 1. Then 4 = QIQT = 4 =

00" =1. QED.

1.16. Positive Definite and Semidefinite Matrices

Another set of corollaries of Theorem 1.36 concern positive (semi)definite ma-
trices. Most of the symmetric matrices we will encounter in econometrics are
positive (semi)definite or negative (semi)definite. Therefore, the following re-
sults are of the utmost importance to econometrics.

Definition 1.23: An n x n matrix A is called positive definite if, for arbitrary
vectors x € R" unequal to the zero vector, xT Ax > 0, and it is called positive
semidefinite if for such vectors x, xT Ax > 0. Moreover, A is called negative
(semi)definite if —A is positive (semi)definite.
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Note that symmetry is not required for positive (semi)definiteness. However,
xT Ax can always be written as

1 1
xTAx = xT(EA + EAT)x = xTASx, (1.62)

for example, where A4, is symmetric; thus, A is positive or negative
(semi)definite if and only if A, is positive or negative (semi)definite.

Theorem 1.39: 4 symmetric matrix is positive (semi)definite if and only if all
its eigenvalues are positive (nonnegative).

Proof: This result follows easily from xTAx =xTQAQTx = yTAy =
> *jy7, where y = O"x with components y;. Q.E.D.

On the basis of Theorem 1.39, we can now define arbitrary powers of positive
definite matrices:

Definition 1.24: [f A is a symmetric positive (semi)definite n X n matrix, then
for a € R [a > 0] the matrix A to the power o is defined by A* = QA*Q7,
where A® is a diagonal matrix with diagonal elements the eigenvalues of A to
the power o : A* = diag(A{, ..., A%) and Q is the orthogonal matrix of corre-
sponding eigenvectors.

The following theorem is related to Theorem 1.8.

Theorem 1.40: [f A is symmetric and positive semidefinite, then the Gaussian
elimination can be conducted without need for row exchanges. Consequently,
there exists a lower-triangular matrix L with diagonal elements all equal to 1
and a diagonal matrix D such that A = LDLT,

Proof* First note that by Definition 1.24 with o = 1/2, 4'/? is symmetric
and (4'?)TAY? = 412412 = A. Second, recall that, according to Theorem
1.17 there exists an orthogonal matrix Q and an upper-triangular matrix U such
that 4'/2 = QU; hence, 4 = (4'/?)T4Y2 = UTQTQU = UTU. The matrix
U7 is lower triangular and can be written as UT = LD,, where D, is a diagonal
matrix and L is a lower-triangular matrix with diagonal elements all equal to 1.
Thus, 4 = LD, D,L" = LDL", where D = D, D,. Q.E.D.

L.17. Generalized Eigenvalues and Eigenvectors

The concepts of generalized eigenvalues and eigenvectors play a key role in
cointegration analysis. Cointegration analysis is an advanced econometric time
series topic and will therefore not likely be covered in an introductory Ph.D.-
level econometrics course for which this review of linear algebra is intended.
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Nevertheless, to conclude this review I will briefly discuss what generalized
eigenvalues and eigenvectors are and how they relate to the standard case.

Given two n x n matrices 4 and B, the generalized eigenvalue problem is to
find the values of A for which

det(4 — AB) = 0. (L63)

Given a solution A, which is called the generalized eigenvalue of A relative to
B, the corresponding generalized eigenvector (relative to B) is a vector x in R”
such that 4x = ABx.

However, if B is singular, then the generalized eigenvalue problem may not
have n solutions as in the standard case and may even have no solution at all.
To demonstrate this, consider the 2 x 2 case:

ajp ain bl 1 bl 2
A= (41 @) g (DL D12
(az,l az,z) (bz,l bz,z)

— — a1 — )‘«bl,l ayy — )"bl,Z
det(4 — AB) = det |:<a2,1 by ava— )Lb2,2>:|

= (a1,1 — Ab11)(a22 — Ab22)
—(a12 —Ab12)(az2,1 — Aby 1)

=ay a2 — a12a2,1
+(a2,1b12 — az2b1,1 — a1,1b22 + by 1a12)A
+ (biabas — baibi o)A’

Then,

If B is singular, then b; 1522 — by,1b1 2 = 0, and thus the quadratic term van-
ishes. But the situation can even be worse! It is also possible that the coefficient
of A vanishes, whereas the constant term a; a2 2 — a1 24,1 remains nonzero.
In that case the generalized eigenvalues do not exist at all. This is, for example,
the case if

() ()

det(4 — AB) = det [(1__;\ _l_f A)}

=—(1=M(1+1-2=-1,

Then

and thus the generalized eigenvalue problem involved has no solution.
Therefore, in general we need to require that the matrix B be nonsingular.

In that case the solutions of (1.63) are the same as the solutions of the standard

eigenvalue problems det(4B~! — A7) = 0 and det(B~'4 — A1) = 0.
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The generalized eigenvalue problems we will encounter in advanced econo-
metrics always involve a pair of symmetric matrices 4 and B with B positive
definite. Then the solutions of (1.63) are the same as the solutions of the sym-
metric, standard eigenvalue problem

det(B~'24B'2 — 1) = 0. (1.64)

The generalized eigenvectors relative to B corresponding to the solutions of

(I.63) can be derived from the eigenvectors corresponding to the solutions of
(1.64):

B7'2AB™V2x = ax = ABY?B72x = A(B~?x)
= AB(B~%x). (1.65)

Thus, if x is an eigenvector corresponding to a solution A of (1.64), then
y = B~!/2x is the generalized eigenvector relative to B corresponding to the
generalized eigenvalue A.

Finally, note that generalized eigenvectors are in general not orthogonal even
if the two matrices involved are symmetric. However, in the latter case the gen-
eralized eigenvectors are “orthogonal with respect to the matrix B” in the sense
that, for different generalized eigenvectors y; and y,, y{ By, = 0. This follows
straightforwardly from the link y = B~!/2x between generalized eigenvectors
y and standard eigenvectors x.

1.18. Exercises

1. Consider the matrix

2 1 1
A=|14 -6 0
-2 7 2

(a) Conduct the Gaussian elimination by finding a sequence E; of elementary
matrices such that (EyEyx_; ... E, - E1) A = U = upper triangular.

(b) Then show that, by undoing the elementary operations £; involved, one
gets the LU decomposition 4 = LU with L a lower-triangular matrix with
all diagonal elements equal to 1.

(c) Finally, find the LDU factorization.

2. Find the 3 x 3 permutation matrix that swaps rows 1 and 3 of a 3 x 3 matrix.
3. Let

I v 0 0
0 vy 00
A =
0 vs 1 0]’
0 V4 0 1

where v, # 0.
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(a) Factorize 4 into LU.
(b) Find 4~', which has the same form as 4.

Compute the inverse of the matrix

1 2 0
A=12 6 4
0 4 11
by any method.

Consider the matrix

1 2 0 2 1
A=1-1 -2 1 1 01,
1 2 =3 =7 =2

(a) Find the echelon matrix U in the factorization P4 = LU.
(b) What is the rank of 4?

(c) Find a basis for the null space of 4.

(d) Find a basis for the column space of 4.

Find a basis for the following subspaces of R*:
(a) The vectors (x1, X2, X3, x4)T for which x| = 2x4.
(b) Thevectors (x1, Xy, X3, x4)T for which x| + x, 4+ x3 = Oand x3 + x4 = 0.
(c) The subspace spanned by (1, 1,1, )T, (1,2,3,4)T, and (2, 3, 4, 5)".
Let
1 2 0 3 b,
A=10 0 0 O] and b= |b
2 4 0 1 b
(a) Under what conditions on b does Ax = b have a solution?
(b) Find a basis for the nullspace of 4.
(c) Find the general solution of 4x = b when a solution exists.

(d) Find a basis for the column space of 4.
(e) What is the rank of AT?

Apply the Gram—Smidt process to the vectors

0 0 1
a=10 s b=1|1 s c=11
1 1 1

and write the result in the form 4 = QU, where Q is an orthogonal matrix and
U is upper triangular.

. With a, b, and ¢ as in problem 8, find the projection of ¢ on the space spanned

by a and b.

Find the determinant of the matrix 4 in problem 1.
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11.

12.

13.

14.
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Consider the matrix

A=(_11 ‘;).

For which values of a has this matrix

(a) two different real-valued eigenvalues?
(b) two complex-valued eigenvalues?

(c) two equal real-valued eigenvalues?
(d) at least one zero eigenvalue?

For the case a = —4, find the eigenvectors of the matrix 4 in problem 11 and
standardize them to unit length.

Let A be a matrix with eigenvalues 0 and 1 and corresponding eigenvectors (1,
2)Tand (2, —1)T.

(a) How can you tell in advance that 4 is symmetric?

(b) What is the determinant of 4?

(c) Whatis A4?

The trace of a square matrix is the sum of the diagonal elements. Let 4 be a
positive definite £ x &k matrix. Prove that the maximum eigenvalue of 4 can be
found as the limit of the ratio trace(4")/trace(4" ') for n — oo.



Appendix II — Miscellaneous Mathematics

This appendix reviews various mathematical concepts, topics, and related re-
sults that are used throughout the main text.

I1.1. Sets and Set Operations

II.1.1. General Set Operations

The union 4 U B of two sets A and B is the set of elements that belong to either
A or B or to both. Thus, if we denote “belongs to” or “is an element of ” by the
symbol €, x € 4 U B implies that x € 4 or x € B, or in both, and vice versa.
A finite union Uj_; 4; of sets 4y, ..., A, is the set having the property that
foreachx € U;’:l A there exists anindex i, 1 < i < n, for which x € 4;, and
vice versa: If x € 4; forsomeindexi, 1 <i <n,thenx € szl A;. Similarly,
the countable union Uj‘;l A of an infinite sequence of sets 4;, j = 1,2, 3, ...
is a set with the property that for each x € U2, 4; there exists a finite index
i > 1 for which x € 4;, and vice versa: If x € 4; for some finite index i > 1,
thenx € U2, 4.

The intersection 4 N B of two sets 4 and B is the set of elements that belong
toboth 4 and B. Thus,x € 4 N Bimpliesthatx € 4andx € B, and vice versa.

The finite intersection ﬂ;’-zl Aj of sets 4y, ..., 4, is the set with the property
that, if x € m’;zl Aj,thenforalli =1,...,n,x € 4; and vice versa: If x € 4;
forall i =1,...,n, then x € ﬂ;’:l A;. Similarly, the countable intersection

M%) A, ofaninfinite sequenceof sets 4;, j = 1, 2, ... . isaset with the property
that, if x € ﬂ;’-ozl Aj,thenforallindicesi > 1, x € 4;, and vice versa: Ifx € 4;
for all indices i > 1, thenx € N%Z; 4.

A set A is a subset of a set B, denoted by A C B, if all the elements of 4 are
contained in B. If A C B and B C A, then 4 = B.

The difference 4\B (also denoted by 4 — B) of sets 4 and B is the set of
elements of 4 that are not contained in B. The symmetric difference of two sets

A and B is denoted and defined by AAB = (4/B) U (B/A).
283
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If 4 C B, then the set A = B/ A (also denoted by ~ A) is called the com-
plement of 4 wi~th respectto B.If 4; fpr j=1,2,3,...aresubsets of B, then
~U;4; =N;A; and ~N; A; = U; A; for finite as well as countable infinite
unions and intersections.

Sets A and B are disjoint if they do not have elements in common: A N B = {4,
where (J denotes the empty set, that is, a set without elements. Note that 4 U J =
Aand A NY = @. Thus, the empty set ¥ is a subset of any set, including @ itself.
Consequently, the empty set is disjoint with any other set, including @ itself. In
general, a finite or countable infinite sequence of sets is disjoint if their finite
or countable intersection is the empty set .

For every sequence of sets 4;, j =1,2,3,..., there exists a sequence
Bj,j=1,2,3,...of disjoint sets such that foreach j, B; C 4;,andU;4; =
U; B;. In particular, let By = 4 and B, = 4, \Uj’;% Ajforn=2,3,4,....

The order in which unions are taken does not matter, and the same applies
to intersections. However, if you take unions and intersections sequentially,
it matters what is done first. For example, (AU B)NC =(4ANC)U(BNC),
which is in general different from 4 U (B N C) exceptif 4 C C. Similarly, (4 N
BYUC =(4UC)N(BUC), which is in general different from 4 N (B U C)
exceptif 4 C B.

I1.1.2. Sets in Euclidean Spaces

An open e-neighborhood of a point x in a Euclidean space R is a set of the
form

Ne(x) = {y € R*:|ly — x|l < &}, & > 0,
and a closed e-neighborhood is a set of the form
Ne@)={y eR":lly —xl < e}.e > 0.

A set A4 is considered open if for every x € A there exists a small open
e-neighborhood N,(x) contained in A. In shorthand notation: Vx € 4 3¢ >
0: Ne(x) C A, whereV stands for “for all”” and 3 stands for “there exists.” Note
that the &’s may be different for different x.

A point x is called a point of closure of a subset A of R¥ if every open &-
neighborhood N, (x) contains a point in 4 as well as a point in the complement
A of A. Note that points of closure may not exist, and if one exists it may not
be contained in 4. For example, the Euclidean space R¥ itself has no points of
closure because its complement is empty. Moreover, the interval (0,1) has two
points of closure, 0 and 1, both not included in (0,1). The boundary of a set A4,
denoted by 04, is the set of points of closure of 4. Again, d 4 may be empty.
A set A4 is closed if it contains all its points of closure provided they exist. In
other words, 4 is closed if and only if 94 # ) and 94 C A. Similarly, a set 4
is open if either 4 = ¥ or 94 C A. The closure of a set A, denoted by A4, is
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the union of 4 and its boundary d4: A = A U 3 A. The set A\d 4 is the interior
of 4.

Finally, if for each pair x, y of points in a set 4 and an arbitrary A € [0, 1]
the convex combination z = Ax + (1 — A)y is also a point in 4, then the set 4
is called convex.

I1.2. Supremum and Infimum

The supremum of a sequence of real numbers, or a real function, is akin to
the notion of a maximum value. In the latter case the maximum value is taken
at some element of the sequence, or in the function case some value of the
argument. Take for example the sequence a, = (—1)"/nforn = 1,2, ..., that
is,a; =—1,a,=1/2,a3 = —1/3,a4 = 1/4, ... .Then clearly the maximum
value is 1/2, which is taken by a,. The latter is what distinguishes a maximum
from a supremum. For example, the sequencea, =1 — 1/nforn =1,2,...1s
bounded by 1: a, < 1 forall indices » > 1, and the upper bound 1 is the lowest
possible upper bound; however, a finite index » for which a, = 1 does not
exist. More formally, the (finite) supremum of a sequence a,(n = 1,2, 3,...)
is a number b denoted by sup,,..; a, such that a, < b for all indices n > 1, and
for every arbitrary small positive number ¢ there exists a finite index n such
that a, > b — ¢. Clearly, this definition fits a maximum as well: a maximum is
a supremum, but a supremum is not always a maximum.

If the sequence a, is unbounded from above in the sense that for every
arbitrary, large real number M there exists an index » >1 for which a, > M,
then we say that the supremum is infinite: sup,..; a, = oo.

The notion of a supremum also applies to functions. For example, the function
f(x) = exp(—x?) takes its maximum 1 at x = 0, but the function f(x) =1 —
exp(—x?) does not have a maximum; it has supremum 1 because f(x) < 1 for
all x, but there does not exist a finite x for which f(x) = 1. As another example,
let f(x) = x ontheinterval [a, b]. Then b is the maximum of f(x) on [a, b], but
b is only the supremum f'(x) on [a, b) because b is not contained in [a, b). More
generally, the finite supremum of a real function f(x) on a set 4, denoted by
sup,. 4 f(x), is areal number b such that f(x) < b forall x in 4, and for every
arbitrary, small positive number ¢ there exists an x in 4 suchthat f(x) > b — e.
If f(x) = b for some x in A4, then the supremum coincides with the maximum.
Moreover, the supremum involved is infinite, sup, ., f(x) = oo, if for every
arbitrary large real number M there exists an x in 4 for which f(x) > M.

The minimum versus infimum cases are similar:

in{;an = —sup(—a,) and inficy f(x) = SupxeA(_f(X))'
nz n>1

The concepts of supremum and infimum apply to any collection {c,, & €
A} of real numbers, where the index set A may be uncountable, for we may
interpret ¢, as a real function on the index set 4 — for instance, ¢, = f().
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I1.3. Limsup and Liminf

Let a,(n = 1,2, ...) be a sequence of real numbers, and define the sequence
b, as

bn = Sup a, . (Hl)

m>n

Then b, is a nonincreasing sequence: b, > b, because, if a, is greater than
the smallest upper bound of @, 1, a2, ay+3, - .., then a, is the maximum of
Ap, Anil, Anio, Auys, .. .5 hence, b, = a, > b,41 and, if not, then p,, = b,y .
Nonincreasing sequences always have a limit, although the limit may be —oo.
The limit of b, in (II.1) is called the limsup of a,:

limsup a, < lim (sup am> . (I1.2)
n

n—00 00 \m>n

Note that because b, is nonincreasing, the limit of b, is equal to the infimum
of b,. Therefore, the limsup of a, may also be defined as

limsup a, 4 inf <sup am> . (I1.3)
n

n—00 z1 \m=>n

Note that the limsup may be 400 or —oo, for example, in the cases a, = n and
a, = —n, respectively.
Similarly, the liminf of a, is defined by

n— 00 n—>00 \ m>n

liminfa, < lim < inf am> (1L4)
or equivalently by

liminfa, < sup (inf am> . (IL5)

>
n— 00 nZl m=n

Again, it is possible that the liminf is +o00 or —oo.

Note that liminf, . a, < limsup,_, ., a, because inf,-, a, < sup,-, an
for all indices n > 1, and therefore the inequality must hold for the limits
as well.
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Theorem I1.1:

(a) If liminf,_ . a, = limsup,_, ., a,, then lim,_. a, = limsup a,, and if
n—o0
liminf,_, . a, < limsup,_, ., a,, then the limit of a, does not exist.
(b) Every sequence a, contains a subsequence a,, such that limj_,» a,, =
limsup,_, ., a,, and a, also contains a subsequence a,, such that
liMy— o0 Qn,, = liminf a

n—oo0 “'n:

Proof: The proof of (a) follows straightforwardly from (I1.2), (I1.4), and the
definition of a limit. The construction of the subsequence a,, in part (b) can be
done recursively as follows. Let b = limsup,_, ., @, < 00. Choose n; = 1, and
suppose that we have already constructed a,, for j =1, ..., k > 1. Then there
exists an index nyy; > ny such thata,,,, > b — 1/(k + 1) because, otherwise,
am <b—1/(k+1) for all m > n;, which would imply that limsup,_, ., a, <
b — 1/(k + 1). Repeating this construction yields a subsequence a,, such that,
from large enough k onwards, b — 1/k < a,, < b.Ifweletk — oo, the limsup
case of part (b) follows. If limsup, _, ., @, = oo, then, for each index n; we can
find an index nyy > nyg suchthata,,,, > k 4 1; hence, limy_, o @,, = 0o. The
subsequence in the case limsup,,_, ., @, = —oo and in the liminf case can be
constructed similarly. Q.E.D.

The concept of a supremum can be generalized to sets. In particular, the
countable union U%Z, 4, may be interpreted as the supremum of the sequence
of sets 4, that is, the smallest set containing all the sets 4 ;. Similarly, we may
interpret the countable intersection N7, A; as the infimum of the sets 4, that
is, the largest set contained in each of the sets 4;. Now let B, = U;?‘;n A; for
n=1,2,3,.... This is a nonincreasing sequence of sets: B, C B,; hence,
ﬂj»:l B, = B,.Thelimit of this sequence of sets is the limsup of 4,, forn — oo,

that is, as in (I1.3) we have
limsup A4, S ( U Aj> .
n—00 n=1 \j=n

Next, let C, = ﬂj‘;n Ajforn =1,2,3,.... This is a nondecreasing sequence
of sets: C,, C C,1; hence, U7-=1 Cy = Cp. The limit of this sequence of sets is
the liminf of 4, for n — o0, that is, as in (II.5) we have

n—00 n

liminf 4, < U (‘F? A,-).
=t \yj=n -

I1.4. Continuity of Concave and Convex Functions

A real function ¢ on a subset of a Euclidean space is convex if, for each pair
of points a, b and every A € [0, 1], ¢(Aa + (1 — 1)b) > rep(a) + (1 — L)p(d).
For example, ¢(x) = x? is a convex function on the real line, and so is ¢(x) =
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exp(x). Similarly, ¢ is concave if, for each pair of points a, b and every A €
[0, 1], (ha + (1 — 1)) < Ap(@) + (1 — L)g(b).

I will prove the continuity of convex and concave functions by contradiction.
Suppose that ¢ is convex but not continuous in a point a. Then

plat) = lblf? @(b) # ¢(a) (IL.6)
or
pla—) = 1;,‘{“ @(b) # ¢(a), L.7)
or both. In the case of (II.6) we have
pla+) = %;Ifil p(a+0.5(b —a)) = lbiinal(p(O.Sa + 0.5b)
< 0.5¢(a)+ 0.5 1[)13]1 @(b) = 0.5¢(a) + 0.5¢(a+);

hence, p(a+) < ¢(a), and therefore by (I1.6), ¢(a+) < ¢(a). Similarly, if (I1.7)
is true, then ¢(a—) < @(a). Now let § > 0. By the convexity of ¢, it follows
that

p(a) = ¢(0.5(a — 8) + 0.5(a + 5)) < 0.5¢(a — §) + 0.5¢(a + 9),

and consequently, letting § | 0 and using the fact that p(a+) < ¢(a), or
p(a—) < ¢(a), or both, we have ¢(a) < 0.5¢(a—) + 0.5¢(a+) < ¢(a). Be-
cause this result is impossible, it follows that (I11.6) and (I1.7) are impossible;
hence, ¢ is continuous.

If ¢ is concave, then —¢ is convex and thus continuous; hence, concave
functions are continuous.

II.5. Compactness

An (open) covering of a subset ® of a Euclidean space R is a collection of
(open) subsets U(c), o € A, of R¥, where A4 is a possibly uncountable index set
such that ® C U, U(). A set is described as compact if every open covering
has a finite subcovering; that is, if U(«), @ € A is an open covering of ® and ®
is compact, then there exists a finite subset B of 4 such that ® C U,cp U(w).

The notion of compactness extends to more general spaces than only Eu-
clidean spaces. However,

Theorem I1.2: Closed and bounded subsets of Euclidean spaces are compact.
Proof: 1will prove the result for sets ® in R only. First note that boundedness

is a necessary condition for compactness because a compact set can always be
covered by a finite number of bounded open sets.
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Next let ® be a closed and bounded subset of the real line. By boundedness,
there exist points a and b such that ® is contained in [, b]. Because every open
covering of ® can be extended to an open covering of [a, b], we may without
loss of generality assume that ® = [a, b]. For notational convenience, let ® =
[0, 1]. There always exists an open covering of [0, 1] because, for arbitrary
e>0,[0,1] C Up<x<1(x —&,x +¢). Let U(x), ® € 4, be an open covering
of [0, 1]. Without loss of generality we may assume that each of the open sets
U(w) takes the form (a(w), b(r)). Moreover, if for two different indices o and
B, a(a) = a(P), then either (a(x), b(«)) C (a(B), b(B)), so that (a(x), b(x)) is
superfluous, or (a(w), b(«)) D (a(B), b(B)), so that (a(B), b(B)) is superfluous.
Thus, without loss of generality we may assume that the a(«)’s are all distinct
and can be arranged in increasing order. Consequently, we may assume that the
index set 4 is the set of the a(«)’s themselves, that is, U(a) = (a, b(a)), a € 4,
where A is a subset of R such that [0, 1] C U,c4(a, b(a)). Furthermore, if
a; < ay, then b(a;) < b(ay), for otherwise (a;, b(ay)) is superfluous. Now let
0 € (ay, b(ay)), and define forn =2, 3,4, ...,a, = (a,_1 + b(a,—1))/2. Then
[0, 1] € US2, (an, b(ay)). This implies that 1 € U2 | (a,, b(a,)); hence, there
exists an » such that 1 € (a,, b(a,)). Consequently, [0, 1] C U’}zl(aj, b(a;)).
Thus, [0, 1] is compact. This argument extends to arbitrary closed and bounded
subsets of a Euclidean space. Q.E.D.

A limit point of a sequence x,, of real numbers is a point x, such that for every
& > 0 there exists an index »n for which | x, —x, | < . Consequently, a limit
point is a limit along a subsequence. Sequences x, confined to an interval [a, b]
always have at least one limit point, and these limit points are contained in [a, b]
because limsup,,_, ., X, and liminf,_, x, are limit points contained in [a, b]
and any other limit point must lie between liminf,_,  x, and limsup,_, ., X,.
This property carries over to general compact sets:

Theorem IL.3: Every infinite sequence 6,, of points in a compact set ® has at
least one limit point, and all the limit points are contained in ©.

Proof: Let ® be a compact subset of a Euclidean space and let O, k =
1,2, ... be a decreasing sequence of compact subsets of ® each containing
infinitely many 6, ’s to be constructed as follows. Let @y = ® and & > 0. There
exist a finite number of points ¢; ;, j = 1,..., m; such that, with Ux(9*) =
{0:16 — 6% < 27%}, ®; is contained in U?Ll Uk(Q;j) Then at least one of
these open sets contains infinitely many points 6,, say Ux(6; ;). Next, let

Okl = 1{0:110 — 67 <27" 1 N6,

which is compact and contains infinitely many points §,. Repeating this con-
struction, we can easily verify that N2 ) @y is a singleton and that this singleton
is a limit point contained in ®. Finally, if a limit point 8 is located outside ®,
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then, for some large &, Ux(6*) N ® = @, which contradicts the requirement that
Ur(6*) contain infinitely many 6,’s. Q.E.D.

Theorem 11.4: Let 0, be a sequence of points in a compact set ®. If all the
limit points of 0, are the same, then lim,,_, »,0, exists and is a point in ©.

Proof: Letg, € © be the common limit point. If the limit does not exist, then
there exists a § > 0 and an infinite subsequence ¢,, such that | §,, —6.| > § for
all k. But 6, also has limit point ¢, and thus there exists a further subsequence
On,omy that converges to .. Therefore, the theorem follows by contradiction.
Q.E.D.

Theorem I1.5: For a continuous function g on a compact set ©, supy.q g(0) =
maxpee g(0) andinf y.q 8(0) = mingece g(0). Consequently, argmax,.q g(0) €
® and argmin, g g(0) € 6.

Proof: 1t follows from the definition of supy.q g(@) that for each & > 1
there exists a point g; € ® such that g(g;) > sup,.q () — 27%; hence,
limy_, o g(6k) = supyce g(0). Because © is compact, the sequence g has a
limit point g, € ® (see Theorem II.3); hence, by the continuity of g, g(6,) =
SUPy. 8(0). Consequently, sup, o g(0) = maxgeo g(0) = g(0.). Q.E.D.

Theorem I1.6: Let g be a continuous function on a compact set ®, and
let §y = argming g g(0) be unique. Then there exists a & >0 such
that for all §€(0,9), inf gco:jo—g, 128 £O) > g(6o). Similarly, if 6y =
argmaxg g g(0) is unique, then there exists a § > 0 such that for all § €
(0,6), supgce. -6 =5 () < &(6o)-

Proof: It follows from Theorem IL5 that gy = argmin, g g(f) € ©. Let
s ={0 € ®:]0 — 6| =5} for § > 0. If ®s is nonempty, then it is com-
pact. To see this, let {®, @ € A} be an open covering of @5 : Os C Ugpes Oq,
andlet ©@, ={0:110 — 6y || < &}. Then ® C O, U (Uye g ©), and thus by the
compactness of © there exists a finite subcovering © C U_; ©;. Without loss
of generality we may assume that ®, = ®, and thus that ®5 C U;fzo ©®;; hence,
©s is compact. Then by Theorem IL5, 95 = argming o, g(0) € ©s C ©. Be-
cause @ is unique we have g(6y) < g(0s). The argmax case follows by a similar
argument. Q.E.D.

I1.6. Uniform Continuity

A function g on R¥ is called uniformly continuous if for every & > 0 there exists
a § > 0 such that |[g(x) — g(¥)| < e if |x — y|| < §. In particular,
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Theorem IL.7: Ifa function g is continuous on a compact subset ® of R¥, then
it is uniformly continuous on ©.

Proof: Let ¢ > 0 be arbitrary, and observe from the continuity of g that,
for each x in ®, there exists a §(x) > 0 such that |g(x) — g(¥)| < /2 if
lx — yll <238(x). Now let U(x) = {y € RF : ly — x|l < &8(x)}. Then the col-
lection {U(x), x € ®} is an open covering of ®; hence, by compactness of ©®
there exists a finite number of points 9y, . . ., 6, in ® such that ® C U;‘»zl U;).
Next, let § = min;<;<, 6(9;). Each point x € ® belongs to at least one of the
open sets U(9;) :x € U(9;) for some j. Then ||x — 9; || < §(8,) < 28(9;) and
hence |g(x) — g(6;)| < &/2. Moreover, if ||x — y|| < §, then

ly =0l =1y —x+x—=0;l < Illx =yl
+ilx —0; I <84 8(0;) < 28(6));

hence, |g(y) — g(0;)| < ¢/2. Consequently, |g(x) — g(¥)| < Ig(x) — g(0)) +
lg(y) — gl <eiflx —y| <d8. QE.D.

I1.7. Derivatives of Vector and Matrix Functions

Consider a real function f(x)= f(x;,...,x,) on R", where x =
(x1,...,x,)". Recall that the partial derivative of f to a component x; of
x is denoted and defined by

af(x)  Af(x1, ... x,)

8xi E)x,-
def SO o X X 8, Xty e, X)) = (X X1, X X1 e, Xy)
T 50 8 ’
For example, let f(x) = BTx =xTB = Bix; + - - - Bux,. Then
9 (x)/9x1 Bi
=] =R
af (x)/dxn Bn

This result could also have been obtained by treating x T as a scalar and taking the
derivative of f(x) =xTBtoxT:3(xTB)/0xT = B. This motivates the conven-
tion to denote the column vector of a partial derivative of f(x) by df(x)/d xT.
Similarly, if we treat x as a scalar and take the derivative of f(x) = 8Tx to x,
then the result is a row vector: 3(8Tx)/dx = BT. Thus, in general,

9f (x)/8x1 97 at

9/ (X) det. o = ()03, 0 ()0

T

81 (x)/0x,
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If the function H is vector valued, for instance H(x) = (h1(x),...,
hn()T, x € R", then applying the operation d/3dx to each of the components
yields an m x n matrix:

DH(x) det 8h1(3f)/3x 3h1(x.)/8x1 3hl(x')/axn

dhn()/ax ) \ohuG)/axy - Bhn(x)/ox,

Moreover, applying the latter to a column vector of partial derivatives of a real
function f'yields

A N 10

poryexty | PP e e
dx - : B : T oaxoxT’
9% f(x) 9% f (x)
0x,0x] 0x,0x,
for instance.

In the case of an m x n matrix X with columns x;,...,x, € ]Rk,xj =
(X1, v s X, )' and a differentiable function f(X) on the vector space of
k x n matrices, we may interpret X = (x1, ..., x,) as a “row” of column vec-
tors, and thus

0 d
0 o g [

0X o(x1,...,x,)

81 (X)),
Of(X)ox1s - Af(X)/0xma

def.
f(X)0x1, - B (X)/0xm

is an n x m matrix. For the same reason, a/(X)/0XT = (3/(X)/X)'. An

example of such a derivative to a matrix is given by Theorem 1.33 in Appendix I,
which states that if X is a square nonsingular matrix, then d In[det(X)]/dX =
X1

Next, consider the quadratic function f(x) = a + xTh + xTCx, where

X1 b1 Ci1 o Cip
X = : ,b= . ,C= : : WithC,‘J:Cj,i.

Xy bn Cnl " Cun
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Thus, C is a symmetric matrix. Then

d (a + 2 b+ 30 xi"z:j’?i)

af (x)/dxy = ™
0x; 0x;c; ;X
— b oLy J
St 4 33 R
—bk+2ckkxk+zxtczk+zck/xj
j=1
’7“‘ J#k

= b +Zch,jxj,k= 1,....n
=1

hence, stacking these partial derivatives in a column vector yields
af(x)/dxT = b+ 2Cx. (I.8)

If C is not symmetric, we may without loss of generality replace C in the func-
tion f(x) by the symmetric matrix C/2 4+ CT/2 because x Cx = (xTCx)T =
xTCTx, and thus

af(x)/axT =b+ Cx + C'x.

The result (I1.8) for the case b = 0 can be used to give an interesting alternative
interpretation of eigenvalues and eigenvectors of symmetric matrices, namely,
as the solutions of a quadratic optimization problem under quadratic restrictions.
Consider the optimization problem

maxorminx’ Axs-t-x'x =1, (11.9)

where A4 is a symmetric matrix and “max” and “min” include local maxima
and minima and saddle-point solutions. The Lagrange function for solving this
problem is

Lx, &) = xTAx + A(1 —xTx)
with first-order conditions
0L(x, 1)/dxT = 24x — 20x = 0 = Ax = Ax, (I1.10)
aL(x, A)/0r=1—xTx =0= |x| = 1. (IL11)

Condition (II.10) defines the Lagrange multiplier A as the eigenvalue and the
solution for x as the corresponding eigenvector of 4, and (I.11) is the normal-
ization of the eigenvector to unit length. If we combine (I1.10) and (II.11), it
follows that A = xTAx.
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Figure I1.1. The mean value theorem.

I1.8. The Mean Value Theorem

Consider a differentiable real function f(x) displayed as the curved line in
Figure II.1. We can always find a point ¢ in the interval [a, b] such that
the slope of f(x) at x = ¢, which is equal to the derivative f’(c), is the
same as the slope of the straight line connecting the points (a, f(a)) and
(b, f(b)) simply by shifting the latter line parallel to the point where it be-
comes tangent to f(x). The slope of this straight line through the points
(a, f(a)) and (b, f(b)) is (f(b) — f(a))/(b — a). Thus, at x = ¢ we have
1) = (f(b) - f(@)/(b — a), or equivalently, £(b) = f(a)+ (b — a)f(c).
This easy result is called the mean value theorem. Because this point ¢ can
also be expressed as c =a + A(b—a), with 0 <A =(c—a)/(b—a) <1,
we can now state the mean value theorem as follows:

Theorem I1.8(a): Let f(x) be a differentiable real function on an interval
[a, b] with derivative f'(x). For any pair of points x, Xy € [a, b] there exists a
A € [0, 1] such that f(x) = f(x0) + (x — x0) f"(xo +A(x — X0)).

This result carries over to real functions of more than one variable:

Theorem I1.8(b): Let f(x) be a differentiable real function on a convex subset
C of R¥. For any pair of points x, xo € C there exists a % € [0, 1] such that

f(x) = f(xo) + (x = x0)" (/Y1) S () y=vo-26r—x0)-

I1.9. Taylor’s Theorem

The mean value theorem implies that if, for two pointsa < b, f(a) = f(b),then
there exists a point ¢ € [a, b] such that f’(c¢) = 0. This fact is the core of the
proof of Taylor’s theorem:
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Theorem I1.9(a): Let f(x) be an n-times, continuously differentiable real func-
tion on an interval [a, b] with the nth derivative denoted by f"(x). For any
pair of points x, xy € [a, b] there exists a » € [0, 1] such that

£ = f0) + Z &= L.

+(x n! ) S0 +2(x = x0))-

Proof: Leta < x¢g < x < b. We can always write

xo)*

[&) = fxo)+ Z S®(x0) + Ra, (IL12)

where R, is the remainder term. Now leta < x¢ < x < b be fixed, and consider
the function

n—1 k n
= — - S E T gy Rele—u )
800 =S~ f@) = 3 == MO = S

with derivative

¢(w) = —f(u)+2( ) - Z(" P i)

1)'
L+ nR,(x _u)"—l R )—I—Z - (k+1)( )

(x = xo)"

_ nii (x - ”)k f(kJrl)(u) + an()C - M)’Hl

~ K (x —xp)"
G L AR — !
R TES VA e

Then g(x) = g(xp) = 0; hence, there exists a point ¢ € [xg, x] such that
g)=0:

_ G M
0— ( 1)' f ( ) (X—XO)n
Therefore,
R = S ey = BB 0 e — ), (13)
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where ¢ = x9 + A (x — x¢). If we combine (II.12) and (II.13), the theorem
follows. Q.E.D.

Also, Taylor’s theorem carries over to real functions of more than one variable,
but the result involved is awkward to display for » > 2. Therefore, we only state
the second-order Taylor expansion theorem involved:

Theorem I1.9(b): Let f(x) be a twice continuously differentiable real function
on a convex subset & of R". For any pair of points x, xy € E there exists a
A € [0, 1] such that

3
F0) = f0) (= x0)" ( e )
Y=Xo
+ l(x —x0) ”r0) (x — x0). (IL.14)
dydy’ y=x0+A(x—x0)

I1.10. Optimization

Theorem I1.9(b) shows that the function f(x) involved is locally quadratic.
Therefore, the conditions for a maximum or a minimum of f(x) in a point
Xo € E can be derived from (II.14) and the following theorem.

Theorem 11.10: Let C be a symmetric n x n matrix, andlet f(x) = a +x"b +
xTCx, e R", where a is a given scalar and b is a given vector in R". If C is
positive (negative) definite, then f(x) takes a unique minimum (maximum) at
x=-1/2C7"b.

Proof: The first-order condition for a maximum or minimum is
3f(x)/3xT = 0(e R"); hence, x = —1/2C~'b. As to the uniqueness issue and
the question of whether the optimum is a minimum or a maximum, recall that
C = QAQT, where A is the diagonal matrix of the eigenvalues of C and Q is
the corresponding matrix of eigenvectors. Thus, we can write f(x) as f(x) =
a+x" Q0"h +xTQAQ x. Let y=Q"x =(y,...,y,)" and B = QTb =
(Bi..... B)". Then f(Oy) =a+y B+ yTAy=a+3 (B Y+ 7).
The latter is a sum of quadratic functions in one variable that each have a unique
minimum if A; > 0 and a unique maximum if A; < 0. Q.E.D.

It follows now from (II.14) and Theorem II.lO that

Theorem I1.11: The function f(x) in Theorem I1.9(b) takes a local maximum
(minimum) in a point xo € &, that is, xq is contained in an open subset Z
of B such that, for all x € Bo\{xo}, f(x) < f(x0)(f(x) > f(x0)) if and only if
df (x0)/dxI = 0(e R"), and the matrix 3* f(x0)/(d xo d x{) is negative (posi-
tive) definite.
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A practical application of Theorems I1.8(a), I11.9, and II.10 is the Newton
iteration for finding a minimum or a maximum of a function. Suppose that the
function f(x) in Theorem I1.9(b) takes a unique global maximum at x, € E.
Starting from an initial guess x of x,, for k£ > 0 let,

B (amxk))“ <af<xk>>
Xi+1 = Xk — .

Ax0x]) ax;

Thus, the Newton iteration maximizes or minimizes the local quadratic ap-
proximation of f in x;. The iteration is stopped if for some small threshold
>0, | xpp1 —xe |l <e.



Appendix III — A Brief Review
of Complex Analysis

III.1. The Complex Number System

Complex numbers have many applications. The complex number system allows
computations to be conducted that would be impossible to perform in the real
world. In probability and statistics we mainly use complex numbers in dealing
with characteristic functions, but in time series analysis complex analysis plays
a key role. See for example Fuller (1996).

Complex numbers are actually two-dimensional vectors endowed with arith-
metic operations that make them act as numbers. Therefore, complex numbers
are introduced here in their “real” form as vectors in R?.

In addition to the usual addition and scalar multiplication operators on the
elements of R? (see Appendix I), we define the vector multiplication operator

“X”by
a c\def fa-c—b-d
(b)x(d>_<b-c+a-d>' (IL1)

Observe that

(5)(@)=(2)~ ()

Moreover, define the inverse operator “—1” by

-1

ef. 1

(Z) o o ( ab) provided that a* +p* > 0, (II1.2)
a -

(5) <(2)=(5)<(5)
()= (5)- ()

and thus

298
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The latter vector plays the same role as the number 1 in the real number system.
Furthermore, we can now define the division operator “/” by

() /(=) () =atr(2)=(5)

_ 1 a-c+b-d
2+ \b.c—a-d
(I11.3)

provided that ¢?> 4+ 4% > 0. Note that

1 c) 1 c\_(c -
0 d) 2442 \—-d)  \d )
In the subspace R? = {(x, 0), x € R} these operators work the same as for
real numbers:

(5)<(5)- () (5) -(%)
(5) /(5)-()

provided that ¢ # 0. Therefore, all the basic arithmetic operations (addition,
subtraction, multiplication, division) of the real number system R apply to R%,

and vice versa.
In the subspace R% = {(0, x)T, x € R} the multiplication operator “x” yields

0 y 0y (-b-d
b d) 0 ’
In particular, note that

(?) X <?> = <_Ol). (111.4)
Now let
a+i-bdg' <(1))a+<(1)>b, where i:(?) (111.5)

and interpret a + i.0 as the mapping

a+i-0:<g>—>a. (I1L.6)
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Then it follows from (III.1) and (I11.5) that

. . a c a-c—b-d
(a+i-b)x(c+i-d)= (b) X <d) = <b~c—|—a~d)
=(a-c—b-dy+i-(b-c+a-d). ((L7)
However, the same result can be obtained by using standard arithmetic opera-
tions and treating the identifier i as /—1 :
(@a+i-byx(c+i-dy=a-c+i*>b-d+i-b-c+i-a-d
=(a-c—b-dy+i-(b-c+a-d) (8

In particular, it follows from (I11.4)—(II1.6) that

i (B)+ () -(3)=-ree0-

which can also be obtained by standard arithmetic operations with treated 7 as

~/—1andi.0asO.

Similarly, we have

. . 1 cc+b-d
(a+l~b)/(0+l-d)=(Z)/(f{):m<g-g—a-d>

a-c+b-d  b-c—a-d
ZraE T ar s
provided that ¢ 4+ ¢ > 0. Again, this result can also be obtained by standard
arithmetic operations with i treated as /—1 :
a+i-b c—i-d
c+i-d * c—i-d
(a+i-b)yx(c—i-d)
T cti-dx—i-d
a-c+b-d  b-c—a-d
ZraE Tt s
The Euclidean space R? endowed with the arithmetic operations (III.1)—
(I11.3) resembles a number system except that the “numbers” involved cannot

be ordered. However, it is possible to measure the distance between these “num-
bers” using the Euclidean norm:

(@)
=J(a+i-b)yx(a—i-b). (I1L.9)

If the “numbers” in this system are denoted by (II1.5) and standard arithmetic
operations are applied with 7 treated as +/—1 and i.0 as 0, the results are the

(a+i-b)/(c+i-d)=

la+i b
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same as for the arithmetic operations (III.1), (II1.2), and (II1.3) on the elements
of R?. Therefore, we may interpret (II1.5) as a number, bearing in mind that this
number has two dimensions if b # 0.

From now on I will use the standard notation for multiplication, that is,
(a+1i-b)(c+i-d)instead of (IIL.8).

The “a” of a + i - b is called the real part of the complex number involved,
denoted by Re(a +i - b) = a, and b is called the imaginary part, denoted by
Im(a + i - b) = b- Moreover, a — i - b is called the complex conjugate of a +
i - b and vice versa. The complex conjugate of z = a +i - b is denoted by a
bar: z =a —i - b. It follows from (I11.7) that, forz =a +i-b and w =c +
i-d,zw = Z - w. Moreover, |z| = Vzz. Finally, the complex number system
itself is denoted by C.

I11.2. The Complex Exponential Function

Recall that, for real-valued x the exponential function e*, also denoted by exp(x),
has the series representation

0o Lk
e = e (111.10)
The property e = e* ¢” corresponds to the equality
00 X + k o) 1 k k
Z( k'y) ZZEZ(m)xk
k=0 : k=0 " m=0
=0 m=o (k —m)lm!
= — — (II1.11)

The first equality in (III.11) results from the binomial expansion, and the last
equality follows easily by rearranging the summation. It is easy to see that
(ITI.11) also holds for complex-valued x and y. Therefore, we can define the
complex exponential function by the series expansion (III.10):

patih GF Z(a+l b)*

(o] oo b)m bm
LRSS L
_ ( 1)m b2m ( l)m b2m+1
o [Z 2m)! ZZ% Q2m + 1)! }

(IT1.12)
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Moreover, it follows from Taylor’s theorem that

( l)m b2m ( l)m b2m+1
cos(b) = Z T sin(b) = Z M O (II1.13)
and thus (I11.12) becomes
et = e[cos(b) + i - sin(b)]. (I11.14)

Setting a = 0, we find that the latter equality yields the following expressions
for the cosines and sine in terms of the complex exponential function:

¢ 4 oih i _ p—ih

COS(b) = f, Sln(b) = 27
-1

These expressions are handy in recovering the sine-cosine formulas:

sin(a) sin(b) = [cos(a — b) — cos(a + b)]/2
sin(a) cos(b) = [sin(a + b) + sin(a — b)]/2
cos(a) sin(b) = [sin(a + b) — sin(a — b)]/2
cos(a)cos(b) = [cos(a + b) + cos(a — b)]/2
sin(a + b) = sin(a) cos(b) + cos(a) sin(b)
cos(a + b) = cos(a) cos(b) — sin(a) sin(b)
sin(a — b) = sin(a) cos(b) — cos(a) sin(b)
cos(a — b) = cos(a) cos(b) + sin(a) sin(b).

Moreover, it follows from (II1.14) that, for natural numbers n,
e =[cos(b) +i - sin(h)]" = cos(n - b) +i -sin(n - b).  (IL.15)
This result is known as DeMoivre’s formula. It also holds for real numbers n,

as we will see in Section III.3.
Finally, note that any complex number z = a + i-b can be expressed as

z=a+i-b=|z|-

a b
+i-
[va2+b2 va2+b2}

= |z| - [cosRr ) + i - sin(2wp)] = |z| - exp(i - 27w ),

where ¢ € [0, 1] is such that 2mw¢ = arccos(a/+/a? + b?) = arcsin(b/
Va+p2).
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I11.3. The Complex Logarithm

Like the natural logarithm In(-), the complex logarithm log(z), z € C is a com-
plex number a + i - b = log(z) such that exp(a + i - b) = z; hence, it follows
from (III.15) that z = exp(a)[cos(d) + i - sin(b)] and consequently, because

lexp(—a) - z| = | cos(b) + i - sin(b)| = 1/ cos?(b) + sin’(b) = 1,

we have that exp(a) = |z| and exp(i - b) = z/|z|. The first equation has a unique
solution, a = In(|z]), as long as z # 0. The second equation reads as

cos(b) +i - sin(b) = (Re(z) +i - Im(2))/|z[; (I1I.16)

hence cos(b) = Re(z)/|z], sin(b) = Im(z)/|z|, and thus b = arctan(Im(z)/
Re(z)). However, equation (III.16) also holds if we add or subtract
multiples of 7 to or from b because tan(b) = tan(b + m - ) for arbitrary inte-
gers m; hence,

log(z) = In(|z|) + i - [arctan(Im(z)/Re(z)) + m ],
m=0,%1,£2,£3,.... (II1.17)

Therefore, the complex logarithm is not uniquely defined.
The imaginary part of (III.17) is usually denoted by

arg(z) = arctan(Im(z)/Re(z)) + mmw, m =0,£1,+2,£3,....

It is the angle in radians indicated in Figure III.1 eventually rotated multiples
of 180° clockwise or counterclockwise: Note that Im(z)/Re(z) is the tangents
of the angle arg(z); hence, arctan (Im(z)/Re(z)) is the angle itself.

With the complex exponential function and logarithm defined, we can now
define the power z* as the complex number a +i - b such that a +i-b =
exp(w - log(z)), which exists if |z| > 0. Consequently, DeMoivre’s formula car-
ries over to all real-valued powers n:

[cos(b) +i -sin(b)]" = (¢"?)" = & = cos(n - b) + i - sin(n - b).

I11.4. Series Expansion of the Complex Logarithm

For the case x € R, |x| < 1, it follows from Taylor’s theorem that In(1 4 x) has
the series representation

In(1 4 x) = i(—l)k” x* k. (II1.18)
k=1

I will now address the issue of whether this series representation carries over if
we replace x by i - x because this will yield a useful approximation of exp(i - x),
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Figure I11.1. arg(z).

which plays a key role in proving central limit theorems for dependent random
variables.! See Chapter 7.
If (II1.18) carries over we can write, for arbitrary integers m,

(o]
log(1+i-x)= Z(—l)kflikxk/k+i -mw
k=1

— i(_l)ﬂc—l i2kx2k/(2k)

k=1

o
+ Z(_1)2k7171i2k71x2k71/(2k ) +i-mn
k=1

e e
k=1

oo
i Y (=D — D) i omr. (11119)
k=1
On the other hand, it follows from (I11.17) that
1
log(14i-x)= 3 In(1 4 x?) +i - [arctan(x) 4+ m7x].

Therefore, we need to verify that, forx € R, |x| < 1,

% In(1 +x%) = i(—l)k’lek/(Zk) (I11.20)
k=1

' Forx € Rwith |x| < 1, exp(i - x) = (1 4+ - x) exp(—x?/2 + r(x)), where [r(x)| < |x|*.
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and
[e¢]
arctan(x) = » (=1 'x*71/(2k - 1). (111.21)
k=1

Equation (I11.20) follows from (I11.18) by replacing x with x2. Equation (I11.21)
follows from

i i(_l)k—lxﬂc—l/(zk _ 1) — i(_l)k—l x2k—2
dx —~ —

1
14+ x2

= k
= (— X 2) =
k=0
and the facts that arctan (0) = 0 and
darctan(x) 1
dx 12
Therefore, the series representation (I11.19) is true.

IILS. Complex Integration

In probability and statistics we encounter complex integrals mainly in the form
of characteristic functions, which for absolutely continuous random variables
are integrals over complex-valued functions with real-valued arguments. Such
functions take the form

Jx) =) +i-¥x).x ek,
where ¢ and i are real-valued functions on R. Therefore, we may define the
(Lebesgue) integral of f'over an interval [a, b] simply as
b b b
/f(x)dx = /(p(x)dx +i- / ¥ (x)dx
provided of course that the latter two integrals are defined. Similarly, if w is

a probability measure on the Borel sets in R* and Re( f(x)) and Im( f(x)) are
Borel-measurable-real functions on R¥, then

[ st = [ Retrnduc +i - [ im(senduc,

provided that the latter two integrals are defined.

Integrals of complex-valued functions of complex variables are much trickier,
though. See, for example, Ahlfors (1966). However, these types of integrals have
limited applicability in econometrics and are therefore not discussed here.



Appendix IV — Tables of Critical Values

Table IV.1: Critical values of the two-sided ty test at the 5% and 10% significance
levels

k 5% 10% k 5% 10% k 5% 10%

1 12.704 6.313 11 2.201 1.796 21 2.080 1.721
2 4.303 2.920 12 2.179 1.782 22 2.074 1.717
3 3.183 2.353 13 2.160 1.771 23 2.069 1.714
4 2.776 2.132 14 2.145 1.761 24 2.064 1.711
5 2.571 2.015 15 2.131 1.753 25 2.059 1.708
6 2.447 1.943 16 2.120 1.746 26 2.056 1.706
7
8
9
0

2.365 1.895 17 2.110 1.740 27 2.052 1.703
2.306 1.859 18 2.101 1.734 28 2.048 1.701
2.262 1.833 19 2.093 1.729 29 2.045 1.699
2.228 1.813 20 2.086 1.725 30 2.042 1.697
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Table IV.2: Critical values of the right-sided t; test at the 5% and 10%
significance levels

k 5% 10% k 5% 10% k 5% 10%
1 6.313 3.078 11 1.796 1.363 21 1.721 1.323
2 2.920 1.886 12 1.782 1.356 22 1.717 1.321
3 2.353 1.638 13 1.771 1.350 23 1.714 1.319
4 2.132 1.533 14 1.761 1.345 24 1.711 1.318
5 2.015 1.476 15 1.753 1.341 25 1.708 1.316
6 1.943 1.440 16 1.746 1.337 26 1.706 1.315
7 1.895 1.415 17 1.740 1.333 27 1.703 1.314
8 1.859 1.397 18 1.734 1.330 28 1.701 1.313
9 1.833 1.383 19 1.729 1.328 29 1.699 1.311

10 1.813 1.372 20 1.725 1.325 30 1.697 1.310

Note: For k >30 the critical values of the 7 test are approximately equal to the critical values of
the standard normal test in Table IV.3.

Table IV.3: Critical values of the N(0, 1) test

Significance levels: 5% 10%
Two-sided: 1.960 1.645
Right-sided: 1.645 1.282

Table 1V.4: Critical values of the x} test at the 5% and 10% significance levels

k 5% 10% k 5% 10% k 5% 10%

1 3.841 2.705 11 19.675 17.275 21 32.671 29.615
2 5.991 4.605 12 21.026 18.549 22 33.925 30.814
3 7.815 6.251 13 22.362 19.812 23 35.172 32.007
4 9.488 7.780 14 23.684 21.064 24 36.414 33.196
5 11.071 9.237 15 24.995 22.307 25 37.653 34.381
6 12.591 10.645 16 26.296 23.541 26 38.885 35.563
7
8
9
0

14.067 12.017 17 27.588 24.769 27 40.114 36.741
15.507 13.361 18 28.869 25.990 28 41.336 37916
16.919 14.683 19 30.144 27.204 29 42.557 39.088

1 18.307 15.987 20 31.410 28.412 30 43.772 40.256

Note: Because the sz test is used to test parameter restrictions with the degrees of freedom £ equal
to the number of restrictions, it is unlikely that you will need the critical values of the X,f test for
k > 30.
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absolute value, 140, 141-142
adjoint matrix, 272
algebras

defined, 4

events and, 3

infinite sets and, 11

measure and, 16-17, 18

properties of, 11

of subsets, 11

See also sets; o -algebra
almost sure convergence, 143, 144, 167, 168
alternative hypothesis, 125, 131, 162
approximation, 119. See estimation
area, 19
argmax, 205
argmin, 128n.3, 147
asymptotic normality, 159, 190, 217, 219
asymptotic theory, xvi, xvii
asymptotic variance matrix, 161, 162, 221
autoregression, 179—180, 187, 219

basis, 234, 257
Bayesian statistics, 26, 27, 28, 31, 66, 79
Bernoulli probabilities, 211
best linear unbiased estimator (BLUE), 128
binomial distribution, 8-9, 24, 60, 87, 89
binomial expansion, 2
binomial numbers, 2
BLUE. See best linear unbiased estimator
Boolean functions, 32
Borel-Cantelli lemma, 168, 171
Borel fields, 14, 15
Borel measure, 37, 38, 41, 42, 48-49
area and, 19
continuity and, 41

definition of, 78
functions and, 40, 78
integration and, 37, 42, 43, 44, 48
length and, 19
limit and, 44
mathematical expectations, 49
measure theory, 37, 41, 42
probability measure and, 42
random variables and, 39
random vectors and, 77
randomness and, 20-21, 39, 77
Riemann integrals, 43
simple functions, 40
stationarity and, 82
Borel sets, 13, 17, 21, 39, 305
Borel measure. See Borel measure
defined, 13, 14
integration and, 305
interval in, 18
Lebesgue measure and, 19, 20, 25, 26,
107
partition of, 39—40
probability and, 17, 18
random variables, 20-21
o -algebra. See o -algebra
simple functions and, 3940
bounded convergence theorem, 62, 142,
152
Box-Jenkins method, 179-180
Box-Muller algorithm, 102

car import example, 125

Cauchy distribution, 58, 60, 100, 103, 142,
147

Cauchy-Schwartz inequality, 52, 121, 195
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Cauchy sequence, 200
central limit theorems, xvi, 138, 149, 158,
161, 179, 217
convergence and, 155
defined, 96, 138
dependent, 190
functional, 158
generic, 191
martingale theory and, 191, 196, 219, 220
multivariate, 156
tightness and, 158
change of variables formula, xvi
characteristic functions, 86-87, 103, 147,
305
complex analysis and, xv
convergence of, 154, 174
identical, 58
inversion formula, 59, 100
moment generating functions, 58
random variables and, 58
random vectors, 154
real-valued, 60
uniqueness of, 61
characteristic roots. See eigenvalues
characteristic vectors. See eigenvectors
Chebishev inequality, 51, 140, 141, 171, 183
chi-square distribution, 97
closure, 284
co-factors, 271, 272
coin toss, 137
cointegration analysis, 273, 278
column space, 255
comformable vectors, 231
compactness, 288
complement, 4
complex analysis
exponential function, 301, 302
integrations, 305
logarithms, 303
norm, 275n.14
number system, 298
review of, 298
See also characteristic functions
computer models, 37, 101, 251
concave functions, 51, 287
conditional density, 68
conditional distributions, 26, 27, 66, 68, 79,
115
conditional expectations, 66, 68
convergence and, 75
defined, 67

expectation and, 67
forecasting and, 80
fundamental properties of, 69
independence and, 79
indicator function, 79
properties of, 72
random variables, 72
o-algebras and, 72
conditional likelihood function, 213
conditional survival function, 227
confidence intervals, 122, 123, 124
consistency, 146, 216
continuity, 26, 41, 176, 206, 287, 290
continuous distributions, xvi, 24, 25, 26,
90
continuous mapping theorem, 152
convergence, Xvi
almost sure, 143, 144, 167, 168
boundedness and, 157-158
central limit theorem, 155
characteristic functions and, 154
discontinuity points, 149—150
distributions and, 149, 157-158
dominated, 44, 48, 64, 83, 120, 133-134,
143, 195, 215
expectation and, 142
modes of, 137
probability and, 140, 142, 158
randomness and, 149-150, 157-158
convex functions, 53, 287
convolution, 147
correlation coefficient, 50
cosines, law of, 232n.1
countable sequences, 33
covariance, 50, 110n.2, 179, 183, 184
Cramer-Rao inequality, 121, 128, 216
critical values, 8, 126, 306

decision rules, 7, 125
degrees of freedom, 99, 132, 153
delta method, 157
DeMoivre formula, 302
density functions, 25-26, 30, 147
dependent variable, 116-117
derivatives, 26, 90, 291
determinants
co-factors and, 269
diagonal matrix, 268
eigenvalues and, 277
interpretation of, 260
properties of, 260
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sign change of, 263
square matrix, 267
symmetric matrix, 277
triangular matrix, 268
uniquely defined, 267
See also matrices
diagonal matrix, 266, 268
dice game, 37
differentiability, 26, 90, 291
dimension, 234, 247, 255, 256
discontinuity points, 24, 149—150
discrete distributions, 24, 86
disjoint sets, 5, 33, 84, 284
distributions, 23, 25-26, 86
bounded, 88
continuity and, 24, 25, 26, 90
convergence and, 88, 149, 174
degenerated, 152
density functions, 25-26
differentiability, 25-26
discontinuity points, 24
discrete, 86
integrals and, 46. See integration
joint distributions, 30, 94
probability measure, 24, 25
random variables, 20, 23, 56
singular, 26
symmetric, 60
uncorrelatedness and, 114
See also specific topics, types
dominated convergence, 44, 48, 64, 83, 120,
133-134, 143, 195, 215

EasyReg package, 2
echelon matrix, 252
econometric tests, 159
economics, mathematics and, xv—xvi
efficiency, of estimators, 120, 121,
220
eigenvalues, 118, 134, 273n.11, 275, 277,
278
eigenvectors, 118, 134, 273n.11, 274, 275,
277,278, 280
equivalent sequences, 169
error function, 81
error term, 82
errors, types of, 7, 125
estimators, xvi, 119
consistency of, 146
efficiency of, 120, 121, 220
normally distributed, 159

319

properties of, 119
unbiased, 119
Etemadi theorem, 169
Euclidean norm, 140, 141-142, 167,
300
Euclidean space, 199, 229, 232, 284
events, 3—4, 28. See o -algebras
expectation, 37, 88
Borel measure and, 49
conditional. See conditional expectations
convergence and, 142
defined, 49
games and, 37
inequalities for, 50
integration and, 37
iterated, 75, 191, 197
law of large numbers and, 49-50
products of, 53
random variables, 37, 49
explanatory variables, 81. See independent
variables
exponential distribution, 102
exponential function, 301

F distribution, 100

F test, 133

factorials, 2

Fatou lemma, 201

first-order conditions, 214

Fisher information matrix, 216,
217

forecasting, 80, 81-82, 179—-180

game theory, 37, 38, 49-50

gamma distribution, 102

gamma function, 98-99

Gauss-Jordan iteration, 248

Gauss-Markov theorem, 128

Gaussian elimination, 244, 245, 252,
280

Gosset, W. S., 99

Gram-Schmidt process, 259

hazard function, 227
heterogeneity, 157
Hilbert spaces, 180, 199
defined, 200
linear manifolds, 202
projection in, 202
random variables and, 200
Holder inequality, 51
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hypergeometric distribution, 86, 87
hypergeometric probability, 6, 89
hypothesis testing, xvi, 131, 162

idempotent matrix, 118, 256
independence, 26, 28
assumption, 205-206
of events, 28
joint density, 205
ML estimation and, 205-206
random variables, 29, 30
random vectors, 29
transformations, 117
uncorrelated, 55
of variables, 116-117
indicator function, 79
infimum, 285
infinite sets, 11
inner product, 199, 257
integration
Borel measure and, 37, 42, 44, 48
complex, 305
expectations and, 37
Lebesgue integral, 18, 19, 20, 305
probability measure and, 46, 48
random variables and, 46, 48
Riemann integrals, 19, 43
uniform integrability, 143
intervals, 16, 18, 24
inversion formula, 59, 60, 100, 147
iterated expectations, law of, 75, 191, 197

Jacobian matrix, 94
Jennrich lemma, 173
Jensen inequality, 52
joint densities, xvi, 205
joint distributions, 30, 94

Kolmogorov law of large numbers, 144,
169
Kolmogorov zero-one law, 182, 185

Lagrange multiplier test, 225, 226
large numbers, laws of, 138, 140, 144, 169,
179
strong laws of, 10, 11, 49-50, 143, 144,
149, 167, 169
weak laws of, xvi, 140, 143, 145, 161,
164, 183,187,217
least squares estimator, 127, 147, 148
Lebesgue integral, 18, 19, 20, 305

Lebesgue measure, 18, 106, 147
absolutely continuous, 26
area of, 19
Borel sets and, 19, 20, 25, 26, 107
location shifts, 108
probability measure and, 1617, 19
Riemann integral and, 19
Liapounov inequality, 52
likelihood function, xvii, 205, 207
likelihood ratio test, 223, 226
liminf, 286
limit points, 289, 290
limsup, 286
linear algebra, xv, xvi, 91-92, 229. See
matrices; specific topics

linear equations, 251

linear regression, 116-117, 127, 131, 209
linear time series analysis, 179—180
linear transformations, 117

logarithms, 303

logistic distribution, 211

lotteries, 1

M-estimators, xvi
asymptotic distribution, 149
consistency of, 145, 146, 190
defined, 146
efficiency of, 221
ML estimator. See maximum likelihood
estimators
normality of, 159, 190
macroeconomic theory, xvi
mapping theorem, 152
mappings, 21
marginal distribution functions, 30
martingale theory, xvi, 80, 191, 196,
219-220
matrices, 235, 268
adjoint, 272
co-factors of, 272
determinants. See determinants
diagonal, 252, 266, 268
dimension of, 255
echelon, 252
eigenvalues, 118, 134, 273, 275, 277, 278
eigenvectors, 118, 134,274, 275, 277,
278, 280
elementary, 241, 243, 266267
functions of, 291
Gauss-Jordan iteration, 248
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Gaussian elimination, 244, 252
Gram-Schmidt process, 259
idempotent, 256
inverse of, 238, 248, 272
mappings and, 261
non-singular, 240
non-square, 252
orthogonal, 257, 259, 260
parallelogram of, 266
permutation matrix, 241
pivot elements, 248, 254
positive definite, 277
powers of, 278
projection and, 256
singular, 240
square, 238, 244
subspaces spanned, 253
swapping columns, 264, 265
swapping rows, 265
symmetric, 275, 277-278
transpose, 238, 240n.5, 265
triangular, 242, 264, 265
unit, 239, 243
See also specific types
maximum likelihood (ML) estimator,
273
asymptotic properties of, 214
efficiency of, 220
independence assumption, 205-206
M-estimators and, 216
motivation for, 205-206
normality of, 217
maximum likelihood theory, xvi—xvii, 205
McLeish central limit theorems, xvi, 191
mean square forecast error (MSFE), 80
mean value theorem, 107, 120, 133-134,
157,159, 216, 225, 293
measure theory, 52
Borel measure. See Borel measure
general theory, 21, 46
Lebesgue measure. See Lebesgue
measure
probability measure. See probability
measure
random variables and, 21
Mincer-type wage equation, 81
mixing conditions, 186
ML. See maximum likelihood estimator
moment generating functions, 55, 86-87, 89
binomial distribution and, 60
characteristic functions and, 58
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coincidence of, 57
distribution functions and, 56
Poisson distribution and, 60
random vectors and, 55
See also specific types
monotone class, 31
monotone convergence theorems, 44, 48,
75
MSFE. See mean square forecast error
multivariate normal distribution, xvi, 110,
118, 156, 273

negative binomial distribution, 88
nonlinear least squares estimator, 147, 148,
164, 188
normal distribution, 96
asymptotic normality, 159, 190, 216, 217,
219
characteristic function, 97
estimator, 159
general, 97
linear regression and, 209
moment generating function, 97
multivariate, 111
nonsingular transformation, 112
singular, 113
standard, 96, 97, 101, 138, 211, 307
statistical inference and, 119
notation, 4347, 66
null hypothesis, 7-8, 125, 126, 131, 132,
162, 226
null set, 167
null space, 255

OLS. See ordinary least squares estimator

open intervals, 14, 284

optimization, 296

ordered sets, 128

ordinary least squares (OLS) estimator,
128n.4, 134

orthogonality, 108, 257, 259, 264, 277

orthonormal basis, 259

outer measure, 17, 18, 32, 36

parameter estimation, 119, 125

Pascal triangle, 2

payoft function, 37, 38

permutation matrix, 91-92, 93, 243, 252,
261, 266, 280

permutations, defined, 269

pi-system, 31
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Poisson distribution, 9-10, 24, 60, 88, 90
positive definite matrix, 277, 278
power function, 126
probability, 144
convergence and. See convergence
macroeconomic theory and, xvi
measure in. See probability measure
statistical experiment, 5
types of, 8
probability measure, xvi, 4, 15, 48-49
algebra and, 16-17
Borel measure and, 18, 42
characteristic function, 61
convergence and, 142
distribution function, 24, 25
induced, 23, 24, 25
integration and, 46, 48
Lebesgue measure and, 16-17, 19
outer measure, 32
properties of, 15
o-algebra and, 5, 36
statistical experiment and, 16—17
uniform, 18
unique, 24, 36
Probit model, 211, 212
projections, 201, 202, 256, 257
proportional hazard model, 227
pseudo t-test, 163, 222

quadratic forms, 117, 118
quality control, 5, 6

random functions, 187

random numbers, 37

random variables, 24, 77, 89, 200
Borel measure and, 39
Borel sets and, 20-21
characteristic functions, 58
conditional distributions, 115
conditional expectation, 72
continuity and, 25-26, 90
correlation coefficient, 50
covariance of, 50
discrete, 77
distribution of, 20, 23, 56
expectations, 37, 49
experiment and, 20
independence of, xvi, 29, 30, 114
integrals of, 46, 48, 143
large numbers, laws of, 140
linear projection, 180

measurable, 21

moments of, 50

products of, 53

sequence of, 47, 48

sets, 29

o-algebra, 22

simple, 46
transformations of, xvi
uncorrelated, 50, 114, 140
uniformly bounded, 88
variance, 50, 110n.1
vectors. See random vectors

Wold decomposition, xvi, 179, 182, 188,

203

See also specific types, topics

random vectors, 48—49
absolutely continuous, 91
Borel measure and, 77
characteristic function of, 154
continuous distributions, 114
convergence, 149-150
discontinuities and, 24
discrete, 89
distribution functions, 24
Euclidean norm, 140
expectation, 110
finite-dimensional, 141-142, 187
independence of, 29
infinite-dimensional, 187
k-dimensional, 21
moment generating function, 55
random functions, 187
random variables and, 24
variance, 110n.1

rare events, 9—-10

rational numbers, 11

regression analysis, 81, 127, 148

regressors, 116-117

regressors. See independent variables

remote events, 182

replacement, in sampling, 6, 8

residuals, 129

Riemann integrals, 19, 43

rotation, 260, 264

sampling
choice in, 8
errors, 7
quality control, 6
with replacement, 8
replacement and, 6, 8, 32
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sample space, 3, 27
test statistics, 8
Schwarz inequality, 183
second-order conditions, 214
semi-definite matrices, 277
square matrix, 91-92
sets
Borel sets. See Borel sets
compactness of, 288
infinite, 11
open, 284
operations on, 283, 284
order and, 2, 8, 284
random variables, 29
o -algebra, 18, 29-30, 74, 80
Boolean functions, 32
Borel field, 14
condition for, 11-12
defined, 4
disjoint sets, 84
events and, 3, 10
expectation and, 72
infinite sets and, 11
lambda-system, 31
law of large numbers, 11
probability measure, 5, 36
properties of, 11
random variable and, 22
random variables and, 22
remote, 182
smallest, 12—13
sub-algebra, 79
trivial, 12-13
significance levels, 124, 126
simple functions, 39-40, 46, 47
singular distributions, 26
singular mapping, 240
Slutsky’s theorem, 142, 144, 148,
160-161, 169, 171, 218
software packages, 2. See also computer
models
stable distributions, 103
stationarity, xvi, 82, 179, 183
statistical inference, xvi, 5, 6, 16—17, 20,
110, 118, 119, 125, 126
statistical tests. See specific types
step functions, 41
stochastic boundedness, 157-158
Student t distribution, 99, 123-124, 126,
127, 131, 132, 153, 163
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Student t test
supremum, 285
symmetric matrix, 277, 278

Taylor’s theorem, 155, 215, 224, 294,
303

Texas Lotto, 1,34, 5,6

t distribution. See Student t distribution

t test. See Student t test

tightness, 157, 158

time series processes, 80, 81, 82, 183, 185,
198,219

Tobit model, 207, 212, 213

trace, of matrix, 282

transformations, xvi, 86, 117, 268,
278

unbiasedness, 119, 129, 134
unemployment model, 227, 228
uniform boundedness, 88

uniform distribution, 24, 60, 101, 209
uniform integrability, 143, 158
uniform probability measure, 16, 18
uniqueness condition, 146

unordered sets, 2, 8

urn problems, 86, 87

vanishing memory, 183, 184
variance, 50, 88, 110n.1,
141-142
vectors, xvi, 199, 232, 260, 291
basis for, 234
conformable, 231, 258
column space, 255
dimension of, 234
Euclidean space, 229, 232
linear dependent, 234
null space, 255
orthogonal, 258
projection of, 256
random. See random vectors
transformations of, xvi

wage equation, 81

Wald test, 162, 222, 223, 226

Weibull specification, 227

Wold decomposition, xvi, 179-180, 182,
188,203

zero-one law, 185





