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Preface

Evolution in medicine?! Never heard of it! This quote, in essence, sums up the

reaction of a medical doctor who kindly accepted to review the proposal for this

book. Far from substantiating the received idea according to which doctors are

against any new approach to their field, it shows that health professionals know

little about the relevance of evolutionary thinking for medical practice. At first, this

may be surprising: the idea that evolution can inform medicine is not new—

Erasmus Darwin, Darwin’s grandfather and a medical practitioner, hinted at this

conceptual breakthrough more than 200 years ago—and evolutionary biologists

have pleaded for more evolution into medicine for about two decades. In addition,

medicine is repeatedly confronted to evolution: practitioners have to deal with

antibiotic resistance, the rapid changes of a virus, or the evolution of tumour cells.

Yet, evolution is not part of the medical curriculum of most universities and what is

more, most medical students and doctors have just “never heard of it”. At second

glance, however, this is not surprising.

Until recently, most evolutionary medicine publications did not really target

medical practitioners or were published in evolutionary rather than medical jour-

nals. Further, most books on the topic are organized into a structure that reflects

evolutionary biology sub-fields which are not familiar to medical doctors (e.g. life

history theory, host–parasite co-evolution) rather than sub-fields of medicine (car-

diology, oncology, obstetrics). Medicine is highly specialized and already requires a

considerable amount of knowledge, and one cannot expect its practitioners to teach

themselves the basis of evolutionary biology that are required to dive efficiently into

the growing literature of evolutionary medicine, a still secondary discipline to

medicine. But this is not the whole story. For those medics who have “heard of it”,

the relevance of an evolutionary framework for the practice of medicine is yet to be

demonstrated. Some have argued that in the consultation room, evolutionary

thinking may offer little more than a nice story to tell, but will not fix the broken

arm. Are they wrong? Arguably the answer is neither yes nor no, but rather that it

depends on the field of specialization, the amount of attention it has received from

evolutionary scholars and the type of practical implication that is sought
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(communication with the patient, rethinking the hallmarks of a disease, finding new

avenues in cancer therapy, etc.). Still, the question of the impact of evolutionary

thinking for practice and policy is one to be asked explicitly.

This book, a collection of 23 chapters, is using a number of unique features to

tackle the issues outlined above and in so doing, will enable medical doctors to

think evolutionarily: (1) It is organized by medical sub-fields: obstetrics, paedi-

atrics, nutrition, cardiology, oncology, immunity, geriatric, psychiatry and psy-

chology. Those sub-fields that are missing are not omissions from the Editors’ part,

but rather the expression of a lack of evolutionary studies in some particular

medical specialties. For some, it has been either impossible (e.g. toxicology,

urology, gastroenterology, dermatology) or extremely difficult (e.g. cardiology) to

find contributors. (2) At least half of the contributors are M.D. (medical doctors).

The other half is composed of anthropologists, psychologists and population health

scientists. This leads to different “cultures” in the manner with which the evolu-

tionary approach is used to address medical issues, and we think it illustrates the

richness of the applicability of the evolutionary “toolbox” to serve health and

medicine. (3) Each chapter contains a lay-summary and a glossary. A special effort

has been made to make the content of this book accessible to a lay reader, whether

in evolutionary biology or in medicine. (4) Each chapter contains a section

“Implications for policy and practice”. The authors have been forcefully instructed

to provide an answer to that question, however difficult it might be, pointing out

whether or not such implications indeed had already emerged and/or the extent to

which they were still speculative at this stage. The result is a collection of sections

that contain far-reaching implications for contemporary biomedicine and/or brilliant

ideas in waiting to be tested. Indeed, the point of the exercise was not to provide a

definitive answer or account of an evolutionary approach to a particular medical

topic, but rather to challenge the current state of knowledge and provide the reader

with a new lens with which to think about health and medicine.

Although this book is first targeted at health practitioners and medical students,

its guiding purpose will serve anyone who is keen on finding out about “evolu-

tionary thinking in medicine”, what it means and what it has to offer to mainstream

biomedicine, be it patients, students, researchers or the general public.

July 2015 Alexandra Alvergne

Charlotte Faurie
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Chapter 1

Applying Evolutionary Thinking

in Medicine: An Introduction

Prof. Gillian R. Bentley, Ph.D.

Lay Summary Evolutionary thinking is beginning to infiltrate medical

practice and has the potential to transform how clinicians explain human

diseases. Evolutionary medicine takes a long-term view of why humans suffer

from various diseases and addresses the reasons behind these. Proponents of

this relatively new field argue that clinicians need to understand basic concepts

in evolutionary biology and that these should be embedded in the training

students receive in medical schools. Historically, in the late nineteenth and

early twentieth centuries, medical writings did include evolutionary concepts,

but this approach fell out of favour following the excesses of the SecondWorld

War. Evolutionary medicine emerged again in the 1990s and has slowly been

building momentum around the world with journals, societies, books, and

papers expanding in number and visibility. Although biologists and other

scientists have been the main proponents, a growing number of physicians and

medical students are becoming involved as the field reaches a new maturity.

1.1 A Shift in Perspective in Approaching Medical Issues

What is evolutionary thinking in medicine? In brief, it is the application of basic

evolutionary principles derived from the science of biology to understand human

susceptibility to disease [1–4]. But it is so much more than this! An evolutionary

approach to health and diseases addresses how past and present pathogens, with

which we now coexist, behave and change over time [5], is concerned with how

individual development within specific environmental contexts can shape suscep-

G.R. Bentley (&)

Department of Anthropology, Durham University, Durham, UK

e-mail: g.r.bentley@durham.ac.uk

© Springer International Publishing Switzerland 2016
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tibilities over the life course [6–8], considers how major changes in human lifestyle

such as urbanisation and industrialisation have altered the epidemiological nature of

illnesses that can afflict us [9, 10], takes into account phylogenetic history in

relation to our vulnerability to specific conditions such as lower back pain [11], and

attempts to understand human lifespan and mortality within a broader context of

why ageing should exist at all among species [12], among many other topics [3–

18]. More recently, evolutionary medicine is reaching out to embrace veterinary

practitioners since the two disciplines have much to learn from each other [19, 20].

1.1.1 Novel Questions

So, what are the basic principles that inform an evolutionary approach to medicine?

One of the first distinctions between this and clinical medicine is that the former

addresses “ultimate” (i.e. evolutionary) questions about health and disease as opposed

to “proximate” (i.e. mechanistic) ones [3]. In this respect, RandyNesse has frequently

referred to one of the great biological thinkers, Nikolaas Tinbergen, who contributed

to the development of the field of ethology or animal behaviour. Tinbergen developed

a set of four questions dealing with mechanism, ontogeny, phylogeny, and function

with which to address evolutionary questions about behaviour [3, 21, 22]. These are

suggested as highly useful when comparing the kinds of questions asked by medical

doctors as opposed to evolutionary biologists, but both ultimate and proximate

questions are viewed as complementary. Tinbergen’s first question asks about the

“proximate” cause of a trait (similar to the kinds of questions a medical doctor might

ask), the second addresses immediate developmental issues, the third deals with the

development or evolution of a trait on an ultimate level in comparison with other

species and over long evolutionary time, while the fourth addresses issues of adap-

tation in asking about how the trait might affect reproduction and survival.

An example of proximate (clinical) and ultimate (evolutionary) approaches to

medicine can illustrate the difference between the two. If presented with a patient

suffering from asthma, a medical doctor would presumably take a case history of the

patient and would ask about family susceptibility to the condition, the length of time

that the patient had experienced symptoms, the degree of severity of the symptoms,

and the potential exposures that might trigger the condition. These exposures might

relate to the immediate environment at home and elsewhere where the patient was

spending their time. The doctor might consider allergens such as dust mites,

household cleaners, pollen, and pets. The patient might be referred to a clinic for

allergy testing for reactions to specific substances that could then be ruled out as

irritants. In contrast, evolutionary medicine approaches illnesses such as allergies

and asthma from a more long-term (the “ultimate”) perspective. There is an exten-

sive literature arguing that autoimmune disorders such as allergies (including

asthma) have become prevalent within contemporary societies since we became

removed from ancestral conditions where we coexisted with several pathogens,

including intestinal worms called helminths [23–25]. There is evidence to suggest
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that immunoglobulin E (IgE)—which becomes elevated with allergic conditions—in

fact coevolved to respond to our earlier and common coexistence with helminths,

which were down-regulating the system for their own benefit. In our cleaner and

more hygienic environment, in the absence of helminths, the IgE system is dys-

regulated and responds instead to other foreign bodies resulting in autoimmune

disorders such as allergies.

Much of this autoimmune topic is related to the “hygiene hypothesis” (see also

Chaps. 15 and 17) where recent conditions of extreme cleanliness are thought to have

detrimental consequences for the human immune system [25–27]. There is again

growing evidence that humans need to “educate” their immune system during

development by exposure to awide variety of bacteria and other organisms (including

helminths). The lack of such exposures might trigger a range of autoimmune disor-

ders. Of course, it could be argued that knowledge of human evolutionary history, and

the kinds of environments in which we lived in our past, is irrelevant to the way in

which doctors treat their patients. But it is precisely this kind of knowledge that is

leading to novel treatments of various autoimmune disorders by re-exposing indi-

viduals to what are sometimes called “old friends”, meaning precisely helminths [28].

Preclinical trials are now evaluating the safety of infecting patients with more benign

forms of helminths, such as pinworms, in an effort to achieve remission for a variety of

autoimmune disorders including allergies, irritable bowel disease, and multiple

sclerosis [29, 30] (see Chap. 17 for the most recent research in this area). It is doubtful

whether these kinds of treatments could have arisen without an understanding of

human coevolution with other organisms and how this has shaped the human phe-

notype. Similar understandings are now leading to an appreciation of how contem-

porary environments are dramatically changing our gut (and other) microbiomes,

leading to novel and sometimes serious disorders [31, 32].

1.1.2 Research Areas, Concepts, and Assumptions

The example of allergies falls into one of the themes (“abnormal environments”)

that George Williams and Randy Nesse originally conceived in their landmark

paper in the Quarterly Review of Biology, in 1991 [33], in order to create a structure

with which to view a variety of human illnesses. They outlined 5 major areas where

they felt that an evolutionary approach could make a contribution towards under-

standing health and illness. These were (1) infectious diseases (see Chaps. 14–17

and 19), (2) host–parasite coevolution (see Chap. 16), (3) injuries, breakdown, and

toxins (Chaps. 10, 18 and 23), (4) genetic effects on diseases, and (5) abnormal

environments (Chaps. 4–9 and 11). Randy Nesse was to develop this set of themes

further in his later articles. “Abnormal environments” became subsumed under the

now more common name of “mismatch”, popularised in a book by Gluckman and

Hanson in 2006 [9] although this was also to develop a more specific meaning in

relation to early life development.
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Authors supporting evolutionary approaches to medicine have gone on to argue

that medical doctors need to understand the concept of adaptation and natural

selection [2–4, 34, 35]. First, they have frequently pointed out that natural selection

(which is just one of the forces shaping human evolution) works extremely slowly—

on the order of thousands of years [36]. This fact has frequently led to the misun-

derstanding, even among people trained in evolutionary thinking, that humans have

stopped evolving. An exemplar of this kind of misunderstanding is the concept of the

“environment of evolutionary adaptedness” (EEA) introduced by the psychologist,

John Bowlby, in 1969 [37] and later adopted, par excellence, by the Santa Barbara

School of evolutionary psychology [38–39]. The EEA theory posits that humans are

essentially adapted to the environment in which we spent thousands of years as

Palaeolithic foragers, although the precise date and provenience of this environment,

as well as the entire concept, have been heavily debated [40–41]. However, the

concept of an EEA has tied in nicely with the theme of “mismatch” or “abnormal

environments”, where humans are frequently seen to be maladapted to contemporary

environments where diets rich in fats and sugars and a highly sedentary lifestyle can

lead to chronic conditions such as obesity and metabolic disorders [9, 10]. More

recent molecular research that is rapidly expanding has, however, pointed out that

humans are undergoing constant microevolution in response to both mutations and

changing environments [42–45]. The growing field of epigenetics that examines how

molecular markers turn genes on and off, or up and down, is also contributing to our

growing understanding of how developmental and life course plasticity can alter the

human phenotype [e.g. 46–48].

1.2 Contributions to Biomedicine

1.2.1 Rethinking the Optimal Body

Humans and other organisms have evolved features that are basically “jury-rigged

compensations for a fundamentally defective architecture” [36: 63]. As our natural

environments altered, causing various features to evolve, including bipedalism,

evolution had to work on an existing structural design and to modify this where

possible to develop features that would be adapted to a changing environment.

Nesse’s quote above is in relation to the vertebrate eye which is subject to several

potential malfunctions as a result of the legacy of “jury-rigged” design compro-

mises, or what has been called elsewhere “historical legacies” [15]. Nesse refers to

myopia, detached retinas, and glaucoma as some examples of how the human eye

can fail due to its intrinsic and evolved design [36]. Similarly, humans are vul-

nerable to a series of back problems not experienced by our quadrupedal relatives as

a result of our evolution towards an upright posture [15]. Understanding these kinds

of evolutionary constraints and the inevitable “trade-offs” in our physiology can be

helpful in considering human vulnerabilities and potential treatments for many

ubiquitous problems.
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Myopia, or short-sightedness, which seems to be a problem caused through

gene–culture (design and environment) interaction or coevolution is another

excellent example of human developmental vulnerability and “mismatch”. Human

cultural evolution has led to children spending many hours indoors, away from

sunlight, and in close-up work such as reading or electronic screens [49–51]. These

practices during childhood, when the eye is still growing, have created a situation

where approximately half of the individuals in Europe and the USA are now

myopic, while the global development of Southeast Asian countries is leading there

to what is described as an epidemic of myopia [50, 51].

The sum of such vulnerabilities forces us to re-evaluate the human body, not as an

optimally designed machine, but rather as a series of compromises that indeed has

left us vulnerable to a variety of conditions, particularly as we age. In fact, ageing

represents the ultimate “trade-off” in evolutionary terms. As so elegantly expressed

by George Williams [52, 53], ageing itself has evolved as a by-product of repro-

ductive effort earlier in life. The basic point here is that life itself has not evolved to

promote personal happiness and longevity and cannot continue without successful

reproduction and surviving offspring which are favoured despite the trade-offs. The

starkness of this biological statement makes for uncomfortable reading for highly

cultural organisms that have developed traits that do indeed (in particularly

favourable environments) promote health, longevity, and happiness, sometimes at

the expense of individual reproduction [52, 53]. This should not, however, lead us to

dispute the clinical significance of vulnerabilities in evolutionary design, and could

help in understanding the source of individual disease and decline.

As an exemplar of the ultimate outcome of evolutionary success, as we age,

humans and other sexually reproducing organisms suffer from what is termed the

“declining force of natural selection” [54]. Our genes are passed on through

reproduction, which generally occurs earlier in life. Traits that are maladaptive early

in life would tend to be “selected out” because they would be passed on to our

offspring who might not survive with these characteristics. However, deleterious

traits that are expressed later in life, when successful reproduction is less likely, will

not be selected against and can contribute to the ageing process. Furthermore, traits

that are beneficial earlier in life and that promote reproductive effort might be

associated with negative effects later on in life, a trade-off known as “antagonistic

pleiotropy” [52, 53]. Again, this situation promotes the ageing process.

Understanding these concepts can be helpful in researching and treating senescent

conditions (see Chaps. 18, 19, 21).

Some design features of the human body are more vulnerable than others due to

chance or stochastic events in our evolutionary history, as well as the possible

action of other evolutionary forces aside from natural selection. These other forces

are mutation, genetic drift, and gene flow (otherwise known as migration). Genetic

mutations are, in fact, relatively rare and, by their nature, stochastic and are likely to

have had a fairly minimum impact on the evolution of specific traits. Exceptions

can occur where gene mutations affect control regions. An example of this is where

humans evolved the capacity to digest lactose in adulthood—one of the better

documented cases of recent human gene–culture coevolution [55–57]. Genetic drift
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occurs in situations where small populations representing a sample of a wider gene

pool remain in relative isolation and develop unique or specific genetic profiles as a

result of their small sizes and isolation (this could be through geography or cultural

practices). Where such isolated populations expand, a phenomenon known as the

“founder effect” can occur, where specific and deleterious traits that occur by

chance in the sample population increase in representation. Examples of such

founder effects exist among the Amish in the USA where polydactyly is relatively

common [58]. Population bottlenecks can also occur at various points in time where

populations suffer serious demographic decline. The remaining small populations

are likely to experience genetic drift.

1.2.2 Rethinking Medical Practice

Perhaps the least misunderstood and most accepted evolutionary concept in biology

and medicine is that of competition with a variety of pathogens with whom we

coexist. This has led to one of the most urgent crises in modern medical care,

namely the emergence of antibiotic resistance ([59–61], Box 1.1). We are in fact in

an “arms race” against rapidly evolving micro-organisms such as bacteria. The

crisis is so urgent that the UK Chief Medical Officer, Professor Sally Davies, stated

in March 2013 that “the danger posed by growing resistance to antibiotics should be

ranked along with terrorism on a list of threats to the nation” [62]. Similarly, in May

2015, Germany’s Health Minister, Hermann Gröhe, opined that: “If antibiotics are

no longer effective, treatment options could return to those of a pre-Penicillin age”

[63]. Understanding the concept of evolved, antibiotic resistance has led to a

growing recognition to limit the use of antibiotics in everyday medical settings to

cases where it is clear that a patient is in fact suffering from a bacterial (as opposed

to a viral) infection, or in cases of less severe infections to allow patients to recover

by themselves [64]. A similar adaptive approach is being discussed in relation to

cancer chemotherapy in order to limit the potentially damaging effect of emerging

resistant tumour cells [65, 66].

Box 1.1 Adaptation and Natural Selection: The Example of Antibiotic

Resistance

Antibiotic Use Antibiotics were first developed for medical use in the early

twentieth century, primarily to treat bacterial infections, although they also

work against fungi and protozoa. As the pharmaceutical industry grew, and

antibiotics were readily available, they were increasingly prescribed and have

also been used prophylactically and extensively in farming to prevent loss of

livestock from common infections. Unwittingly, the overuse—and sometimes

inappropriate use—of antibiotics has led to the evolution of antibiotic resis-

tance among communities of bacteria. What does this mean?
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Fundamentals of Natural Selection As pointed out by Darwin in the “The

Origin of Species” [90], natural selection requires three key features: first,

organisms within a species must vary in their characteristics or traits.

Secondly, traits must be heritable which means they can be passed on to

future generations. Thirdly, the variants must have differing reproductive

value in a given environment, some being fitter (i.e. reproducing more) than

other. Several bacterial traits meet these preconditions, allowing the evolution

of different frequencies of variants in their population.

Antibiotic Resistance Resistant bacteria are “selected for” if they have

acquired—through inheritance or random mutation—characteristics which

enable them to survive being targeted with antibiotics. Individual bacteria

from a population might just by chance have properties that confer resistance,

meaning they are better adapted. Surviving bacteria can then reproduce and

pass the resistant traits to their descendants. The resulting population has

evolved to resist the previously effective antibiotic (Fig. 1.1). The chances of

resistance arising are related both to variability present in a population and to

the rate at which it reproduces, as each round of reproduction will produce

new variants into a population pool (either through replication errors or

through recombination events). The reason why antibiotic resistance can

evolve so quickly is because of the rapid reproductive rate of these tiny

organisms, which can take from minutes to about 24 h.

Resistance to Evolutionary Terminology Despite these evolutionary fun-

damentals, Antonovics et al. [91] have pointed out a discrepancy in evolu-

tionary terminology in academic papers that discuss antibiotic resistance, and

they urge its increasing use. Specifically, medical papers only used evolu-

tionary terms 3 % of time (preferring words like “emergence”) compared to

68 % for evolutionary biologists. Antonovics and colleagues speculate that

resistance to evolutionary terms may have been encouraged to avoid “con-

troversy”. In some countries, resistance to evolutionary thinking is linked to

strong religious sentiment and may be influencing how antibiotic resistance is

described. Note that the website for the Center for Disease Control, the US

watchdog for infectious and other diseases around the world, also omits the

term evolutionary in describing antibiotic resistance [92]. Garry Trudeau, the

well-known creator of the satirical comic strip, Doonesbury, played on this

theme by suggesting a creationist patient diagnosed with tuberculosis should

be treated with older antibiotics that no longer work against current strains of

the disease [93].

A more controversial area is that of “defence”, i.e. viewing certain physiological,

pathogenic reactions as adaptive in nature rather than as negative consequences to

illness that must be treated [15]. An obvious area where this is discussed is how to

treat fevers in patients. It is increasingly recognised that a raised temperature is a

physiological, adaptive response to an invading pathogen [67]. Raising the body’s
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temperature inhibits the ability of a pathogen to overcome the body’s defences.

Fevers, particularly in children, were also treated in the past in order to prevent

febrile convulsions, but it is now recognised that fevers alone do not cause this

reaction, as outlined in UK National Institute for Clinical Excellence (NICE)

guidelines [68].

A less recognised area of “defence” is developing in emergency medicine.

Mervyn Singer, a consultant in intensive care medicine at University College

London Hospitals, examined medical records for survivors from major historical

battles such as Trafalgar and Waterloo [69–71]. Surprisingly, only a relatively small

proportion of men died from trauma directly sustained on the battlefields (as

opposed to those that suffered from infections as a sequela to injuries). These

statistics led to a re-evaluation of the impact of many medical interventions that

have come into use in emergency medicine, such as blood transfusions and ven-

tilation designed to mitigate against blood loss and low oxygen levels in critical

care patients. Singer [71: 1] has argued that emergency medicine has, in fact,

“overventilated, overfluidised, overfed, overtransfused, and oversedated, and that

these all contributed significantly to harm”. Instead, emergency medicine needs

fewer interventions that interfere with natural physiological adaptations designed to

try and keep the individual alive in the face of massive trauma.

Singer [71] has also argued that: “We deferentially followed the seemingly

unassailable logic that normal healthy values would provide the optimal milieu for

either maintaining organ function or hastening recovery”. This leads to a consid-

eration of how doctors approach the concept of “norms”. It is reasonable that

doctors use concepts of “normal” values for a number of diagnostics to evaluate the

Fig. 1.1 Resistance acquired

through selection by

antibiotics
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health of patients. In contrast, evolutionary biology embraces the concept of vari-

ation, since this is essential for the process of natural selection and adaptation.

Appreciation of the importance of individual variation is filtering into medicine and

forms the foundation for advocates of a more personalised medicine. It is also

increasingly applicable to our understanding of tumour evolution and the unique

properties of cancer in treating individual patients [72–74].

1.3 Doctors and Evolution: An Evolving Relationship

Given the applicability of evolutionary perspectives to medicine, why are evolu-

tionary concepts unfamiliar to so many doctors? The two areas have not always

been divorced. As pointed out by Fabio Zampieri [75], from approximately 1880 to

1940, Darwinian approaches to medicine enjoyed an early heyday referred to by

him as “medical Darwinism”, where many of the themes which today find reso-

nance and relevance among practitioners were also prominent, including how

infectious diseases might evolve, how “civilisation” might create predispositions to

specific illnesses, and a concern with cancer. However, a preoccupation with

heredity and inherited susceptibility to disease (known as diathesis and later con-

stitutionalism) played into a growing interest in eugenics, a term coined in 1883 by

Darwin’s cousin, Francis Galton, who was impressed by the principles of selective

breeding shown so clearly in relation primarily to plants and pigeons in Darwin’s

famous book “The Origin of Species”, and who sought to bring these principles to

bear on “improving” the human condition. The misuse of eugenic principles during

the 1940s onwards led to a socially mandated suppression for several decades of

any kind of Darwinian approaches to health [75].

Since the publication of the 1991 landmark article “Dawn of Darwinian

Medicine” by Williams and Nesse [33], the problem in the revival of evolutionary

medicine has been in attempting to demonstrate to clinicians the relevance and

utility of evolutionary approaches. Fortunately, the field has developed far enough

that considerable progress is already being made, and evolutionary medicine can

perhaps be said to be entering into a new maturity. There are a number of relevant,

edited books that have been published that are also suitable as teaching texts [13,

17, 18], two primary textbooks [14, 76], and other single-authored volumes [15, 16,

77]. The field has a new International Society, the International Society for

Evolutionary Medicine and Public Health (ISEMPH) that met for the first time in

March 2015 in Tempe, Arizona. There are two new journals that began in 2012 and

2013, respectively, the Journal of Evolutionary Medicine published by Ashdin and

Evolutionary Medicine and Public Health published by Oxford University Press,

and there are now a myriad of articles that have been published in other places that

are far too numerous to mention.

Earlier, however, it would be fair to say that a few different strands of interests

were developing within evolutionary medicine without a great deal of overlap

between contributors. Aside from the growing number of articles by Randy Nesse,
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two volumes edited by Stephen Stearns and Jacob Koella were published in 1999

[78] and 2008 [17] that focused primarily on topics related to host–pathogen

coevolution, and genetics and vaccine development, although a couple of articles

related to ageing and reproductive health overlapped with some social science

topics. Edited volumes also appeared from scholars primarily in anthropology,

concentrating on topics derived more from a social science perspective including

maternal and infant health, and environmental mismatch [18, 79]. A fourth

approach emerged somewhat later and has been spearheaded by physicians whose

research represents the field of early life development or foetal programming,

stimulated by work in the 1980’s by David Barker at the University of

Southampton. This parallel group, with strong overlap with some topics relevant to

evolutionary medicine, developed into the International Society for Developmental

Origins of Health and Disease (DOHaD) in 2003. The Society also established the

Journal of Developmental Origins of Health and Disease in 2009. As stated on its

website, its main aim is for “the scientific exploration of early human development

in relation to chronic disease in later life” [80] (see Chap. 6), and it clearly has

overlapping interests with the theme of “mismatch” from evolutionary medicine.

The DOHaD group meets every two years in different locations around the globe,

with the 2017 meeting in Cape Town, South Africa. In relation to evolutionary

medicine, this developmentally-focused subfield has been represented primarily by

Peter Gluckman, Alan Beedle, and Mark Hanson, who also wrote the first textbook

in evolutionary medicine [14], albeit with a strong focus representing their partic-

ular interests. Finally, Paul Ewald (see Chap. 14) wrote several early influential

articles and a book in 1994 (The Emergence of Infectious Diseases, [5]) that was to

have a profound effect on the field of evolutionary medicine. In fact, Williams’ and

Nesse’s section on infectious diseases in their 1991 article was heavily influenced

by an earlier [81] article by Ewald. The latter is also editor in chief of the Journal of

Evolutionary Medicine. Happily, the original disaggregation of the field into dis-

tinct sub-areas is disappearing, as evidenced by the converging of many authors

into more recent edited volumes, or as coauthors of papers, perhaps representing a

maturation of the field as it develops. A unifying figure across most of these

separate strands has been Randy Nesse, who now heads the new Center for

Evolution and Medicine at the Arizona State University [82], and spearheaded the

inaugural international meeting in 2015 of the ISEMPH that was also hosted at

Tempe, Arizona [83].

Nesse has also been one of the most vociferous advocates that evolutionary

theory should form the foundation for medical education in the future [3, 4, 35, 84].

In the last few years, a number of US and European individuals from biological and

medical backgrounds, funded by the National Science Foundation and the National

Evolutionary Synthesis Center (NESCent) in Durham, North Carolina, USA, have

been developing new questions for the US Medical Exams—the Medical College

Admissions Tests (MCATs)—that will require premedical students to have much

more knowledge of evolutionary biology than was previously necessary [34].

A number of student societies for evolutionary medicine are springing up on

medical school campuses, as exemplified by Michelle Blyth at the Louisiana State

10 G.R. Bentley

http://dx.doi.org/10.1007/978-3-319-29716-3_6
http://dx.doi.org/10.1007/978-3-319-29716-3_14


University [85], and a couple of innovative medical schools are conducting Grand

Rounds with evolutionary biologists (not just medical doctors) in tow [86]. Durham

University began a new MSc programme in evolutionary medicine in 2011 that

attracts UK intercalating medical students who have completed their fourth or fifth

year of medical school and who will hopefully carry on their careers equipped with

the additional tools of evolutionary thinking [87]. Training in evolutionary medi-

cine in mainland Europe can also be obtained at the Zurich Institute for

Evolutionary Medicine [88].

All of these developments should give us hope that evolutionary medicine is

finally coming into its own and has reached a stage where it can gradually infiltrate

into many areas of traditional medical practice. Although the field was criticised in

2012 as having more “breadth than depth” [89: 246], the growing and intimate

involvement of medical doctors with the field, as exemplified by the Grand Rounds

at UCLA, belies this criticism. It has been almost 25 years since the publication of

Williams’ and Nesse’s [33] article on the “Dawn of Darwinian Medicine” and

65 years since the demise of “Medical Darwinism” [75]. Perhaps this is the dawn of

a new era that we might call “embedded evolutionary medicine” when clinicians

and their trainers actually embrace evolutionary concepts and join forces with

evolutionary scholars interested in health issues.

Glossary

Autoimmune

disorders

Occur where the body produces antibodies against its own

components (called autoantibodies) and attacks specific

cells in the body. The causes of such autoimmune diseases

are often unknown. They include conditions such as mul-

tiple sclerosis, rheumatoid arthritis, inflammatory bowel

disease, and type 1 diabetes

Foetal

programming

Refers to the potential for programming for alternative

phenotypes during foetal life based on the environment

experienced in utero and particularly where nutritional

deficits constrain optimal foetal development during

gestation

Genotype Refers to the genetic make-up of an individual

Host–pathogen

coevolution

Refers to the arms race that exists between an individual

organism (the host) and a variety of other organisms that

can cause diseases in that host (pathogens). Both hosts and

pathogens will adapt over time to their coexistence, as they

are under constant selective pressure for reproduction and

survival
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Immunoglobulin E (IgE) is an antibody found in mammals and thought to have

evolved as mammals became infested with parasitic worms

(helminths) and protozoa (including malarial parasites).

This antibody is produced and becomes elevated in allergic

conditions such as asthma

Phenotype Refers to the sum of the genetic make-up of an individual

(its genotype) modified by environmental influences expe-

rienced during growth, development, and maintenance

across the life course

Phylogeny The evolutionary relationships between species across long

time spans

Polydactyly A genetic condition characterised by an excess number of

digits or fingers

Population

bottleneck

Occurs where populations of individuals reach sufficiently

low numbers and variability in the gene pool that genetic

drift is likely to occur
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Chapter 2

“Foetal–Maternal Conflicts” and Adverse

Outcomes in Human Pregnancies

Jimmy Espinoza, M.D., M.Sc., FACOG

Lay Summary

In most pregnancies, there is a delicate balance between foetal demands and

the maternal supply of nutrients; however, in some instances, abnormal

foetal–maternal interactions can lead to pregnancy complications. These

abnormal interactions can occur at the uteroplacental interface, in the pla-

cental vascular system and at the level of foetal–maternal signalling. Some of

the consequences of abnormal foetal–maternal interactions include pregnancy

complications such as foetal growth restriction, pre-eclampsia, gestational

diabetes, preterm parturition and in extreme cases foetal death. We propose

that an absolute reduction in the blood flow to the uteroplacental unit may

participate in the mechanisms of disease in foetal growth restriction,

early-onset pre-eclampsia and maternal thrombophilias, whereas a relative

reduction in the supply line due to an excessive foetal demands for nutrients

may be more relevant in the mechanism of injury in late-onset pre-eclampsia

and gestational diabetes. It is possible that some of these pregnancy com-

plications may have evolved as survival strategies for the foetus or the

mother. In this context, interventions aimed at modulating the maternal blood

pressure during pregnancy or delaying preterm parturition should be tailored

to maximize both maternal and perinatal outcomes.

J. Espinoza (&)

Department of Obstetrics and Gynecology, Division of Maternal Fetal Medicine,

Baylor College of Medicine, Houston, TX, USA

e-mail: Jimmy.Espinoza@bcm.edu

J. Espinoza

Texas Children’s Hospital Pavilion for Women, Houston, TX, USA

© Springer International Publishing Switzerland 2016

A. Alvergne et al. (eds.), Evolutionary Thinking in Medicine,

Advances in the Evolutionary Analysis of Human Behaviour,

DOI 10.1007/978-3-319-29716-3_2

19



2.1 Introduction

The placenta appears to be a ruthless parasitic organ existing solely for the maintenance and

protection of the fetus, perhaps too often to the disregard of the maternal organism.

Ernest W. Page AJOG 1939.

Successful pregnancies depend on a balance between increasing foetal demand for

nutrients and a measured maternal investment to safeguard her reproductive future

[1]. Failure of the well-orchestrated maternal foetal interaction may lead to a

conflict of interests between the mother and her foetus and subsequent pregnancy

complications [2]. The term “foetal–maternal conflict” refers to a conceptual

framework whereby foetal growth and development can happen sometimes at the

expense of the maternal well-being [1–5]. This term has being used to describe

clinical situations in which evolutionary adaptations of the mother appear to be in

conflict with those of her foetus [1, 2, 4, 5]. At the histological level, foetal–

maternal conflicts have been implicated in the mechanisms by which abnormal

trophoblast invasion leads to the failure of physiologic transformation of the spiral

arteries [2, 6–9], chronic uteroplacental ischaemia [10] and pregnancy complica-

tions including pre-eclampsia [1–13], preterm parturition [14, 15], foetal growth

restriction [11, 13, 16, 17] and foetal death [18]. The conventional obstetrical view

is to compartmentalize and treat pregnancy complications as if problems arising

during pregnancy have either foetal or maternal origin. In contrast, the evolutionary

approach to pregnancy complications is to consider them as a result of abnormal

foetal–maternal interactions. This chapter reviews the evidence supporting the

notion that foetal growth restriction, early- and late-onset pre-eclampsia, preterm

parturition and gestational diabetes may result from inadequate foetal–maternal

interactions.

2.2 Research Findings

2.2.1 Foetal Growth Restriction and Abnormal

Foetal–Maternal Interactions

One of the most common expressions of the “foetal–maternal conflict” is mani-

fested in abnormalities of foetal growth. Paternally derived imprinted genes tend to

maximize foetal growth; in contrast, maternally derived imprinted genes tend to do

the opposite [5] presumably as an evolutionary strategy to protect the maternal

well-being. A remarkable example of this view is the observation that human

triploidic foetuses, for which the extra set of chromosomes (a total of 69 rather than

the normal 46 chromosomes) is derived from the mother (dyginic triploidy), are

associated with early-onset foetal growth restriction even in the first trimester of

pregnancy (Fig. 2.1). These foetuses not only have very small bodies and dispro-

portionably large heads but also very thin and small placentas. Moreover, there is
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sonographic evidence that dyginic triploidic foetuses show blood redistribution to

the foetal brain in the first and early second trimester of pregnancy [19].

Asymmetric early-onset foetal growth restriction in triploidic foetuses may be due

to the chromosomal anomaly, but it is possible that blood redistribution starting

very early in pregnancy may contribute to the phenotype seen in dyginic triploidy.

In contrast, triploidic foetuses for which the extra set of chromosomes is derived

from the father (dyandric triploidy) are associated with partial mole pregnancies.

These foetuses tend to be of normal size but have large molar placentas and are

often associated with early-onset pre-eclampsia before 20 weeks of gestation. It is

noteworthy that pregnancy complications that are normally seen in the second or

third trimester, including foetal growth restriction and pre-eclampsia, can be seen as

early as the first or early second trimester in dyginic or dyandric triploidic preg-

nancies, respectively.

Genomic imprinting is the process by which one copy of a gene is silenced due

to its parental origin. New high-throughput molecular techniques indicate that

several hundred genes are imprinted. Experimental studies provide additional evi-

dence that foetal growth is regulated by paternally or maternally derived imprinted

Fig. 2.1 Ultrasonographic findings in a foetus with dyginic triploidy in the first trimester of

pregnancy note the significant disproportion between the foetal head and the body
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genes. The insulin-like growth factor II gene is paternally expressed in the foetus

and the placenta; deletion of a transcript of this gene in mice leads to reduced

placental growth and foetal growth restriction [4]. Grb10 is an adapter signalling

protein that appears to control foetal growth independently from insulin-like growth

factor 2 [20]. Grb10 is a potent growth inhibitor, and the majority of its gene

expression arises from the maternally derived allele which is located on chromo-

some 7 [20]. In mice, disruption of this allele results in overgrowth of both the

embryo and placenta, such that the mutant mice at birth are 30 % larger than normal

[20]. In humans, about 10 % of individuals affected by Silver–Russell syndrome,

characterized by severe foetal growth restrictions, inherit both copies of chromo-

somes 7 from their mother, and it has been proposed that an overexpression of the

GRB10 gene accounts for these restrictions in growth [20].

2.2.2 Chronic Ischaemia of the Uteroplacental Unit:

Early-Onset Pre-eclampsia and Foetal Growth

Restriction

During pregnancy, the uterus and placenta form an anatomic and functional utero-

placental unit. An absolute uteroplacental ischaemia may result from (i) placental

bed disorders; (ii) vascular insults to the placenta; or (iii) abnormal foetal placental

circulation. Abnormalities in the placental bed and subsequent failure of physiologic

transformation of the spiral arteries in the first or early second trimester [6, 7] limit

the blood flow to the uteroplacental unit. Indeed, high impedance to blood flow in

both uterine arteries, a surrogate marker of chronic reduction of the blood flow to the

uteroplacental unit [21, 22], is associated with the failure of the normal physiologic

transformation of the spiral arteries in placental bed biopsies from patients with

pre-eclampsia [11, 13, 16, 23] and those with foetal growth restriction [11, 13, 16,

17]. However, not all patients with these pregnancy complications have evidence of

failure of physiologic transformation of the spiral arteries [11–13, 16, 17, 23].

Moreover, this pathological finding is not limited to patients with pre-eclampsia or

foetal growth restriction because it has also been described in a subset of patients

with preterm parturition [14, 15] and foetal death [18].

Additional mechanisms leading to absolute uteroplacental ischaemia include

insults to the placental vasculature during pregnancy. Recent reports indicate not

only that pre-eclampsia is associated with placental vascular lesions consistent with

“underperfusion”, but also that the earlier the gestational age at which pre-eclampsia

develops, the higher the prevalence of lesions consistent with placental ischaemia

[24, 25]. Indeed, the frequency of placental histological lesions consistent with

“maternal underperfusion” is as high as 75 % in pre-eclampsia that develop between

25 and 27 weeks and as low as 13 % in pre-eclampsia that develop at more than

41 weeks [25]. These observations suggest that there may be a dose response between

the magnitude of uteroplacental ischaemia and the timing of onset of pre-eclampsia.
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A remarkable example of the latter is the development of pre-eclampsia before

20 weeks of gestation in patients with mole or partial mole. These pregnancy com-

plications are characterized by the presence of “avascular placental villi” or placental

villi with capillary remnants [26]. Thus, by definition, mole and partial mole may

represent an extreme in the spectrum of ischaemic disease of the trophoblast [27]. The

dose response between the magnitude of uteroplacental ischaemia and the timing of

the development of pre-eclampsia suggests that there is an absolute or relative

“trophoblast ischaemic threshold” beyond which pre-eclampsia develops as a foetal

adaptive strategy in an attempt to improve the blood perfusion to the foetal and

placental tissues. It is possible that the response to this threshold may be modified by

gene–environment interaction [28], the magnitude of angiogenic imbalances [27, 29]

and foetal signalling in response to absolute or relative uteroplacental ischaemia

[30, 31].

Accumulating evidence indicates that chronic reduction of blood flow to the

uterus and placenta is associated with imbalances between circulating angiogenic

and anti-angiogenic factors characterized by an excess of the soluble form of

vascular endothelial growth factor (VEGF) receptor 1 (sFlt-1) and the soluble

endoglin (s-Eng) as well as low circulating maternal concentrations of both VEGF

and placental growth factor (PlGF) [27]. Clinical and experimental evidence indi-

cates that angiogenic imbalances are associated with the maternal manifestations of

pre-eclampsia, eclampsia and HELLP syndrome [27]. Teleologically, it is difficult

to believe that natural selection did not select against pre-eclampsia, which can

endanger the survival of both the mother and the foetus. From the evolutionary

point of view, it is possible that in preeclamptic patients, the foetus may stimulate

the placental release of anti-angiogenic factors to increase the maternal blood

pressure in an attempt to increase the blood flow to the placental and foetal tissues.

The magnitude of the angiogenic imbalances, gene–environment interaction (Subtle

differences in genetic factors that cause some people to possess a low risk for

developing a disease through an environmental insult, while others are much more

vulnerable) and other factors may determine whether a patient with chronic tro-

phoblast ischaemia will develop pre-eclampsia, foetal growth restriction, both or

any of the other intermediate phenotypes including gestational hypertension and

gestational proteinuria [27].

Recent reports suggest that among patients with pre-eclampsia, the foetus may

use adenosine among other signalling mechanisms in order to increase the maternal

blood pressure in an attempt to compensate for limited blood flow to the foetal and

placental tissues [27, 30, 32]. In one study [32], the authors compared the foetal

plasma concentrations of adenosine from normal pregnancies with those from

pre-eclampsia; patients with pre-eclampsia were sub-classified into patients with

and without abnormal uterine artery Doppler velocimetry. The results of the study

indicated that foetal plasma concentrations of adenosine were significantly higher in

patients with pre-eclampsia with abnormal uterine artery Doppler velocimetry than

in normal pregnancies. The authors concluded that patients with pre-eclampsia and

sonographic evidence of chronic uteroplacental ischaemia have high foetal plasma
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concentrations of adenosine and proposed that in these patients the foetus may use

the adenosine system and/or other signalling mechanisms to increase the maternal

blood pressure in an attempt to increase uteroplacental blood flow. An elegant

in vitro study provided additional evidence in support of this view [33]. In this

study, the authors determined the adenosine concentrations in foetal venous per-

fusates using isolated dual-perfused human placental cotyledons. In the latter

experimental setting, both the foetal and maternal compartments of the placenta are

perfused under controlled conditions. The authors reported that a substantial

reduction in the perfusion of the maternal compartment of the placenta was asso-

ciated with a significant increase in foetal venous perfusate concentrations of

adenosine and a concomitant increase in foetoplacental perfusion pressure.

Furthermore, perfusate pressure and the concentration of adenosine in the foetal

compartment returned to baseline levels on reperfusion of the “maternal” circuit

[33]. A more recent study using cultures of placental cells indicates that the

administration of adenosine to the cultures significantly increases the concentration

of the anti-angiogenic factor sFlt-1 in the cell culture media under normoxic con-

ditions and that the addition of dipyridamole (an adenosine transporter antagonist

which increases extracellular adenosine concentration) to cell cultures leads to a

significant increase in the concentrations of sFlt-1 in the culture media [34].

Moreover, although hypoxia was associated with a twofold increase in the con-

centrations of sFlt-1 in the cell culture media, blockade of adenosine signalling

(using a non-specific adenosine receptor antagonist) blunted the hypoxic effect on

the concentrations of sFlt-1 and VEGF to a level similar to normoxic conditions

[34]. These results indicate that adenosine signalling is important for placental

overexpression and release of sFlt-1 under both normoxic and hypoxic conditions.

An excess of sFlt-1 is associated with endothelial dysfunction, maternal hyper-

tension and the liver and renal injury described in pre-eclampsia. Collectively, this

evidence suggests that foetal signalling may play an important role in the devel-

opment of pre-eclampsia in the context of chronic reduction of blood flow to the

uteroplacental unit.

2.2.3 Maternal Thrombophilias

Histological vascular lesions have been described in the foetal and/or maternal side

of the placenta in mothers with inherited and acquired maternal thrombophilias

[35–38], but not in foetal thrombophilias [39]. Thus, chronic placental ischaemia

may contribute to the increased rate of adverse pregnancy outcomes observed in

patients with thrombophilias [38, 40–42]. In the context of the foetal–maternal

conflict, it is possible that the evolutionary advantage of preserving thrombophilic

genes in a particular population is to favour the maternal well-being over that of her

foetus, in addition to reducing the risk of peripartum haemorrhage [43, 44].
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2.2.4 Late-Onset Pre-eclampsia

Absolute uteroplacental ischaemia appears to be less relevant in the pathophysi-

ology of late-onset pre-eclampsia, defined as the onset of pre-eclampsia beyond

34 weeks of gestation [45, 46]. Evidence in support of this view includes the recent

observation that more than half of patients with late-onset pre-eclampsia do not

have placental histological lesions consistent with “maternal underperfusion” [47].

Furthermore, late-onset pre-eclampsia is frequently associated with foetuses that are

adequate or large-for-gestational age [45, 48–53]. We proposed that in these cases,

an increased foetal demand for substrates that surpass the placental ability to sustain

foetal growth may induce foetal signalling for placental overproduction of

anti-angiogenic factors and subsequent “compensatory” maternal hypertension [27].

Thus, it is possible that a relative uteroplacental ischaemia due to a mismatch

between a limited uteroplacental blood flow and increased foetal demand for

nutrients may be central to the development of late-onset pre-eclampsia. It is

possible that in both early and late-onset pre-eclampsia, the foetus may signal for

the onset of pre-eclampsia. In early-onset pre-eclampsia, real reduction in blood

flow appears to be central to the disease; in contrast, in late-onset pre-eclampsia,

foetal over-demand may create a state of relative scarcity of nutrients, which in turn

would prompt foetal signalling to elevate the maternal blood pressure.

A large metanalysis demonstrated that overzealous attempts to control blood

pressure during pregnancy are associated with foetal growth restriction [54]. These

observations suggest that pre-eclampsia may have evolved as one of the foetal

strategies to compensate for a relative or absolute uteroplacental ischaemia.

2.2.5 Abnormal Foetal–Maternal Interactions and Preterm

Parturition

Foetal strategies to cope with chronic uteroplacental ischaemia may include growth

restriction, foetal signalling to increase the maternal systemic blood pressure leading

into pre-eclampsia [30, 31] or preterm parturition to exit an inadequate intrauterine

environment. The observation that the absence of physiological transformation of

spiral arteries is also present in a subset of patients with spontaneous preterm delivery

[14, 15] suggests that the clinical manifestations of “foetal–maternal conflict” may

also include preterm parturition. Smallness at birth may be the result of different

insults during pregnancy including chronic reduction of blood flow to the utero-

placental unit. In some growth-restricted foetuses, spontaneous preterm parturition

(Delivery before 37 weeks of gestation) may represent a survival strategy to exit an

inadequate intrauterine environment [55]; failure of this adaptive strategy may result

in foetal or neonatal death. Evidence in support of this view includes the observations

that spontaneous preterm parturition is associated with foetal growth abnormalities

[56–66]. Of note, the association of smallness at birth (less than 10th percentile for

2 “Foetal–Maternal Conflicts” and Adverse Outcomes … 25



gestational age) and prematurity confers a higher risk of foetal [67] or neonatal death

[68] among other adverse perinatal outcomes [68–73]. To the extent that preterm

parturition is a survival strategy to exit an inadequate intrauterine environment, the

safety of tocolysis (interventions to stop uterine contractions) in the growth-restricted

premature foetus should be re-evaluated.

2.2.6 Gestational Diabetes

David Haig in a very insightful article proposed that gestational diabetes mellitus

(GDM), among other pregnancy complications, may also be the result of a foetal–

maternal conflict [1]. Dr. Haig proposed that a mother and her foetus compete after

every meal over the glucose share that each one receives in a way that

The longer the mother takes to reduce her blood sugar, the greater the share taken by her

fetus. [1]

In the last half of pregnancy, there is an increased tissue resistance to the action of

insulin; to compensate for this, the mother increases insulin production. According

to the foetal–maternal conflict hypothesis, this is caused by foetal signalling using

placental allocrine hormones including human placental lactogen (hPL) and human

placental growth hormone among others, to guaranty its adequate glucose supply,

whereas the increased production of insulin would be a maternal countermeasure [1].

Thus, the nutrient content in the maternal blood may be determined by the balance

between foetal signalling using placental-derived hormones and maternal counter-

measures. Human experimentation done in the late 1960s provides evidence sup-

porting the notion of the diabetogenic effect of hPL [74, 75]. Indeed, intravenous

infusion of physiological amounts of hPL to non-pregnant subjects is associated with

glucose intolerance despite increased insulin responses [74]. It is possible that failure

of a well-orchestrated maternal–foetal interaction, between foetal signalling

increasing the placental production of diabetogenic hormones and maternal coun-

termeasures increasing insulin production, may lead to GDM. Thus, gestational

diabetes would develop if a woman were unable to increase her insulin production

sufficiently to match the increased peripheral insulin resistance.

A large population-based study indicated that GDM is an independent factor for

the development of pre-eclampsia after controlling for confounding factors

including maternal age, parity, BMI, smoking and chronic hypertension or renal

disease (Adjusted Odds-Ratio: 1.61, 95 % CI: 1.39–1.86) [76]. Moreover, a large

retrospective study in the USA involving 1813 women with GDM demonstrated

that the rates of pre-eclampsia among those with poor glycaemic control were about

twice as high as those with better glycaemic control (18 % vs. 9.8 %; OR: 2.56,

95 % CI: 1.5–4.3) [77]. However, there is limited literature in regard to the timing

of onset of pre-eclampsia among women with GDM.

In a study involving 45 patients with GDM demonstrated normal placental

histology in 80 % of them [76], thus, placental vascular lesions are not common in
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the foetal or maternal side of the placenta in women with GDM. Since this preg-

nancy complication is associated with large-for-gestational age neonates, it is

possible that in women with GDM who develop pre-eclampsia, an increased foetal

demand for substrates that surpass the placental ability to sustain foetal growth may

induce foetal signalling for placental overproduction of anti-angiogenic factors and

subsequent “compensatory” maternal hypertension. Additional studies are needed

to explore the role of angiogenic imbalances in these patients.

2.3 Implications for Policy and Practice

The recognition that some pregnancy complications may be due to abnormal foetal–

maternal interactions is important for the clinical management of these pregnancy

complications. In the context of a long-lasting reduction of blood flow to the foetal

and placental tissues, the foetus may signal the placental release of “pressor sub-

stances”, which could elevate the maternal blood pressure in an attempt to increase

the delivery of nutrients to the foetus. Any medical attempt to “normalize” the

blood pressure in the mother could be deleterious to the foetus by preventing the

beneficial effect of a compensatory mechanism. The use of medications to lower the

blood pressure should be aimed at reducing the blood pressure to a level that will

prevent cardiovascular accidents in the mother, but not at “normalizing” the blood

pressure. Similarly, the use of medications to stop the uterine contractions in

women with preterm labour should be judiciously used in foetuses that are

growth-restricted because it is possible that the foetus may have initiated the pro-

cess of premature labour in order to exit a hostile intrauterine environment.

Glossary

Pre-eclampsia Hypertensive disorder of pregnancy that typically starts

after the 20th week of pregnancy.

Genomic imprinting The process by which one copy of a gene is silenced

due to its parental origin.

Mole pregnancy Results from a genetic error during the fertilization

process that leads to growth of abnormal placenta

within the uterus.

Grb10 Growth factor receptor-bound protein 10 also known as

insulin receptor-binding protein.

Spiral arteries Small arteries that are remodelled into highly dilated

vessels during pregnancy to increase the blood supply

to foetal and placental tissues.
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Placental bed disorders Refers to defective placentation in the human which is

associated with pregnancy complications such

pre-eclampsia, foetal growth restriction, and foetal

death.

Uteroplacental

ischaemia

During pregnancy, the uterus and placenta form a

functional unit. This term refers to reduced blood flow

to this unit.

Angiogenic factors Promote the viability and growth of endothelial cells.

Foetal signalling: proposed pathways used by the foetus

to alter the maternal of placental physiology.

HELLP syndrome A severe form of pre-eclampsia characterized by

abnormal liver enzymes, low platelets and destruction

of red blood cells.

Adenosine Compound that plays an important role in energy

transfer signal transduction and regulation of blood

flow to various organs.

Uterine artery Doppler

velocimetry

Ultrasonographic technique to evaluate the character-

istics of blood flow in vessels.

VEGF Vascular endothelial growth factor is a signalling pro-

tein involved in the formation and growth of blood

vessels.

sFlt-1 Splice variant of VEGF receptor 1an excess of this

soluble form in the circulation can reduce the

bioavailability of VEGF (anti-angiogenic).

Thrombophilia Abnormality of blood coagulation that increases the risk

of thrombosis.

Tocolysis Medical interventions to reduce or stop uterine

contractions.

Allocrine hormones Foreign hormones being taken up and eliciting a

response in an organism.
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Chapter 3

Obstructed Labour: The Classic Obstetric

Dilemma and Beyond

Emma Pomeroy, Ph.D., Prof. Jonathan C.K. Wells, Ph.D.

and Jay T. Stock, Ph.D.

Lay Summary The obstetric dilemma (OD) theory proposes that walking on

two feet (bipedalism) favours narrower hips, while the large human brain

favours wider hips with a more spacious birth canal through which the baby’s

head can pass. These competing demands on pelvic size and shape were

argued to have resulted in a tight fit between foetal head size and the maternal

birth canal, causing a long, painful childbirth and high risks of obstructed

labour in humans. While this ‘classic’ OD has been widely accepted among

anthropologists and medical researchers as an explanation for the human

pattern of childbirth, obstructed labour may not be an inevitable consequence

of the OD. Rather, rates of obstructed labour may vary over space and time in

relation to more recent changes in growth, diet, weight and health resulting

from alterations to our environment (both natural and caused by humans).

Importantly, this suggests that the modern burden of obstructed labour, which

accounts for up to 14 % of maternal deaths in low- and middle-income

countries, can be reduced by focussing on lifestyle factors. Changing the

typical birth posture may also help, and a closer examination of parental and

foetal body measurements may aid in identifying the mothers most at risk of

labour complications.
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3.1 Introduction

The OD [1] suggests that humans have a uniquely protracted, painful birth with

increased risk of obstructed labour (where mechanical problems such as a large

foetal head, shoulder dystocia or malpresentation of the foetus prevent its passage

through the birth canal [2]) because two key characteristics of our species place

antagonistic demands on pelvic form [3–5]. Bipedalism was proposed to favour a

narrow pelvis for efficiency [6], while the exceptionally large size of the human

brain necessitated a larger pelvis with a more spacious birth canal, resulting in a

tight fit between foetal head and maternal bony birth canal. The OD has become

widely accepted in anthropology and medicine, and blamed for a variety of birth

complications including cephalopelvic disproportion, shoulder dystocia, and rising

Caesarean rates [7–9]. However, this classic notion of a persistent OD leading to

birth complications among humans is increasingly being challenged. In this chapter,

we briefly outline some recent challenges to the OD and then focus on the link

between the OD and obstructed labour in contemporary population. Rather than

seeing obstructed labour as an inevitable outcome of the OD, we evaluate how rates

probably vary temporally and between populations as a result of the influences of

lifestyle and environmental conditions on maternal and offspring phenotype. By

providing insight into the causes of such problems, an evolutionary view offers

novel perspective on appropriate strategies to manage and reduce their impact.

3.2 Research Findings

3.2.1 Pelvic Morphology, Parturition and Locomotion

Proponents of the OD argue that the close fit between neonatal head size and the

birth canal led to the evolution of uniquely human prolonged and painful labour,

necessitating a rotational birth mechanism, assistance during childbirth, and

increasing rates of maternal and/or neonatal mortality due to obstructed labour

[4, 10, 11]. However, the uniqueness of these characteristics is open to question,

and more fundamentally, evidence for key assumptions underlying the OD has been

challenged [12–14], as we review briefly here.

The existence of selective constraints of bipedalism on pelvic morphology is not

well supported. The alternative proposal that a broader pelvis offers greater walking

efficiency [15] has recently been supported by empirical studies (summarised in

[14, 16]). In addition, while shorter individuals generally have smaller pelves, birth

canal size is maintained among certain recent small-bodied populations despite an

absolutely narrower pelvis, suggesting a wider birth canal is compatible with

adequate locomotor efficiency [17, 18]. Furthermore, pelvic breadth is also under

climatic selection [19–21]. If the heat-retaining benefits of greater pelvic breadth in

cold conditions outweigh hypothetical penalties in locomotor efficiency, it makes
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little sense that pelvic dimensions could not increase to alleviate obstetric problems,

which are likely under strong selection [22].

There also appears to be scope for natural selection to have decreased obstetric

constraints on pelvic morphology. The relatively close fit between neonatal head

size and maternal bony birth canal is not uniquely human [23] (Fig. 3.1). Some

mammals have a much greater degree of disparity between neonatal and maternal

pelvic canal size than humans, yet solutions to the problem have evolved in those

species. For example, in free-tailed bats, the maternal intrapubic ligament stretches

to*15 times its usual length during birth [24]. Significant increases in human bony

birth canal size could be achieved with relatively small increases in diameter that

fall within existing variation in humans, suggesting that the OD could have been

relieved relatively easily by natural selection. A mere 3 % increase in maternal

pelvic canal diameter would permit a 10 % increase in neonatal brain size and so

reduce the OD substantially [25]. There is also evidence to suggest a degree of

uncoupling between locomotor and obstetric features of the pelvis in our evolu-

tionary lineage, allowing more independent evolution of these characters than in

great apes [26]. Finally, the bony birth canal is as variable as other pelvic or limb

bone dimensions [27] and as variable in males as in females [28, 29], which is

inconsistent with female pelvic morphology being under particularly high obstetric

constraint.

Fig. 3.1 The relationship between maternal pelvic inlet and neonatal head size in various

primates, including our closest relatives the great apes (bottom row) (as redrawn in [4]). Ateles:

spider monkey, Nasalis: proboscis monkey, Macaca: macaque, Hylobates: gibbon, Pongo:

orang-utan, Pan: chimpanzee, Gorilla: gorilla and Homo: modern humans
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However, it is also worth noting that culture is a key adaptive response to a wide

range of factors among humans, and some argue that childbirth assistance from

other individuals (‘midwives’) may have evolved relatively early in the human

evolutionary lineage [4, 10]. This could have reduced the selective pressure for

biological adaptation to the tight fit between the birth canal and infant head.

3.2.2 Cephalopelvic Disproportion and Obstructed Labour:

The Consequences of an Environmentally Induced

Obstetric Dilemma?

The focus here is on the relationship of obstructed labour to the OD. Obstructed

labour is a significant problem in contemporary agricultural and industrial popu-

lations, particularly in low- and middle-income countries where it accounts for 4,

9.5 and 13.5 % of maternal deaths in Africa, Asia and Latin America, respectively

(though it is notable that post-partum haemorrhage and infections and hypertension

actually account for more maternal deaths [30]). Rather than being an inevitable

consequence of the OD, as some have suggested previously, obstructed labour may

vary in frequency relative to social and environmental conditions, and under-

standing the relationship between the environment and obstructed labour is there-

fore relevant to trying to reduce its burden.

Short maternal stature is among the strongest predictors of obstructed labour and

Caesarean delivery [31–33], so the long-term trends in height may also offer insight

into the temporal origin of obstructed labour. Smaller women generally have

smaller pelves and thus the greater risk of cephalopelvic disproportion (a form of

obstructed labour where the infant’s head is too large to pass through the mother’s

bony birth canal, necessitating Caesarean delivery) [32]. While size at birth is

influenced by both maternal and paternal genetics [34–36], maternal phenotype

(height and weight) is a primary determinant of foetal nutrition so that shorter,

thinner mothers typically give birth to smaller, lighter babies [36–38]. In many

populations, short female stature results from environmental conditions (poor diet,

disease) in the current and preceding generations [39]. Although smaller mothers do

have smaller and lighter babies, ‘brain-sparing’ growth may still increase the risk of

cephalopelvic disproportion by preserving head (brain) size at the expense of other

organs [40, 41].

The greater plasticity of height and weight compared with head size could mean

that altered environmental conditions cause more rapid change in maternal body

size than head circumference and thus elevate obstructed labour risk [12]. When

small stature evolves over an extended period, the size of the birth canal is pre-

served [17, 18], but obstructed labour may be more frequent where maternal body

size has decreased relatively recently and appropriate adaptations in pelvic
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morphology are lacking [12]. Modern rates of obstructed labour could therefore

have arisen with the adoption of agriculture in the last 10,000 years [12, 42], which

was frequently associated with markedly decreased stature compared with pre-

ceding hunter-gatherer populations, probably due to increased rates of infection

associated with living in settlements, nutritional deficiencies resulting from a less

varied diet, and increased famine risk among agriculturalists [43, 44]. Alternatively,

current obstructed labour rates could reflect more recent fluctuations in income and

food security in low- and middle-income countries [12].

We know little about past rates of obstructed labour, and estimating

childbirth-related death rates in the past is difficult [12, 45]. While the archaeo-

logical record offers examples of deaths in childbirth, these are rare cases where the

infant remains within the birth canal (reviewed in [12]). As humans were

hunter-gatherers for over 90 % of our species’ history, data from modern

hunter-gatherers could offer some insight into past obstructed labour rates.

Unfortunately, few relevant data are available and they may be problematic,

especially for extrapolating to preagricultural societies [12]. Anecdotally though,

birth is quicker and obstructed labour extremely uncommon in hunter-gatherer

groups including small-bodied populations (‘pygmies’) [42, 46], suggesting greater

coordination of height and pelvic canal dimensions in these populations.

The problem of mismatched maternal height and offspring head size may be

further exacerbated by the current global obesity and diabetes ‘epidemics’ [12].

Maternal overweight, obesity, excess pregnancy weight gain and gestational or

pre-existing diabetes are associated with foetal macrosomia [37, 47, 48] and neg-

ative birth outcomes including obstructed labour [48–50]. As obesity rates rise,

foetal macrosomia and associated problems may become more common unless

female pelvic size also increases. The relationships between height, overweight,

obesity and obstetric dimensions are not well studied. Although external pelvic

dimensions at least do not seem to increase in concert with secular trends in height

[51–53], external dimensions do not necessarily reflect the obstetrically relevant

dimensions of the birth canal. Theoretically, more frequent Caesarean sections may

be reducing the selective pressure against cephalopelvic disproportion where

women can access this procedure, but simultaneously further increase the

obstructed labour rates [54], and thus the need for Caesareans in subsequent

generations.

Contemporary mothers in low- and middle-income countries probably face the

greatest burden of obstructed labour as they are more likely to be shorter due to

their own poorer growth environment, and simultaneously at increasing obesity risk

with westernisation [55]. Low birthweight and short adult stature are associated

with increased risk of obesity and type 2 diabetes, especially in an obesogenic

environment [40, 56, 57], potentially further increasing the likelihood of obstructed

labour.
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3.3 Implications for Policy and Practice

An evolutionary perspective suggests that obstructed labour does not result from the

‘classic’ OD, but is temporally and environmentally contingent. It has been par-

ticularly exacerbated by more recent lifestyle changes and environmental impacts

on maternal and/or offspring phenotype [12]. This has important implications for

healthcare policy and practice in that the OD is not an unavoidable feature of our

species, but one that can be managed through nutrition and healthcare. While

Caesarean sections offer an immediate solution, other strategies to reduce

obstructed labour rates are preferable in the light of limited healthcare access in

poorer communities, the financial cost to health services, associated health risks for

mother and child [58–62] (although see [63]), and the potential consequent increase

obstructed labour rates in subsequent generations [54]. Therefore, focussing on diet

and lifestyle factors to reduce obstructed labour rates is highly preferable, especially

considering the health benefits, such changes bring to the wider community and

across the life course.

3.3.1 Promotion of Healthy Weight and Lifestyle

In low- and middle-income countries, ensuring adequate maternal and child

nutrition and health, especially for girls, will help to reduce the incidence of short

maternal height and associated risks [9, 64], as well as bringing more widespread

health improvements. Conversely, the associations between maternal obesity,

excess pregnancy weight gain, diabetes, foetal macrosomia, obstructed labour and

other birth complications give further urgency to the need to promote healthy

lifestyles, especially among reproductive age women [47, 65–67] Given debates

concerning the definition of appropriate pregnancy weight gain [65, 68, 69], more

research is needed to enable medical practitioners to offer evidence-based guidance.

The promotion of healthy maternal weight gain will also have wider-reaching

benefits for offspring health across the lifespan [67, 70, 71].

3.3.2 Maternal Stature and Reducing Obstructed Labour

The higher plasticity of maternal body mass index compared with stature and pelvic

morphology, and the link between high maternal body mass index and neonatal

size, suggests that obstructed labour rates may take multiple generations to decline

[12]. Secular trends in stature in high-income countries occurred incrementally over

multiple decades [72]; thus, the alleviation of obstructed labour by increasing

maternal stature in low- and middle-income countries is likely to take several

generations. However, faster increases in obesity rates may perpetuate and even
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exacerbate obstructed labour rates (Fig. 3.2). There is also evidence for a ‘vicious

cycle’ of maternal and offspring obesity [73], potentially perpetuating and exac-

erbating obstructed labour across generations. Interventions during pregnancy to

limit excess weight gain and regulate blood glucose can reduce foetal macrosomia

and associated complications among overweight/obese mothers [69, 74, 75].

3.3.3 Childbirth Posture

In many traditional societies, childbirth positions were often upright, i.e. squatting,

kneeling or sitting [4, 45, 76, 77], while the western supine or semi-recumbent

position probably originated in the nineteenth- to twentieth-century medicalisation

of childbirth [78, 79]. Upright birthing enlarges the bony birth canal by up to 28 %

[80, 81] and may benefit both mother (e.g. reductions in pain, duration of the 2nd

stage of labour, episiotomy, forceps assistance and perineal tearing [82–84]) and

newborn (reduced incidence of abnormal heart rate, intensive care admissions [85]).

However, some studies report increased maternal blood loss [85], and several report

no difference in other neonatal outcomes with upright birth posture (e.g. Apgar

WesternisationAgriculture

Obstructed labour 
risk

Birth weight 

Maternal height

Fig. 3.2 Schematic representation of the relationship between maternal height, birthweight and

obstructed delivery rates in low- and middle-income countries. After adopting agriculture, stature

declined faster than birthweight and head circumference, and obstructed labour increased. With

westernisation, maternal body mass index and diabetes increase rapidly, driving greater

birthweight, while increased maternal stature takes multiple generations
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scores [82, 83, 86]). A recent Cochrane review [85] indicated that the current

evidence is low quality; more research is needed as an upright posture has potential

to offer a simple means of reducing obstructed labour [12].

3.4 Future Directions: Identifying Mothers at Risk

to Target Birth Intervention More Effectively

While maternal height, body mass index, pregnancy weight gain, and pelvic and

other measurements show significant associations with obstructed labour [32, 87,

88], they have limited predictive power and current UK guidelines warn against the

use of maternal measurements to predict Caesarean for cephalopelvic disproportion

[89]. Combining foetal and maternal characteristics may be more accurate [32, 90],

but predictive power remains relatively low. Promising areas for investigation

include identification of large foetal head circumference by ultrasound in late

pregnancy [91] and disproportionately large foetal mass relative to head circum-

ference in macrosomic infants [4, 92], and predicting cephalopelvic disproportion

risk from the ratio of parental head circumference to height [33, 93].

Glossary

Cephalopelvic

disproportion

The infant’s head is too large to pass through the bony birth

canal of the mother’s pelvis, necessitating Caesarean

delivery

Obstructed labour Where labour fails to progress as a result of mechanical

problems, e.g., cephalopelvic disproportion, shoulder dys-

tocia or malpresentation of the foetus, which prevent its

passage through the birth canal [2]

Phenotype The physical characteristics of an individual, population or

species. They represent the interplay of genetic and envi-

ronmental influences on the body

Plasticity The degree to which a given biological characteristic can

be modified in response to environmental factors.

Characteristics that are more responsive to the environ-

ment, and so less strongly genetically determined, are

described as plastic

Shoulder dystocia During labour, the shoulder is trapped behind the maternal

pelvis (typically the pubic symphysis, or the sacrum) fol-

lowing passage of the head
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Chapter 4

Bottle Feeding: The Impact

on Post-partum Depression, Birth Spacing

and Autism

Gordon G. Gallup, Jr., Ph.D., Kristina N. Spaulding, Ph.D.

and Fatima Aboul-Seoud, B.A.

Lay Summary Bottle feeding puts mothers out of phase with an integral

feature of mammalian evolutionary history. In this chapter, we document

some of the negative heath-related consequences that bottle feeding has not

only for the baby but for the mother as well. Inspired by evolutionary theory,

we make numerous suggestions for steps that could be taken to minimize

some of these medical and psychological issues that have occurred as a result

of bottle feeding as an alternative to breastfeeding.

4.1 Introduction

The existence of a growing number of discrepancies or mismatches between

evolved human adaptations and the conditions many of us now confront as a

consequence of recent technological changes is a focus point for those who aim to

address the medical issues using “evolutionary thinking”. As a result of the agri-

cultural, industrial and technological revolution, we have increasingly emancipated

ourselves from some of the conditions that gave rise to our existence.
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Body fat is a classic case in point. While seen as a risk factor for many medical

problems, endogenous stores of body fat used to be adaptive. As illustrated by the

phrase “feast or famine”, variation in food supplies was undoubtedly a common

recurring condition during most of human evolutionary history (see also Chap. 8).

When food was available, it would have been adaptive to overindulge and consume

excess calories that could be stored in the form of body fat and later utilized to

enable humans to bridge periods when food was scarce. However, nowadays, as a

result of modern agriculture, we have unwittingly created what amounts to a

continuous feast in many parts of the world where food is widely available in

almost limitless quantities, which puts us out of phase with the conditions that used

to prevail during our evolutionary history. As a consequence of the evolved

propensity to overeat in response to the abundance of food, this leads to obesity,

diabetes, and cardiovascular problems. The same can be reasoned for the pho-

toperiod. In spite of seasonal variation in the amount of daylight, through artificial

illumination, we have created conditions nowadays in which many people spent 16

or more hours every day in the light. Not only has this unwittingly created what

amounts to a continuous summer, but it has ushered in ways where more and more

people have the option of working and being active under conditions that put them

out of phase with the photoperiod, and there is growing evidence that this carries a

number of health risks as well [1].

In this chapter, we focus on bottle feeding as an alternative to breastfeeding and

attempt to identify and resolve some of the medical and psychological problems

posed by the evolutionarily novel introduction of bottle feeding as a means of

nourishing infants [2]. For most of human evolutionary history babies that were not

breastfed would have perished and the decision not to breastfeed would have been

tantamount to committing infanticide [3]. The technology needed to make bottle

feeding an option is very recent and is a good example of an evolutionary mis-

match. Not only is the formula that has been developed for bottle feeding a poor

substitute for breast milk that may compromise the health of the infant [4], but

mothers who bottle-feed their children also unwittingly put themselves at risk.

Studies have shown that women who bottle-feed are at an elevated likelihood of

becoming overweight [5] and developing breast cancer [6].

The decision to bottle-feed can be made for any number of reasons, including a

concern about the effect breastfeeding might have on the mother’s figure, embar-

rassment over breastfeeding in public, time and social constraints due to employ-

ment, or because of a physical inability to breastfeed or failure to produce adequate

breast milk. These are all legitimate reasons upon which a mother is entitled to base

her decision, and we stress that this decision is ultimately hers to make. Although

this chapter highlights the potential problems that can arise with bottle feeding,

there are always trade-offs with any decision. Our goal is to outline the possible

adverse outcomes and suggest better alternatives to the ones that are widely used

today so that women can make more informed decisions for themselves and their

babies.
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4.2 Research Findings

4.2.1 Bottle Feeding and Post-partum Depression

The absence of breastfeeding and the cessation of breastfeeding both trigger hor-

monal changes that function to terminate the production of breast milk (see Ref. [3]

for details). During most of human history, the absence or sudden cessation of

breastfeeding would often have been occasioned by the death of the child and as a

consequence, it has been argued that at the level of the mother’s basic biology,

bottle feeding may simulate or approximate some of the conditions associated with

the loss of a child [3]. The death of a child is a powerful stimulus for depression,

especially among women [7], and growing evidence implicates bottle feeding as a

significant risk factor for post-partum depression [8]. In a recent study, we dis-

covered that in contrast to mothers who breastfed their babies, mothers who bottle

fed were more likely to develop depressive symptoms during the post-partum

period even after controlling for age, education, income, and the woman’s rela-

tionship with the child’s father [3]. We also found that mothers who bottle-fed

reported wanting to hold their babies more. This apparent bottle feeding

enhancement of infant holding may be reminiscent of common reports among many

non-human primates where in response to the death of an infant, mothers often

engage in excessive holding, carrying and clinging to the corpses of dead babies for

prolonged periods of time. Consistent with our analysis, weaning also simulates

child loss and weaning has been show to trigger maternal depressive episodes in

many women [3].

4.2.2 Antidepressants and Breastfeeding

Women who develop post-partum depression and are treated with antidepressants

are sometimes advised to discontinue breastfeeding because of a concern that the

medication may get into the mother’s milk and adversely affect the infant. The FDA

does not recommend breastfeeding for women who are taking antidepressants,

because of reported cases of adverse effects on infants [9]. However, most

antidepressants have been demonstrated to be safe, only transmitting 1 % of the

mother’s dose per kilogram to the baby, which is neither toxic nor has it been

shown to cause any developmental delays [10]. With few exceptions such as

fluoxetine and nefazodone, most antidepressants have not been found to cause any

negative effects to infants of mothers who were taking them while breastfeeding,

and as a result, continuation of breastfeeding while taking antidepressants is now

often encouraged [9, 11]. Thus, from the perspective we are taking, the decision to

recommend that depressed mothers stop breastfeeding is ill-informed because it

could exacerbate rather than resolving the problem by simulating the death/loss of

the infant at time when the mother is already suffering from depression. The same
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may be true of other medical procedures. Antiquated hospital practices such as

keeping newborns in nurseries that involve repeated separation of the mother from

her infant may also unwittingly simulate child loss and contribute to the develop-

ment of post-partum depression.

4.2.3 Bottle Feeding Breast Milk

With the availability of modern breast pumps for expressing breast milk, working

mothers and others who cannot always be present to breastfeed now have the option

of providing babies with the nutritional advantages of breast milk by using bottles.

The proximate mechanisms by which breastfeeding facilitates attachment to

infants has been studied extensively. Oxytocin, a hormone that promotes bonding,

is released by the mother as well as the infant when breastfeeding occurs [12, 13].

Mothers report an increase in positive affect and feelings of love for their baby after

breastfeeding, which is thought to be influenced by the release of oxytocin [12],

whereas mothers may experience a negative change in mood after bottle feeding

[14]. While nourishment of the infant is an important function of breastfeeding,

there are many signals that the mother receives, such as skin-to-skin contact and the

scent of her baby, which, when paired with the act of breastfeeding, reinforce and

promote bonding and caring for the child.

While breastfeeding can act as a buffer against post-partum depression, many

women, especially those who work, do not have the option to breastfeed on demand

but instead can opt to express milk and have a caretaker bottle-feed their breast milk

to the baby while they are away. To minimize the adverse psychological effects that

bottle feeding may have on mothers who express milk for their babies, and reduce

cues that might otherwise approximate or simulate child loss, we recommend

instituting the following procedures during times when mothers express breast milk.

Using evolutionary history as a guide, it is possible to do this in ways that

approximate the contexts in which breastfeeding typically occurs to achieve max-

imum benefits. When expressing milk ordinarily, the child is absent, so the mother

is not receiving the breastfeeding signals she would otherwise. She does not

experience skin-to-skin contact with her baby, nor does she smell or hear her child,

nor is her nipple stimulated directly by her child. Oxytocin peaks when suckling

starts just before the release of milk, but this does not always happen with other

methods of expressing milk [15]. Some mothers have difficulty expressing milk

because oxytocin stimulates the let-down reflex which makes milk available in the

sinuses behind the nipples, and without the baby present, oxytocin is not as readily

released. Consistent with an evolutionary approach, it has been recommended that

mothers look at a picture of the baby, hear the baby cry or smell the baby (using an

article of clothing), in order to stimulate the reflex and help the mother express milk

[16]. From an evolutionary perspective, we would suggest that the closer the match

between breastfeeding and the context in which milk is expressed, the more

effective it will be. When expressing milk, we would predict that it would be even

50 G.G. Gallup Jr. et al.



more effective to watch a video of the baby that was taped on an earlier occasion of

breastfeeding. To maximize the effect, it would be important to position the camera

over the mother’s shoulder to approximate what the mother sees while she engages

in breastfeeding. It might even be better if the videotape also included sounds that

the baby typically makes while it is actually breastfeeding.

4.2.4 Bottle Feeding, Birth Spacing and Autism

Bottle feeding not only creates or approximates some of the conditions that used to

be associated with the death of a child, but it also unwittingly undermines the

existence of some important evolved birth spacing mechanisms [17]. Breastfeeding

functions to promote birth spacing by creating hormonal changes that lead to lac-

tational amenorrhoea (the absence of menstruation) and anovulation. In other words,

among women who breastfed, the resumption of regular menstrual cycles and

ovulation are typically delayed, and these changes function to reduce the likelihood

of early/premature re-impregnation during the post-partum period. During human

evolutionary history, it was common for breastfeeding to last 3–4 years following the

birth of a child [18], and without bottles, early weaning was not an option.

Pregnancy and breastfeeding are nutritionally very expensive and taxing for the

mother, and as a consequence, re-impregnation during the early post-partum period

could adversely affect the availability of milk for the existing child and at the same

time diminish the nutritional status of the prenatal environment for the developing

foetus. Consistent with this analysis, recent evidence implicates birth spacing as a

risk factor for autism. Research shows that children who are conceived within a

year or two of their previous sibling are significantly more likely to develop autism

[5]. Indeed, children who are conceived within a year of their next oldest sibling are

three times more likely to develop autism. We have argued that these peculiar

birth-order effects on the risk of autism may be a consequence of deficiencies in the

prenatal environment that occur as a result of closely spaced pregnancies that are

unwittingly due to bottle feeding and/or early weaning [17]. Thus, a mother’s

decision to bottle-feed her child may make re-impregnation more likely during the

early post-partum period and thereby increases the risk of autism in her next child.

One way doctors could reduce this risk would be to recommend birth control for

mothers who are bottle-feeding as a method to promote planned birth spacing.

Research showing a high degree of concordance in the incidence of autism not only

among identical twins, but also among fraternal twins [19] is highly consistent with

this bottle feeding/birth spacing hypothesis as it pertains to the prenatal intrauterine

environment.

4 Bottle Feeding … 51



4.2.5 Other Bottle Feeding and Birth Spacing Problems

As further evidence that the prenatal/gestational environment is compromised by

closely spaced pregnancies, children born within two years or less of one another

are at increased risk of preterm birth, low birthweight and being small for gesta-

tional age [20, 21]. These results were based on a meta-analysis of studies con-

ducted in the USA, Latin America, Asia, Europe and Australia. In developing

countries, abbreviated periods of birth spacing between successive siblings are also

associated with increased mortality for children less than 5 years of age [21], and

these effects show a dose-dependent relationship, with shorter inter-birth intervals

being associated with stronger negative effects. This study controlled for a number

of possible confounding factors including maternal age at birth, survival of the

preceding child, education, index of wealth and source of drinking water. Rutstein

[21] argued that waiting 36 months to conceive again could reduce

under-five-year-old deaths by as much as 25 %.

Also consistent with the evolutionary mismatch hypothesis, prolonged periods

separating the birth of successive siblings have also been associated with negative

outcomes. Inter-birth intervals exceeding five years are associated with an increase

in the risk of pre-eclampsia [20] even after controlling for maternal age. The risk of

preterm birth, low birthweight and small gestational age also increase after

59 months [20], and the same is true for the risk of mortality prior to age 5. The

results of these studies suggest that optimal birth spacing for humans may be 3–

4 years. These results map surprisingly well on to the typical amount of time

breastfeeding lasts under preindustrial conditions that resemble those thought to be

typical of human evolution. The connection between long intervals and poor out-

comes is not surprising, since once lactation stops most women would have

resumed normal cycling and become pregnant again shortly thereafter. Therefore,

throughout most of human history, birth intervals of 5 years or more would have

been the exception rather than the rule.

4.2.6 Bottle Feeding and Other Birth Spacing Anomalies

It is worth mentioning that birth spacing has a number of other behavioural side

effects. Closely spaced pregnancies that occur as a consequence of bottle feeding

elevate the risk of sibling rivalry [22]. Closely spaced births likewise appear to

compromise the cognitive capacity of firstborn children by perhaps

diminishing/diluting the intellectual environment of the family [23], and the same

may hold true for cognitive impairment among subsequent children as a result of

depleting long-chain polyunsaturated fatty acids in maternal gluteofemoral fat

stores, which have been implicated as being important in healthy pre- and neonatal

brain growth and development [24]. Birth spacing also has other behavioural

effects. Intervals of less than 24 months have been associated with the increases in
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neglectful parenting, behavioural problems and a decrease in cognitive functioning

in 1st grade of the younger child [25].

4.2.7 Obstacles to Breastfeeding in Medical Practice

Despite numerous benefits for both mothers and infants, rates of breastfeeding

remain relatively low. Globally, less than 40 % of infants are exclusively breastfed

for the first six months [26]. These numbers are further broken down into WHO

regions as follows: African (35 %), the Americas (30 %), South-east Asia (47 %),

European (25 %), Eastern Mediterranean (35 %) and Western Pacific (no data).

Based on income, 47 % of low income, 38 % of lower middle income and 18 % of

high income are exclusively breastfed for the first 6 months (no data for “upper

middle income”). Evolutionary thinking can serve as a useful guide for increasing

breastfeeding success. For most of human history, all babies would have been born

vaginally, experienced almost immediate contact with their mothers and initiated

breastfeeding shortly after birth. Caesarean sections put both mothers and infants

out of phase with some of the critical features associated with the birthing process.

A large body of research has identified a negative correlation between Caesarean

delivery (CD) and positive breastfeeding outcomes. In a study of American

mothers, CD was associated with a decreased likelihood of breastfeeding initiation

[27]. These results have been replicated in a number of other studies conducted

elsewhere, including Perez-Escamilla et al. [28] (Mexico), Gubler et al. [29]

(Switzerland) and Radwan [30] (United Arab Emirates). In some cases, CD has also

been associated with a decreased duration of breastfeeding [29]. Even in CD

mothers who initiate breastfeeding, there are differences compared to vaginal

delivery (VD) mothers. In one study, the mean rate of breast-milk transfer among

breastfeeding mothers was lower in CD mothers [31]. In addition, 25 % of CD

infants had not suckled within the first four hours after delivery, whereas the

number was only 3 % for VD mothers. CD mothers also received lower LATCH

scores (rating quality of breastfeeding) than VD mothers [32].

The negative effects of CD on breastfeeding are found in both planned and

emergency C-sections [31, 33, 34]. There are several possible explanations for these

results, including delayed contact with the mother and negative side effects of drugs

used during CD. CD not only appears to delay lactation [5, 35], but CD mothers

may also show decreased levels of oxytocin and prolactin post-partum [36]; both of

these hormones play an important role in lactation and maternal bonding.

Some hospital practices may encourage breastfeeding in VD and CD mothers

alike. Rooming in, skin-to-skin contact and early initiation of breastfeeding are all

associated with breastfeeding initiation and success [29, 30, 37]. Physical contact is

particularly important. Babies that experience their first physical maternal contact

within five minutes of birth and who room in with their mothers for 24 h show

increased rates of nursing [29], increased likelihood of breastfeeding [30] and

decreased use of bottle at discharge from the hospital [29]. Obviously, for babies
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that do not room in with the mother on a 24-h basis, the opportunity for physical

contact is reduced. One study of women in Sweden found that only 37 % of the

infants separated from their mothers for 1–6 days during the first week of life

breastfed exclusively after three months, compared to 72 % for the non-separated

group [38].

Research clearly shows that vaginal delivery and early contact with the mother

are important for breastfeeding success. In 1991, WHO and United Nations

Childrens’ Fund (UNICEF) launched the Baby Friendly Hospital Initiative (BFHI)

(see also Chap. 5) and recommended steps hospitals should take to increase the

likelihood and duration of breastfeeding. These include helping mothers to

breastfeed within 30 min of birth, rooming in 24 h a day and encouraging feeding

on demand [39]. All three of these practices are consistent with what would have

been typical during most of human evolutionary history. According to an Australian

study, in one hospital implementing BFHI, 9 of 15 CD infants initiated breast-

feeding within the first hour [33], whereas in three hospitals that did not participate

in the BFHI, none of the 32 CD infants began breastfeeding within 1 h. In addition,

the mean time until the first breastfeed was significantly shorter at the BFHI hos-

pital, and the BFHI hospital also had a higher percentage of babies’ breastfeeding

after 1 h. In both cases, these differences remained regardless of the mode of

delivery. Moreover, mothers from hospitals implementing BFHI practices in Hong

Kong were also less likely to initiate premature weaning [40]. For most mothers

(CD and VD), exclusive breastfeeding in the hospital is protective against early

termination of breastfeeding after release [40]. However, even in BFHI hospitals,

CD remains the most important barrier to breastfeeding. In an Italian hospital where

optimization of skin-to-skin contact, early initiation of breastfeeding and rooming

in are all standard practice, rates of breastfeeding at discharge in elective CD

mothers (74.4 %) were still lower than those in VD mothers (87.8 %, [34]).

4.2.8 Obesity and Breastfeeding Success

Another factor that impacts breastfeeding success is the mother’s body weight.

Mothers who are overweight or obese are less likely to initiate and continue

breastfeeding [41, 42]. Women who are overweight and obese are also more likely

to be of lower socio-economic status and/or depressed, and these are features that

have been associated with reduced incidences of breastfeeding. However, the effect

of body weight persists even when such factors are taken into account [41]. Possible

reasons for this include difficulty holding the infant in a way that would be con-

ducive to breastfeeding [43], decreased prolactin response to suckling [44] and

delayed lactation [5], as well as social factors such as greater embarrassment about

breastfeeding in public and changes in breast and nipple configuration. In addition,

obese women are more likely to have Caesarean sections [45], which, as detailed

above, make breastfeeding less likely.
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4.3 Implications for Policy and Practice

Breast feeding is good for mothers as well as babies. The risk of post-partum

depression among mothers who bottle-feed is much higher than for those who

breastfeed. From an evolutionary perspective, this may be because the failure to

breastfeed simulates/approximates an instance of child loss. Other hospital practices

that unwittingly simulate child loss may also contribute to post-partum depression;

including periods of separating the infant from the mother, as well a discouraging

breastfeeding among mothers being treated with antidepressant medication. In

addition, mothers that do not breastfeed are at increased risk of becoming over-

weight and developing breast cancer. Bottle feeding and early weaning also puts

evolved birth spacing mechanisms (such as lactational amenorrhoea and lactational

anovulation) on hold, and evidence shows that babies conceived within a year or

two of their next oldest sibling are at a much higher risk of a number of medical and

psychological problems, including autism. Caesarean sections likewise put mothers

out of phase with the evolved features of the birthing process, and growing evi-

dence shows that Caesarean sections are a major impediment to successful

breastfeeding.

Glossary

Anovulation Hormonal changes that inhibit the release of eggs

Lactational

amenorrhoea

Hormonal changes that occur during breastfeeding and that

suppress the release of eggs

Gluteofemoral fat Fat stores of long-chain polyunsaturated fatty acids that are

important for healthy brain growth and development
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Chapter 5

Sudden Infant Death Syndrome

Charlotte K. Russell, Ph.D., Lane E. Volpe, Ph.D.

and Prof. Helen L. Ball, Ph.D.

Lay summary Human infants have needs which are unique among primates.

These are primarily a consequence of their comparatively poor neurological

and muscular development at birth (compared to other primate infants who

are able to cling and maintain proximity with their mother). This results in

infants who would be very vulnerable in the absence of a caregiver and who

rely on their mother to provide close contact for frequent feeds, safety and

physiological regulation. Looking at human infants in this light allows us to

think critically about the way parents in Western cultures care for their babies,

and the possible consequences of these infant care practices for infant health,

including the risk of sudden infant death syndrome (SIDS). In most tradi-

tional (non-Western) human societies, mothers keep their infants in close

contact both during the day and the night. Infants in these societies wake

frequently during periods of sleep, and breastfeed on demand. In contrast, in

Western societies, infant care practices emphasise sleeping alone for extended

periods of time, and early cessation of breastfeeding.

As both lone sleeping and use of infant formula are associated with

increased incidence of SIDS, in human infants who have evolved to expect

continuous physical contact with a caregiver, some researchers have suggested

that SIDS (a syndrome characteristic of Western societies) may be a conse-

quence of a mismatch between Western infant care practices, and the unique

vulnerabilities of human infants. Where infants sleep has long been a focus of

both parent-educators and campaigners trying to reduce the rate of SIDS.

C.K. Russell (&) � L.E. Volpe � H.L. Ball

Parent-Infant Sleep Lab, Department of Anthropology, Durham University, Durham, UK

e-mail: c.k.russell@durham.ac.uk

H.L. Ball

e-mail: h.l.ball@durham.ac.uk

L.E. Volpe

The Implementation Group, Colorado, USA

e-mail: Lane@TheImplementationGroup.com

© Springer International Publishing Switzerland 2016

A. Alvergne et al. (eds.), Evolutionary Thinking in Medicine,

Advances in the Evolutionary Analysis of Human Behaviour,

DOI 10.1007/978-3-319-29716-3_5

61



Because some infants die of SIDS while sleeping in an adult bed, this sleep

location has, for the past 20 years, been the focus of many anti-bed-sharing

campaigns. However, because infant sleep location is also intimately related to

infant feeding method (breast vs. formula), individual parenting ethos and

cultural pressures, such campaigns have come to be regarded as being both

ineffectual and unethical, and alternative approaches developed.

Alternate approaches focus on evidence-based education for parents, and

culturally relevant interventions which facilitate close contact for infants and

caregivers while providing safe sleeping spaces for infants who may be more

vulnerable to SIDS. Such interventions, including the UNICEF UK

Baby-Friendly Initiative, Infant Sleep Safety Tool (ISST) and Wahakura

infant sleep basket, address infants’ evolved needs while also acknowledging

the trade-offs that parents consider in making decisions about infant care.

5.1 Introduction

5.1.1 Evolved Infant Biology and Infant Care

An evolutionary perspective on SIDS and night-time infant care considers the

incongruity between an infant’s evolved biological and behavioural needs, and

culturally mediated twenty-first-century infant care practices. Understanding of

human infants' evolved biological needs can be gained via the comparative per-

spective of human traits with those of other mammals and primates with whom we

share a common ancestor.

As placental mammals, humans produce relatively well-developed live-born

young who require maternal post-natal care and lactation. Developmental state at

birth and gestational length vary among mammalian species, and infants can gen-

erally be categorised within two types. ‘Altricial’ species produce infants that are

comparatively immature at birth; neuromuscular control is poor, infants are often

blind and hairless and are ‘cached’, or sequestered in nests. They are fed infre-

quently with milk that is high in fat. Primates, along with many other mammals,

produce ‘precocial’ infants—meaning they are well-developed at birth, able to see,

hear and maintain proximity with their mothers via independent locomotion, or

clinging. Mothers of precocial infants produce milk that provides energy, but little

fat, that must be consumed frequently. Humans conform only partially to the typical

‘precocial’ primate pattern, with infants feeding frequently on milk that is relatively

low in protein and fat, but high in sugar [1].

Unlike non-human primates, human infants also display secondarily altricial

characteristics as a consequence of the limits placed either by the bipedally adapted
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pelvis on foetal brain growth (see also Chap. 3 on the obstetric dilemma) or by the

constraints of maternal basal metabolic rate (BMR) to sustain a foetus for longer

than 9 months [2, 3]. Regardless of the limiting factor, the net result is that human

infants are born in a state of neurological immaturity with particularly poor neu-

romuscular control at birth, creating an inability to independently locomote or cling,

and relatively poor homeostatic control [4, 5]. The high sugar content of human

milk supplies the energy needed for fast brain growth in infancy; however, human

infants’ lack of neuromuscular control means that mothers are responsible for

providing close physical contact for safety, frequent feeds and physiological

regulation.

Cross-cultural studies demonstrate that in most traditional human societies,

infants are maintained in constant physical contact with a caregiver—usually their

mother—both day and night, experience frequent arousals during periods of sleep

and suckle on demand, throughout the first year of life [6]. Care is therefore

congruent with infants’ evolved needs, providing close contact and responding to

frequent feeds. In contrast, social and cultural changes occurring in industrial and

post-industrial societies have resulted in infant care practices that encourage solitary

and prolonged sleep bouts from an early post-natal age, and which are now con-

sidered characteristic of Western cultures [7]. Feeding artificial infant formula (see

also Chap. 4 on bottle feeding)—composed largely of another quite different spe-

cies’ milk—and encouraging, or even training, infants to sleep without parental

presence both affect normal patterns of early sleep development [8, 9]. Decisions

about infant sleep location are both influenced by, and impact on, infant feeding

practices—notably breastfeeding initiation and duration [10]. A vast and lucrative

market promotes sleep training programmes based on behavioural modification,

while numerous infant care products (e.g. dummies, swaddling wraps, rocking,

swinging or bouncing cradles, white noise apps and soft toys which vibrate to

mimic mothers’ heartbeat) exist with the principal aim of allowing infants to be ‘put

down’, self-sooth, sleep longer or wake less.

5.1.2 Sudden Infant Death Syndrome (SIDS)

SIDS was defined in 1965 under code 795 of the international classification of

diseases (ICD-8; now ICD-10, code R95). SIDS is not a ‘cause’ of death; it is a

category of exclusion used to designate the death of an infant that, following a

review of clinical history, post-mortem examination and investigation of the death

scene, remains unexplained [11]. Although rare, SIDS is the primary designation of

death for infants between one month and one year of age, affecting approximately 1

in 3000 babies in the UK and 1 in 2000 in the USA annually. Deaths typically occur

during night-time or daytime sleep, and prevalence peaks at 2–3 months.

SIDS is grouped with other sudden explainable infant deaths under the category

SUDI—sudden unexpected death in infancy. There are clinical similarities between

SIDS and explained SUDI: both groups of infants have poorer overall health, along
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with a history of apparent life-threatening events (ALTE) [12]. Differentiation of

SIDS and explained SUDI can be problematic due to the lack of pathological

markers distinguishing SIDS from soft suffocation. The evidence used to categorise

such deaths, therefore, is often circumstantial. Coroners sometimes use the desig-

nation unexplained/unascertained, rather than SIDS or explained SUDI in response

to contextual elements of the death scene, such as sleep-sharing at the time of death

[13]. Local and national variation in designation can skew figures and distort

comparisons between populations, particularly where population-level differences

in the prevalence of certain risk factors—for example bed-sharing—exist [14].

Primarily, SIDS deaths are a phenomenon affecting Western post-industrial

societies where prolonged and solitary infant sleeping has been promoted as a goal

to be achieved early in infancy, and where parental behaviours (such as smoking or

alcohol consumption) are incompatible with infant care. Alongside cultural varia-

tion in infant care practices, the incidence of SIDS varies dramatically, both on a

global scale [15, 16], and within geographically local populations [17]. Typically,

deaths occur during prolonged lone sleep bouts, or while sharing a sleep surface

with an adult under dangerous circumstances. Studies in the UK found that 75 % of

daytime SIDS occurred while infants were sleeping in a room alone [18]. Fifty-four

per cent of SIDS infants died while sleep-sharing with an adult—however, only 6 %

were sleep-sharing in the absence of cumulative risk factors including alcohol,

illegal drugs, smoking and sofa-sharing [19]. Additionally, formula-feeding

increases the risk of SIDS. A recent meta-analysis of 18 studies found that the

risk of SIDS was lower for breastfed infants. This reduction was dose-responsive

and may be explained in terms of decreased arousability from sleep, or immuno-

logical deficits associated with the absence of breastfeeding [20].

5.1.3 Cross-Cultural Perspectives

In the UK, studies of South Asian immigrants demonstrate an extremely low

incidence of SIDS, with a death rate four times lower than their UK-born neigh-

bours, despite residence in socio-economically disadvantaged areas typically

associated with high SIDS rates. Studies comparing immigrant and Euro-born

British families reveal substantially different infant care practices [17]. South Asian

families employ ‘proximal care’ strategies, in which physical contact is maintained

day and night between infants and one or more caregivers. Breastfeeding is typical,

and frequent, and infant developmental trajectories are allowed to progress without

interference [21]. Infant care therefore conforms to the pattern predicted by an

evolutionary perspective based on comparative and cross-cultural patterns. In

contrast, Euro-origin British families exhibit more ‘distal care’ strategies, encour-

aging self-soothing and sleeping alone from an early age, and earlier (within the

first month) cessation of breastfeeding.

That an evolutionary mismatch exists between Western infant care practices and

the unique vulnerabilities of human infants [22] may contribute to an explanation for
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the high rates of SIDS in Western cultures. McKenna and colleagues have argued

that close mother–infant contact compensates for infants’ developmental immatu-

rity, and that the absence of such contact during extended bouts of sleep—a con-

sequence of infant care practices that aim to promote early infant independence—

may therefore be failing to support infants during early critical developmental

periods [23, 24]. This hypothesis builds upon a body of work which identifies

multiple deleterious consequences of early physical separation of infants from

mother or other carer, in both humans and non-humans, in terms of infants' physi-

ological regulation and development [4, 5, 25–30].

5.2 Research Findings

5.2.1 SIDS Epidemiology

Since the 1960s, researchers have been searching for factors that explain or are

associated with such deaths. Much of this work has employed the case–control

study design (see Box 5.1). While case–control studies cannot provide proof of

causation, repeated findings of an association between exposure to a ‘factor’ and

incidence of SIDS suggest links between characteristics of infants or their care and

an increased or decreased risk, and allow public health advisers to make recom-

mendations for ways in which risk might be reduced and arguably how deaths

might be prevented. Generally, such hypotheses regarding risk reduction inter-

ventions would be tested via randomised control trials, but with SIDS cases are too

infrequent for this to be a realistic proposition.

Box 5.1: What Is a Case–Control Study?

Case–control studies are used widely in epidemiology, as their retrospective

design enables researchers to study factors associated with diseases which,

because of their rarity, would be difficult to study prospectively. In the case of

SIDS, researchers compare two groups: the ‘cases’—infants who have died

and whose deaths have been designated SIDS, and the ‘controls’—infants

who did not die, but are individually matched on multiple variables, which

may include physical and socio-economic characteristics, to ‘case’ infants.

Using data obtained via family interviews, and examination of the death

scene (or a predetermined sleep scene for controls), researchers conduct a

retrospective analysis of factors to which infants were, or were not, exposed.

Analysis of the incidence of exposure to one or more risk factors in both

‘case’ and ‘control’ groups results in an ‘odds ratio’ (OR) which, together

with associated confidence intervals, describe the direction, magnitude and

statistical significance of the effect of exposure to risk factor(s) on incidence

of SIDS within the study population.
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Case–control studies have identified a range of factors—both intrinsic and

extrinsic to the infant—that are associated with SIDS deaths. These include lower

socio-economic status, male infant, premature or low birthweight infant, pre- or

post-natal smoke exposure and absence of breastfeeding [20, 31]. Additionally,

numerous aspects of the sleep environment that produce some form of physio-

logical challenge on an infant have also been associated with SIDS: prone- or side

sleep position, overwrapping [32, 33], overheating, soft bedding or sleep surfaces

[34, 35], co-sleeping in some circumstances [19, 36], not using a dummy [35, 37,

38], and infant sleeping in a separate room from their parents [18, 36].

Research into the key mechanisms underlying SIDS has identified a number of

potentially causal factors that may increase individual infant vulnerability.

Primarily, theories have focused on deficits in autonomic control, genetic factors

and infection. As noted above, many extrinsic risk factors have been found that

provide a physiological challenge to the infant, or may be associated with a failure

to arouse normally from sleep, and form the focus of much current SIDS reduction

guidance under the assumption that these are modifiable factors. The commonly

accepted triple-risk hypothesis proposed by Filiano and Kinney [39] describes the

confluence of a vulnerable infant, at a critical stage of development, exposed to an

external stressor (Fig. 5.1).

Fig. 5.1 The triple-risk

model for SIDS
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5.2.2 The Question of Sleep Location

The ‘Back-to-Sleep’ campaigns of previous decades were successful in modifying

particular sleep behaviours (such as prone infant sleep position) and reducing SIDS

rates in many countries across the Western world [40]. SIDS rates have now pla-

teaued, and further reductions are proving difficult. The proportion of deaths

occurring in a bed-sharing context and the absolute number of deaths occurring

while an infant is sleep-sharing with an adult on a sofa have increased in recent

years [19], prompting public health messages to focus on these issues as targets for

further reduction. Such messages have so far had little impact on SIDS rates,

however, suggesting that further change requires greater knowledge from parents

and healthcare providers than can be achieved via a ‘one-size-fits-all’ infant care

message [14]. It is now acknowledged in a variety of contexts that ‘one-size-fits-all’

messaging is ineffective and inappropriate, particularly for high-risk groups such as

minority or low-income families [41].

Several reasons for the lack of further progress have been discussed. First,

large-scale public health messages are inherently limited in their ability to effect

widespread behaviour change, particularly when the targeted parenting behaviours

relate to complex, multifaceted and culturally ingrained infant care practices.

One-size-fits-all messages are not adequate to achieve the increased knowledge and

commitment from parents and their healthcare providers, which are required for

meaningful reductions in sleep-related mortality [14, 41]. Information is also

directed to parents and providers without addressing their capacity to implement the

recommended practices and is generally offered without contextual information

about to whom the recommendations apply, under what circumstances and for how

long [14]. Although studies have shown that most parents cannot eliminate all

known risks to their infants for each sleep [42] and that there is a cost to parents in

adhering to safe sleep advice [43], they are rarely assisted in prioritising risk factors

or in developing strategies to ameliorate those costs.

Secondly, unlike infant sleep position, infant sleep location is embedded within a

context of cultural and personal values and motivations. Where an infant sleeps is

related to a deeply rooted belief system about the relationship of an infant and her

caregiver, and about the very nature of infancy and parenting [44–48]. These beliefs

may conflict with public health recommendations and policies, leading parents to

reject paediatric advice in whole or in part.

Finally, infant sleep location is intricately related to other aspects of infant care,

such as feeding method. Therefore, efforts to increase breastfeeding, which is also a

protective factor for SIDS [20], represent a de facto intervention related to sleep

location due to the nature and frequency of night-time feeding [49], yet the interplay

of different safe sleep recommendations are rarely recognised or addressed in public

health campaigns and parents are offered little guidance when various aspects of

well-being and risk reduction agendas conflict [14]. Infant sleep location cannot be

easily disarticulated from the larger behavioural context in which it exists.
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5.3 Implications for Policy and Practice

5.3.1 Strategies to Reduce SIDS Based on an Evolutionary

Perspective

Researchers who approach infant sleep behaviour and physiology using ‘evolu-

tionary thinking’ consider the intersection between evolved infant biology and

culturally determined patterns of night-time infant care described above. Using this,

evolutionary framework [50] allows researchers to identify both proximate (im-

mediate or mechanistic) and ultimate (evolutionary or adaptive) causes for indi-

vidual parenting strategies [51, 52] including choice of infant sleep location.

Existing studies have demonstrated the utility of evolutionary perspectives and

methods for understanding the ways in which parents construct their infants’ sleep

environments [49, 53, 54]. These studies have documented how the complicated

prospect of providing care to infants during the night causes parents to adopt

strategies and behaviours that they had not planned [6], and to approach infant sleep

location in a way that balances the constraints of infant physiology and develop-

ment with parental goals and desires within a particular social and behavioural

context [55, 56].

As part of the evolutionary approach to infant sleep environments, researchers

and clinicians recognise that parent–offspring conflicts exist, producing a tension

between the biological demands (maximising the reproductive success) of the infant

and of the parent [52, 57, 58]. Individuals are repeatedly negotiating trade-offs

between the benefit to infants derived from particular forms of care, and the costs to

parents incurred by engaging in these forms of care [59, 60]. Parenting strategies

are sensitive to individual circumstances [61] and calibrated to personal contexts

and conditions, but are also adjusted over the lifetime of a single individual [62].

When applied to SIDS reduction and infant sleep location, this approach

acknowledges the inherent trade-offs in providing night-time care to infants, and the

costs to parents in following contemporary paediatric recommendations that lead

them to pursue alternate strategies. Policy and practice interventions that take into

account the biological needs of babies, and parent–infant trade-offs, can better

understand the barriers to implementation of traditional SIDS reduction approaches

and offer new innovations.

Although safe sleep guidelines and other public health messages suggest that

risky infant sleep environments are potentially lethal to infants whenever they occur,

in reality parents quickly learn that infants may be placed in a variety of sleep

locations with no adverse outcomes. Therefore, parents may be willing to tolerate the

risk of placing infants in a particular sleep location in exchange for other benefits; in

so doing they weigh the costs and benefits of potentially risky sleep locations in

ways that are complex and poorly understood [43]. Clinicians may use this aware-

ness of trade-offs to engage in conversations with parents, such as by exploring the

trade-offs that parents consider in selecting particular infant sleep locations or by

examining the impact to the parents of attempting to implement sleep location
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recommendations. If clinicians want us to select certain infant sleep locations over

others, they must assist us in identifying the costs of those sleep arrangements that

dissuade us from following guidance (e.g. the implications for maternal sleep dis-

ruption) and help us implement strategies to decrease these costs [43].

5.3.2 Innovative Strategies for Practice

Recent evidence-to-practice initiatives for public health education have focused on

presenting an evolutionary understanding of infant sleep to parents and health

practitioners, the development of interactive tools and materials that encourage

discussion of parent and infant needs and trade-offs, and the provision of simple and

culturally appropriate infant sleep spaces that offer alternate solutions in trade-off

situations. To illustrate these approaches, we give an overview of three initiatives:

(a) UNICEF UK Baby-Friendly Initiative’s approach to supporting night-time

infant care; (b) the Infant Safe Sleep Tool, a risk-assessment and communication

tool for parents and health professionals; and (c) a New Zealand initiative for the

provision of alternate infant sleep spaces.

UNICEF UK Baby-Friendly Initiative In the UK, public health policy ini-

tiatives to promote breastfeeding initiation and continuation reflect the relevance of

an evolutionary perspective in emphasising the importance of prolonged physical

contact between babies and their carers to both facilitate normal infant development

and optimise maternal milk production, and the avoidance of night-time separation

of mothers and infants [63, 64]. All UK breastfeeding support organisations now

endorse and signpost both parents and health professionals to the Infant Sleep

Information Source Website which presents evolutionary perspectives on infant

sleep development, sleep needs and managing sleep safety (www.isisonline.org.uk).

The existence of the latter, which is signposted to by numerous NHS Trusts and

Local Councils, is helping providers and parents access consistent and

research-based information on the underlying evolutionary biology of their infant’s

sleep needs, development and safety.

The Infant Sleep Safety Tool The Infant Sleep Safety Tool (ISST) was

developed, trialled and evaluated by Durham University Parent-Infant Sleep Lab in

partnership with Blackpool and North Lancashire NHS Trusts in a service delivery

project that aimed to discuss infant sleep location trade-offs with parents. The tool

comprises a colourful illustrated booklet ‘Where might my baby sleep?’ and

training materials for healthcare providers and peer supporters. The booklet presents

information about the risks and benefits of infant sleep locations, along with a

double-page checklist highlighting the factors which combine with bed-sharing to

increase infant risk of SIDS and accidental SUDI, informs parents, enables them to

identify their individual risk profiles and facilitates communication between

healthcare providers and parents on topics that can prove difficult to initiate or

explore. Evaluation found that compared to mothers who had received routine care,

those receiving the ISST had improved knowledge of several aspects of SIDS risk
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and infant sleep safety, particularly relating to the roles of lone sleep, smoking,

bed-sharing in hazardous circumstances and breastfeeding in affecting SIDS risk.

Staff implementing the tool reported increased confidence in addressing issues

relating to infant sleep safety with parents, and in discussing why parents imple-

ment hazardous night-time care strategies [65].

New Zealand Safe Sleep Spaces:Wahakura The disproportionately high SIDS

rate among New Zealand’s Maori population was found to be associated with

parent–infant bed-sharing in the context of a high prevalence of maternal smoking

in pregnancy and post-natally [66]. Due to the high degree of cultural value

attached to bed-sharing in Maori culture, it was not considered a ‘modifiable infant

care practice’ [14]. Tipene-Leach [67, 68] devised a safe sleep intervention

involving infant sleep baskets woven from flax (via a traditional Maori technique)

that he named Wahakura. These woven reed sleeping baskets are designed to

support a modified form of bed-sharing—being placed on the parental bed—

keeping the baby in close proximity while providing a safe sleep space. The pro-

vision of Wahakura produced by Maori weavers, and especially the process of

teaching women to weave their own, provides an opportunity for discussion of safe

infant sleep, and provision of information about SIDS risk reduction strategies [66].

The Wahakura programme is now in the process of evaluation, but since its

inception the Maori SIDS rate has fallen substantially—while preserving parent–

infant sleep proximity.

5.4 Conclusion

Humans are by nature adaptable, and critics of an evolutionary approach may point

to humans’ inherent capacity for both behavioural and biological plasticity, both of

which have facilitated the cultural development of infant care practices including

feeding of the milk of another species, and ‘caching’ of infants in specially designed

cribs, cots and carriers. However, young infants have a limited ability to adapt, and

the relative newness of cultural changes means that no evolutionary adaptations

have occurred. By recognising that infant sleep locations are selected and modified

as part of a larger behavioural repertoire, evolutionary perspectives on infant sleep

location acknowledge that (a) infants biological needs are influenced by human

evolutionary history; (b) human infants need close contact with a caregiver both day

and night during early development; (c) when infant needs and parental (social and

economic) needs conflict, parents will modify infant care practices in ways that

trade off their own needs and those of their infants; (d) these trade-offs might

increase or decrease infant exposure to SIDS risks, and sleep locations can be safer

or unsafe according to the context in which they are implemented. By explicitly

understanding these links, we can initiate more effective discussions with parents

and develop new and innovative approaches to safe infant sleep that supersede

one-size-fits-all recommendations that many parents are unable or unwilling to

implement.
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Glossary

Apparent life-threatening

events (ALTE)

Incidents where babies cease breathing and become

lifeless but are able to be resuscitated

Arousability The ability to arouse from sleep easily. Poor or low

arousability means an individual does not awaken

upon application of normal stimuli

Back-to-Sleep campaign A national population-based campaign of informa-

tion and advertising to encourage parents to put

infants in a supine position for sleep

Distal care strategies Infant care behaviours that encourage separation of

carer and baby: sleeping baby in room alone, use of

bouncers and swings to sooth the baby, use of

buggies to transport the baby

Proximal care strategies Infant care behaviours that keep the baby close to a

carer, e.g. carrying sling-use, sleeping within arm’s

reach

Risk factors Characteristics found to be statistically associated

with infant death outcomes in SIDS case–control

studies

Sudden infant death syn-

drome (SIDS)

The death of an infant that following a review of

clinical history, post-mortem examination and

investigation of the death scene remains

unexplained

Sudden unexpected death in

Infancy (SUDI)

Sudden unexpected death in infancy includes SIDS

and explained deaths occurring unexpectedly from

illness accident, or deliberately

Triple-risk hypothesis A model for explaining how SIDS occurs at the

confluence of intrinsic, extrinsic and time-limited

risk characteristics of an infant and his/her

environment

UNICEF Baby-Friendly

Initiative

A worldwide health promotion programme to

encourage maternity practices that facilitate and

support breastfeeding

Wahakura A portable woven flax basket for use as an alternate

strategy for bed-sharing in order to keep babies

close but safe, when parents are smokers, was

developed in NZ
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Chapter 6

The Developmental Origins of Health

and Disease: Adaptation Reconsidered

Ian J. Rickard, Ph.D.

Lay Summary The conditions that a foetus experiences in the womb leave

their mark on that individual as they grow, and stay with it for its entire life.

Evolutionary biologists study similar kinds of effects in animals. They think that

the understanding of what the developing body does when it experiences

something harmful, such as a reduction in nutrients, can be helped with evo-

lutionary theory. Some argue that a foetus treats such harmful experiences as a

forecast of what it will experience later in life, and that it prepares itself for that

later life experience by changing its biology. However, there are other ways in

which evolutionary theory can be used to understand these effects. For example,

if a body cannot grow as big as itwould ideally, itmay need to change its biology

tomake the best out of the situation. Also, a foetusmay need to adjust its growth

when its mother is under stress and not able to providemany nutrients. Deciding

which of these different possibilities are and are not true is important, because

they mean different things for howwe understand patterns of health and illness,

and how we go about improving population health.

6.1 Introduction

The field of the Developmental Origins of Health and Disease (DOHaD) examines

the consequences of early life conditions for health and disease risk [1]. DOHaD

has its origins in some early work showing striking geographical correlations

between mortality rates in infancy and—decades later—mortality due to coronary
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heart disease (CHD) [2] (see Fig. 6.1). It was subsequently hypothesised that the

same environmental conditions that contributed to high infant mortality in a cohort

of individuals also caused high rates of CHD in the survivors in their adult life, and

specifically that such conditions exerted themselves via intrauterine growth patterns

[1]. A prediction generated from this hypothesis was that individuals with lower

birthweight are at a greater risk of developing CHD as adults, due to a common role

of intrauterine growth restriction in promoting both. This prediction has been

supported empirically [3] and extended to other outcomes, including Type II dia-

betes [4, 5]. Causality of DOHaD effects is typically inferred from studies of animal

models [6] and that of cohorts exposed prenatally to famines [7], such as the Dutch

hunger winter [8], which experience higher incidences of schizophrenia, diabetes

and obesity in adulthood.

Several authors have suggested that applying the theory of evolution by natural

selection may improve our understanding of the above patterns [9–13]. This is

because natural selection can lead to the evolution of ‘developmental plasticity’:

selection favours genes that cause the developing bodies they are in to actively

respond to their environment in such a way that will improve their chances of

surviving and leaving behind a large number of descendants (having high evolu-

tionary fitness). We should therefore expect the existence of developmental

responses to environmental conditions that cause the body to do better than it would

in the absence of such a response. For instance, ‘brain sparing’ is an apparently

adaptive process by which a foetus suffering from placental insufficiency undergoes

physiological and anatomical changes that appear to prioritise oxygen supply to the

developing central nervous system [14].

The predictive adaptive response (PAR) hypothesis argues that poor growth

conditions can be useful as a forecast of later life conditions, and that consequently

Fig. 6.1 Standardised

mortality ratios for coronary

heart disease in England and

Wales during 1968–79 and

neonatal mortality during

1921–25 (diamonds—London

boroughs; triangles—county

boroughs; circles—urban

districts; squares—rural

districts). Reproduced from

Ref. [1]
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humans and other animals have evolved to adaptively change their phenotype in

accordance with this information [9]. In particular, it is argued that poor intrauterine

growth can be taken to indicate a low-nutrition environment, to which the foetus

adapts by altering its insulin–glucose metabolism in such a way that would facilitate

survival under nutritionally poor adulthood conditions. However, in the rapidly

changing environments of industrialised societies over the course of the twentieth and

twenty-first centuries, such forecasts have frequently been incorrect, leading to type II

diabetes and cardiovascular diseases as well as other pathologies in later life [9].

Both the DOHaD and the PAR hypotheses hold implications for understanding

patterns of health and disease, and which avenues for intervention might be usefully

explored. If the first nine months of life, or those immediately preceding it, are of

critical importance in determining later health, then it may be opportune to intervene

during this period [15–18]. If the PAR hypothesis is correct, then we may infer that

once the relevant mechanisms have been identified, it might be possible to change

the predictive information that the foetus receives and thus improve its lifelong

chances (e.g. through preventing altered insulin–glucose metabolism in individuals

with intrauterine growth restriction). However, this requires critical evaluation.

In this chapter, I consider how an understanding of developmental plasticity (be-

ginning with the PAR hypothesis) may be employed so as to understand relationships

between early life environment and later life health outcomes. In ‘Research Findings’,

I first evaluate evidence from a range of adjacent biological and biomedical fields that

may be brought to bear in order to answer the question of whether developmentally

plastic processes may be disrupted to therapeutic benefit, and highlight how much of

this evidence points the way to accounts of developmental plasticity that differ sig-

nificantly from the account given by the PAR hypothesis. In ‘Implications for Policy

and Practice’, I point out how these different accounts are correspondingly associated

with different implications for interpretations of patterns of health and disease.

Finally, in ‘Future Directions’, I discuss some avenues of investigation that this

alternative perspective suggests would be worthy of attention.

6.2 Research Findings

Beginning from the premise that adaptive developmental plasticity, here I critically

evaluate what is arguably the dominant hypothesis that is used to account for DOHaD

effects, the PAR hypothesis, as well as consider alternative adaptive perspectives.

6.2.1 Did Environmental Matching Select

for Developmental Plasticity in Humans?

The PAR hypothesis gives rise to the clear prediction that the fitness of an indi-

vidual will generally be higher when the environment it experiences as an adult
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matches that which it experienced through the maternal environment during ges-

tation. As a rule, developmental adversity such as poor nutrition tends to permanent

damage, or constrain, a body’s ability to function optimally in later life [19–24], but

it is nonetheless possible that adversity could also simultaneously act as a forecast

of the external environment as well as being a constraint [25], allowing individuals

to prepare for what is to come. A recent meta-analysis of the fitness benefits of

environmental matching across a range of animal and plant species concluded that

evidence for it is weak; in other words, individuals experiencing poor early con-

ditions were not better able to later cope with such environments in later life [26].

Furthermore, the fact that a long time period in between development and adult-

hood increases the potential for the environment to change in the interim reduces

the likelihood of beneficial matches occurring. It is therefore of particular impor-

tance that such evidence appears thus far absent for animals that are long-lived such

as humans [27–29].

A further reason why PARs may be argued to be even more unlikely to be found

in humans becomes apparent when we consider the reproductive ecology of

humans in a comparative context. We should expect that the effects of the envi-

ronment on developing offspring would differ dramatically between species

according to the extent to which maternal reserves are called upon during repro-

duction. Rodents, from which comes most of the experimental evidence for

DOHaD effects, are ‘income breeders’, meaning that foetal growth is largely

dependent on resources that are consumed during the period of gestation [30]. On

the other hand, human foetal growth is heavily reliant on accumulated reserves

(capital). As a result, while rodent foetuses are inevitably greatly affected by

variation in maternal nutrient consumption during gestation, the human foetus is

relatively buffered from such short-term variation [31].

In fact, on close examination, the evidence for changes in maternal nutrition

during pregnancy affecting offspring health outcomes does not appear to be par-

ticularly strong. Studies of cohorts that were in gestation during famine conditions

certainly demonstrate ‘proof of concept’, i.e. that external nutritional conditions

probably do have some effect on later life health outcomes [7]. However, their

relevance to understanding relationships between birthweight and adult disease may

be too easily overstated, as such extreme conditions are rarely likely to be analo-

gous to the same external influences that give rise to the normal range of birth

weights in non-famine conditions. Experimentally, while dietary restriction of

pregnant animals can have dramatic effects on offspring phenotype [6], long-term

follow-up of the offspring of Gambian, Bangladeshi and British South Asian

women given protein-energy or micronutrient supplementation during pregnancy

suggests few effects on offspring health outcomes measured in childhood [32–35].

There are thus good theoretical and empirical reasons why we might consider

whether maternal factors set in motion long before pregnancy could be more rel-

evant to long-term health than those acting during pregnancy itself. This would

make it seem unreasonable to expect that environmental matching via maternal

nutrition during pregnancy has been a significant force shaping developmental

plasticity in the evolutionary history of humans and human ancestors.
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6.2.2 Reconsidering the ‘Environment’ that Selects

for Developmental Plasticity

How then, in the absence of selection by matching/mismatching, can the responses

of developing individuals to adverse environments be understood? The answer may

lie in re-evaluating the premises of the question. Our understanding of develop-

mental plasticity can be limited when we consider the process of selection as

something that emerges from a dichotomy between the individual organism and the

‘environment’ in which it lives (e.g. the physical landscape, the elements of heat

and water, the prospects of either eating or being eaten). We may consider the

process more inclusively by recognising that selection acts on genes, through their

trait products that emergently form cells, tissues, systems, and individuals, and that

the ‘environment’ is simply the context in which that selection takes place. Thus,

life is organised hierarchically, and at each level of this hierarchy, the ability of each

unit to do its job is dependent on characteristics of other units. One of the

best-studied animal models in this context is the mouse mandible, in which bone,

muscle and teeth are integrated together into a ‘functional complex’ [36]. The

different components work together to influence the organism’s fitness, with a

change in the character of one component ideally requiring a change in the char-

acter of the others, in order to maintain function. At this level, the phenomenon is

known as ‘phenotypic integration’ [37].

Considering this changes how we look at developmental plasticity. In this light,

we may explain many changes within the body as being necessary to maintain

overall function when one or more other traits are influenced by external factors.

For instance, in DOHaD animal model research, maternal dietary restriction leads to

not only altered glucose–insulin metabolism, but also: reduced pancreatic beta cell

function [38], reduced hepatic gluconeogenesis [39], altered intestinal enzyme

activity [40], a tendency to lay down visceral adipose tissue [41] and increased

dietary preference for fatty food [42]. It is possible that such traits facilitate

matching between early and late life environment when the environment is

nutrition-poor, in accordance with the PAR hypothesis. Alternatively, it is also

possible that such traits are in fact optimal in any later environment for an indi-

vidual whose fitness potential is constrained by their poor start in life. Because the

negative effects of poor nutrition in early life are inevitable, some features of the

eventual adult body (e.g. skeletal size) can be predicted accurately (see Box:

Internal Prediction). Thus, whereas the PAR hypothesis proposes that the afore-

mentioned traits develop in order to facilitate the adaptation of the individual to its

environment, the alternative is that such traits develop in order to facilitate adap-

tation to itself.

Equivalents to phenotypic integration may be observed at other levels of the

organisational hierarchy. The foetus experiences its world not directly, but entirely

through the prism of the maternal environment. In addition, acting as a buffer

between the foetus and the wider environment, the maternal environment also

constitutes a powerful selective force, leading to co-adaptation between foetal
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growth and maternal provisioning [31]. This co-adaptation is mediated by the

placenta, which matches foetal growth with maternal nutrient supply through

actively regulating its growth, nutrient transport to the foetus and maternal physi-

ology itself [43]. This dynamic materno-foetal complex must be functionally

integrated and responsive to the constraints of the maternal resource base. Maternal

endocrine factors act as signals of those constraints [44] and may therefore facilitate

adaptation to (integration with) them. Phenotypic integration across diverse and

remote tissues and systems is also likely to be controlled by endocrine factors at the

within-individual level [45].

6.3 Implications for Policy and Practice

The point of introducing a new theoretical framework to account for natural pro-

cesses is not merely an intellectual exercise in conjecture. If evolutionary theory is

to have any significance for understanding and predicting patterns of health and

well-being, then different evolutionary hypotheses should carry different implica-

tions for how societies should think about these issues. In this penultimate section, I

outline three implications of the preceding arguments that suggest themselves as

being of particular importance.

6.3.1 Maternal Diet During Pregnancy Itself May Have

Relatively Little Impact on Offspring Health

The PAR hypothesis proposes that environmental matching between the prenatal

environment and the postnatal environment determines health, the corollary being

that intervention during or before pregnancy may provide a useful avenue for

intervention. However, as argued here, the maternal environment is not restricted to

what a woman’s body does and experiences from the time of conception onwards,

nor even by her adult health and behaviour in general, but by the sum of the

environmental experiences that she has had up until that point, including her own

experience in the womb [31]. Thus, it is likely that any environmental conditions

that are responsible for the relationship between birthweight and health in

non-famine conditions largely exert themselves through the mother’s body long

before conception. As we have seen, there is little evidence that even in developing

countries, changes to maternal diet during pregnancy have beneficial effects on

offspring health outcomes. Clearly, public health interventions to encourage the

consumption of balanced diets in new mothers should be pursued where effective,

since the consequences of these can potentially extend far beyond pregnancy.

However, rather than ‘blaming the mothers’ [46] we should expect that a more

effective way of improving the lifelong health of newborns would be to ensure the

health and well-being of their mothers while they themselves are still growing.
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6.3.2 Endocrine Signal Disruption May Not Be a Useful

Avenue for Intervention

Other than altering maternal diet during or before pregnancy, another mode of

intervention that the PAR hypothesis suggests is alteration of endocrine signalling

in order to prevent development of particular traits harmful to health later in life.

For example, signalling via leptin, produced by fat cells, is a prospect much dis-

cussed in the context of interventions to improve offspring health, due to its

important role in programming the metabolic profile of individuals with poor

intrauterine growth [18, 47]. However, if natural selection has shaped develop-

mental plasticity in order that an individual’s phenotype may be well integrated,

then their overall function may be compromised if a therapeutic intervention then

disrupts this integration. Recent work on leptin programming in rats favours the

rejection of the hypothesis that postnatal administration of leptin can be used to

reverse the metabolic consequences of intrauterine growth restriction [48]. Instead,

the effects of postnatal leptin may depend on a highly complex interaction between

leptin, the degree of growth restriction and the sex of the individual. This com-

plexity might be intelligible if rather than providing information about the nutri-

tional state of the environment, as has been proposed [47], leptin levels were

considered to be providing internal information about the animal’s phenotype, e.g.

level of nutritional reserves. Therapeutic administration of leptin could lead to a

disintegrated phenotype, with unpredictable and potentially adverse consequences

as a result.

6.3.3 DOHaD Effects May Be Properly Situated Within

the Wider Sphere of the Social Determinants of Health

That there are relationships between the early life environment and later life health

outcomes is very clear, and despite pleiotropic effects of some alleles on both

intrauterine growth and later health outcomes [49], this must be in part ultimately

due to the wider environment. Given the arguments above about problems with

nutritional intervention and endocrine single disruption, we may ask how we might

usefully intervene along this pathway. This leads to the question of what are the

major determinants of women’s health that could lead to both early life outcomes

such as low birthweight and high infant mortality risk (Fig. 6.1) and adverse later

life health outcomes, and the hypothesis that intergenerational social determinants

of health are what are primarily responsible. Arguing against this, meta-analyses of

the relationships between birthweight and Type II diabetes and coronary heart

disease have found that they did not change after adjustment for socioeconomic

status [4, 5]. However, as the authors of these studies discuss, there are numerous

limitations inherent in attempts to adjust for socioeconomic status [50, 51] and this

crudity will be exacerbated if the process by which the social determinants of health
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begin to come into play occur decades before an individual is even born. An

analogy may be found in the existence of both lower birthweight and increased

adverse life health outcomes in African Americans compared with European

Americans, which is not accounted for after adjustment for socioeconomic status

[52, 53]. That such differences are not observed between non-American Africans

and European Americans suggests that social structural factors engender long-run

aspects of the experience of being African American that are not captured by

conventional socioeconomic status measures [54]. This raises the prospect that,

beyond the social construct of race, there are also deeply ingrained multigenera-

tional social determinants of health that may affect socially stratified societies

broadly, but be elusive currently.

6.4 Future Directions

The PAR hypothesis may be argued to have advanced the cause of population

health by articulating to non-evolutionary scientists the value of the predictive

framework that evolutionary theory provides. However, there are theoretical and

empirical objections to this specific adaptive explanation for human developmental

plasticity. I have argued for the value of exploring alternative explanations, and the

particular value of reconsidering what kind of adaptation might be driving such

plasticity. As highlighted in the previous section, the kind of adaptation that has

driven the evolution of developmental plastic processes holds implications for

interpretation of patterns of health and disease, as well as which kinds of inter-

ventions might ultimately be effective in improving health and well-being.

I conclude by suggesting some future research directions that can be used to help

answer these questions.

6.4.1 Experimental and Population Studies of Phenotypic

Integration

As selection for developmental plasticity acts upon combinations of traits, the

limitations of studying small numbers of traits at a time is very clear. There would

thus seem to be potential for DOHaD researchers to interact with those studying

phenotypic integration. Placing the PAR hypothesis within the framework of this

field leads to the very general, but strong, prediction that environmental, devel-

opmental and functional patterns of trait integration will correspond closely to one

another [37]. This can be studied experimentally—a recent study manipulated the

consistency of food received by mice and found that those raised on a hard (versus

soft) diet had adaptively altered mandible shape and biomechanical profile,

implicating an integrated pattern of developmental plasticity across a number of

different, functionally related tissues [55]. Such work shows how taking a
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multi-trait and even multi-system approach can enrich understanding of the function

of trait plasticity, although caution needs to be exercised in extrapolating too readily

between animal models and humans, for reasons outlined in this chapter. Although

experimental control cannot be employed easily in human studies, large multi-trait

databases (e.g. such as those held by the Danish National Patient Registry [56]) may

be analysed to infer the adaptive value of different combinations of traits. One

explanation for trait combinations that appear more frequently than would be

expected by chance is that such combinations are beneficial for the overall function

of the organism [57]. The relationships between traits combination and

function/health can also be explored directly.

6.4.2 Glucocorticoids as Intergenerational Transducers

of Social Determinants of Health

A variety of laboratory treatments of pregnant animals (caloric restriction, protein

restriction, iron restriction, fat-feeding, stressors) give rise to similar phenotypic

consequences in adult offspring, suggesting a role for common causal pathways

[18]. Glucocorticoid (in humans, cortisol) signalling has been implicated in this

respect, thus marking it as having a special role in foetal programming, mediating

effects not only of nutrient insufficiency, but also other adverse environmental

conditions [58, 59]. Glucocorticoids act partially via the placenta through changes

in amino acid transport [43] although excess maternal glucocorticoids can bypass

the placental barrier [59]. Thus, activation of the maternal stress response system

(e.g. through psychosocial stress) can directly affect foetal growth. One study of

pregnant German women found that maternal cortisol levels accounted for as much

as 19.8 % of the variance in birthweight, after controlling for confounders [60].

From an adaptive perspective, this fits within the wider picture of the functional

role of glucocorticoids. In general, glucocorticoid activity serves the adaptive

function of temporarily allocating resources away from non-essential activities

towards those that are more important in the short term. To the placenta and foetus,

high levels of glucocorticoids may act as an internal signal of the short-term level of

available circulating resources. Downregulation of foetal growth rate in response to

high levels of glucocorticoids can therefore be understood as part of an adaptive

strategy. However, if mothers are chronically stressed, then the consequences for

the foetus of doing so may be pathological. The experiences of chronic psy-

chosocial stress and ill health are intimately entwined with one another [61].

Individuals with low birthweight have altered cortisol profiles as adults [59], raising

the possibility that glucocorticoid transfer from mother to foetus could constitute a

major mechanism by which the social determinants of health are transmitted more

than two generations. This possibility that the maternal stress response is a major

mediator of DOHaD effects hints at opportunities for intervention to improve

lifelong health and well-being through social, rather than nutritional or pharma-

cological intervention.
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6.5 Conclusion

Recourse to evolutionary accounts for DOHaD effects may be due to the insuffi-

ciency of explanatory models that rely primarily on mechanism and pathology. In

this chapter, I have discussed what is arguably the dominant evolutionary expla-

nation employed in this respect, detailed some problems with it, and provided some

guidelines for expanding the way DOHaD researchers think about adaptation.

I have also argued that these considerations have very real implications for how we

think about and understand health and well-being. Thus, when considering the

evolutionary story behind DOHaD effects, researchers, policy makers and practi-

tioners should always keep an open mind about the nature of adaptation.

Box 6.1 Internal Prediction

Predicting the future is a tricky business. It may be argued that the more time

that elapses between development and adulthood, the more likely it is that the

environment will change, and therefore, the more likely that any prediction

made about the environment will be invalid by the time an organism reaches

adulthood [10–13]. Such individuals will be ‘mismatched’ to their environ-

ment, and run a greater risk of losing out in the evolutionary game of survival

and reproduction. However, if we relax our expectations about what consti-

tutes ‘the environment’, specifically so that it includes internal factors, then

the prospect of accurate prediction becomes a lot more realistic [62]. As we

might expect, it is reliably the case that adversity in early life compromises

the ability of an organism to function well in later life [19–24], e.g. through

lower nutrition during development leading to smaller adult size. Therefore,

early adversity has predictable consequences for the individual’s internal

environment. These internal characteristics partially constitute the selective

pressures to which developing individuals should adapt. We should therefore

expect that natural selection will act on (will have acted on) developmentally

plastic processes that facilitate this. Unlike when it requires a match between

the individual organism and the external environment, and when develop-

mental plasticity requires co-adaptation between traits, mismatches are pre-

vented. In the parasitoid wasp Aphaerta genevensis, experimentally inducing

small body size through food restriction limits reproductive potential and

causes individuals to change their reproductive scheduling accordingly [63].

In many species, individuals develop profoundly different physical charac-

teristics depending on internal traits [64]. We may ask, does a trait that

emerges a consequence of poor foetal growth facilitate the adaptation of an

individual to its external environment, or does it instead adapted to its internal

environment?
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Chapter 7

Is Calculus Relevant to Survival?

Managing the Evolutionary Novelty

of Modern Education

P. Douglas Sellers II, Ph.D., Karin Machluf, Ph.D.

and Prof. David F. Bjorklund, Ph.D.

Lay Summary Efficient and effective education is important not simply for

producing the next generation of scientists, engineers, doctors, or skilled laborers,

but for issues of child health, public health, and health education. Many

approaches and theories contribute to education policies; however, an often

overlooked dynamic is incorporating human evolutionary history into education

practice, especially considering the historical novelty of formal education in

human life. Evolution has physiologically, cognitively, and socially shaped

human children and adults, making it an important consideration for any

large-scale education endeavor. Through consideration of evolutionary and

developmental psychology, we propose that education practices can become more

child-centered by considering specific traits in children selected for by evolution.

7.1 Introduction

7.1.1 The Advent of Standardized Education

For most of human history, and for all of human prehistory, children learned the

skills necessary to be competent adults in their society “in the context” of daily life.
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As such, the best available proxy of early human life is modern hunter-gatherers.

We must take care to acknowledge that current research cannot assume perfect

correspondence between modern groups and those living across evolutionary time,

but the opportunity for comparison is relevant and advantageous [1].

Hunter-gatherer children spend most of their days freely playing with other children

in mixed-age groups, learning practical skills from their older peers, and occa-

sionally learning important skills by watching and interacting with their parents or

other adults. Modern hunter-gatherer adults rarely directly instruct children in any

skill, and it is likely that this was also true for our ancestors [2–4].

With the advent of agriculture and a more sedentary lifestyle, children continued

to learn necessary life skills by performing them, often in the company of older and

more accomplished individuals, and they often practiced such skills in their play.

The need to be literate (and later numerate) changed not only what children needed

to learn but also how they learned it. Although writing dates back nearly 6000 years,

for millennia only the elite (priests, members of the ruling class, some merchants)

were literate, and such advanced knowledge was typically passed on to others via

tutoring. Until the invention of the printing press in the 1400s, the written word

could not be mass produced (and thus mass consumed). Cultural changes accom-

panying the ability to economically print books made reading an important adult

skill, one that differentiated illiterate children from literate adults [5]. Subsequently,

learning shifted to schooling, which is done “out of context,” with children having

to master tasks that have no immediate relevance for their daily lives.

In contrast to children from traditional societies, modern technological skills are

usually learned to meet modern cultural needs, not to solve any pressing problem of

survival, making this style of learning an evolutionary novelty. Modern children

must also learn these skills and related information whether they are interested and

motivated for such learning or not. Although some children will learn to read and

calculate on their own via discovery learning, many will not, and direct instruction

and tedious practice, to some degree, are inevitable.

Most developed nations see having an educated populace as the backbone of a

successful society, and, around the world, nations vie to develop curricula that will

produce intelligent and productive citizens. Although America currently leads the

world in worker productivity and scientific accomplishments, the achievement gap

between children from middle-class versus lower-income homes is substantial, and

parents, educators, and government officials have focused their attention on improving

American children’s academic accomplishments while reducing the learning gap

between the “haves” and “have nots.”As a result, the USA, as well as other developed

countries, has increased its emphasis of academic learning, often at the expense of

other non-tested subjects, such as art, music, and physical education, and activities

such as recess [6]. The important skills of mathematics and reading are increasingly

stressed, as required by the 2002 Federal No Child Left Behind Act, which mandated

assessment of progress in these core subjects for children in the grades 3–8.

Although there is substantial controversy on the success of No Child Left Behind

on children’s academic performance, some gains are found at some ages for some

abilities, but not at other ages for other abilities [7–9]. One consequence of No
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Child Left Behind is the use of standardized assessments as a yardstick for a

school’s (or classroom’s) progress, often with monetary rewards and punishments

linked to children’s scores on the tests. However, even if we grant the gains in

academic abilities, there is a potential downside. Academic subjects not explicitly

assessed may not receive the same classroom attention as the “tested” subjects, with

the majority of resources devoted to rigorous instruction on these tested subjects.

Because of these performance demands, school has increasingly become a

high-stress environment, for both children and teachers. According to develop-

mental psychologist William Crain [10],

Historically, children seem to have never liked school very much. It has always taken a toll

on the natural curiosity and enthusiasm for learning with which children began life. But

today, as the standards movement rolls on, the pressure on children is becoming quite

oppressive

(p. 10) Crain further writes

… [W]e are, in effect, stunting their growth, and future research may show that the effects

show up in increased depression, suicidal ideation, restlessness, and other symptoms of

unfulfilled lives” (p. 6).

These concerns were echoed a decade later by Gray [11], among others, who posits

that contemporary education practices have produced a generation of highly

stressed, unenthusiastic students, who are ill-prepared for the challenges that a

changing economy presents. The push by modern schools for early and invariant

achievement may be mismatched with the often slow-paced cognitive and social

development of human children. Gray [11], among others [12–15], suggests that

modern educational practices can be made more effective by considering the

environment in which learning had taken place over evolutionary history.

7.1.2 Evolutionary Educational Psychology

David Geary [13, 16, 17], a vocal advocate of an evolutionarily informed approach

to education, proposed that humans evolved intuitive cognitive systems for

managing their physical, biologic, and social worlds (folk physics, folk biology,

and folk psychology) that develop over childhood (see Fig. 7.1). Geary referred to

these as biologically primary abilities. They are universal and develop in a

species-typical pattern given a species-typical environment, and children are

intrinsically motivated to engage in them. Language is perhaps the prototypical

example of a biologically primary ability; specific neurological architecture is

responsible for its functioning and, with appropriate input, is a universal human

trait. These are contrasted with biologically secondary abilities, which do not have

an evolutionary history but rather are based on biologically primary abilities.

Reading is a clear example of a biologically secondary ability; based on language

abilities, it is a non-essential cultural extension of a primary domain. Biologically

secondary abilities could just as easily be called “culturally primary abilities,” as
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they are invented by each culture to deal with ecological demands. When these

ecological demands are similar among different cultures (e.g., the need for

communication between group members), the produced ability is likely to be

similar. However, when demands vary with culture or ecology, the resulting abil-

ities are also likely to vary. Thus, unlike biologically primary abilities, biologically

secondary abilities are not universal and children are not necessarily intrinsically

motivated to achieve proficiency. As such, biologically secondary abilities are most

often those that require formal teaching and education. For example, the use of

language (speaking and listening; a primary ability) is not explicitly taught in

school to the same degree as reading and writing (secondary abilities).

Geary proposed that humans’ inventions of new technologies often result in gaps

between intuitive folk knowledge (acquired via biologically primary abilities) and

the skills needed to be successful in modern societies (acquired via biologically

secondary abilities). Based on these premises, Geary presented six principles of

evolutionary educational psychology, and these are displayed in Table 7.1. As you

can see, Geary argues that the role of schools is to fill the gap between folk

knowledge and needed technological skills. Moreover, because children are not

inherently motivated to exercise biologically secondary skills, direct instruction is

often needed. Yet, children’s acquisition of a biologically secondary skill can be

facilitated if the content is related to their biologically primary interests. For

example, with respect to reading, Geary [16: 28] states:

The motivation to read … is probably driven by the content of what is being read rather

than by the process itself. In fact, the content of many stories and other secondary activities

(e.g., video games, television) might reflect evolutionary-relevant themes that motivate

engagement in these activities (e.g., social relationships, competition…).

With respect to reading, this may be especially important for boys, who, compared

to girls, have lower levels of reading comprehension for low-interest stories [18].

As a result of less motivation for acquiring biologically secondary skills, explicit

instruction (as opposed to “discovery learning”) is typically necessary for many

children to acquire these skills.

Therefore, an evolutionarily informed theory of education must translate three

major themes into applicable pedagogy: human evolutionary history, modern

technological necessities, and practices for best bridging the gaps between

Fig. 7.1 Proposed domains of mind. From Ref. [51]. Reprinted with permission
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children’s intuitive capabilities and those required by their ecology. The remainder

of this chapter will evaluate the merits of such a perspective through specific

examples.

7.2 Research Findings

7.2.1 Educating Homo Ludens

In his 1944 book, Homo Ludens (Playing Man), Johan Huizinga [19] argued that

play serves an important function throughout the human life span, pointing out that

humans are the only species who plays for the sake of playing into adulthood. In

adulthood, we think of play as recreational and socially affiliative; however,

childhood play is, in many respects, work. When children engage in symbolic play

in early childhood, or dramatic role-playing in middle childhood, they are not

simply entertaining themselves. The boundaries of new cognitions and social

relationships are tested, mental and physical muscles are trained and flexed, and

adult roles are imitated in low-risk environments. Such behaviors are vital for

learning and testing species-wide abilities (e.g., maneuvering the social hierarchy)

while also discovering culturally specific technologies and roles (e.g., how to use a

computer). For instance, many children in traditional societies spend much of their

Table 7.1 Principles of

evolutionary educational

psychology. Adapted from

Ref. [13]

Principles of evolutionary educational psychology

1. Biologically secondary abilities associated with scientific,

technological, and academic advances emerged from the

biologically primary abilities associated with folk physics, folk

biology, and folk psychology. As a society’s knowledge

increases, the gap between folk knowledge and the skills

necessary to acquire the technological skills of society widens

2. Schools emerged in societies to fill the gap between folk

knowledge and needed technological skills

3. The purpose of schools is to organize the activities of

children, so they can acquire the biologically secondary abilities

that close the gap between folk knowledge and the occupational

and social demands of their society

4. Biologically secondary abilities are built from biologically

primary abilities and components of general intelligence and

evolved to deal with environmental variation and novelty

5. Children are inherently motivated to engage in activities that

promote their folk knowledge, but this sometimes conflicts with

the need to engage in activity that will promote secondary

learning (e.g., reading), because children are not inherently

motivated to engage in biologically secondary abilities

6. There is a need for direct instruction for children to learn

most biologically secondary abilities
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time engaging in pretend versions of typical adult behavior, such as hunting or

cooking [20]. Taking an evolutionary perspective on these behaviors allows us to

make note of their functional elements as potential adaptations. Deferred adapta-

tions are those behaviors in childhood that serve to prepare children for adulthood,

whereas ontogenetic adaptations serve a beneficial purpose in childhood itself (for a

more general discussion on the application of an evolutionary perspective to

childhood [21].

Much of what our evolutionary forechildren learned would have been in the

context of play. As we noted, formal education is evolutionarily novel in that it is a

recent cultural invention that departs radically from the historically typical expe-

riences of humans. Konner [2] has proposed that the modern hunter-gatherer

childhood can be viewed as the cultural baseline, or model, for comparisons across

evolutionary history. Some characteristics of hunter-gatherer childhoods are that

children have substantial freedom to engage in activities within the community with

little adult supervision, children of different ages interact together, and there is little

direct teaching by adults [2, 3].. Extending this to education, Wilson and his col-

leagues [14] proposed that departures from ancestral environments can create

unintended consequences and that efforts should be made to emulate traditional

learning environments whenever possible. This includes learning in mixed-aged

settings and making learning spontaneous, playful, and child-driven [11, 22].

This concept is not necessarily new, although it previously existed in a slightly

different form. Vygotsky [23] proposed in his sociocultural theory of development

that children acquire knowledge and develop skills necessary for survival and

success within their social world by interacting with others, preferably others who

are more knowledgeable and competent than they are. Central to this theory is the

zone of proximal development, which refers to the difference between what a child

can achieve on his or her own compared to what he or she can accomplish when

scaffolded by someone who is more skilled in that domain. Children often perform

new tasks in collaboration with others. But independent functioning is achieved

when the scaffolding (or assistance) is slowly removed until children are able to

perform the action on their own. According to this theory, most of the skills

acquired in development occur most rapidly, effectively, and efficiently when

children collaborate with others within their zone of proximal development, taking

advantage of the assistance of more competent individuals.

Blank and White [24] suggest that although scaffolding would be ideal in an

educational setting, it seems unlikely to occur in modern schools. For example,

given the standardization of learning criteria, teachers must adhere to the curricu-

lum schedule to ensure that all students receive the required information.

Furthermore, for scaffolding to occur, a single teacher (the competent other in

modern educational settings) must be able to extensively interact with no more than

a few students at a time. Given the class sizes in most contemporary educational

settings, this is not possible. The further segregation of mixed-age peers seems to

eliminate another opportunity for scaffolding. Although such traditional pedagogy

may seem unrealistic in today’s competitive and high-stress educational systems,

some schools have adopted such procedures with considerable success.
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7.2.1.1 The Sudbury Valley School

An educational program that adopts a traditional approach to pedagogy is the

Sudbury Valley School, located in Framingham, Massachusetts, for children

between 4 years of age and high school age. The premise behind the school’s

educational philosophy is guided by the idea that each child is solely responsible for

his or her own education. According to this perspective, if children are given a

supportive opportunity-filled environment, they will, through self-directed play and

exploration with peers across various ages, educate themselves or will be motivated

to request the information from the staff at the school (see Gray [11] for a

description of Sudbury Valley School and its philosophy). Peter Gray has described

the Sudbury Valley School in detail and posits that the school’s organization more

successfully addresses the evolutionary novelty of modern education. Children in

the Sudbury Valley School interact in mixed-age groups, engage in activities of

their choosing, acquire most new information through play or games, and receive

little or no unrequested direct adult instruction. These practices take into account

the social and cognitive characteristics under which human children have learned

for thousands of years, making the process of education consistent with the evolved

neurocognitive architecture that allows such incredible amounts of learning in

childhood. A central tenant of evolutionary developmental psychology is that the

brain has not evolved in isolation from environmental input; rather, appropriate

input is as vital as appropriate biology. Given the close relationship between the

principles that govern Sudbury Valley’s environment and the environment of

human evolution, it is possible that an educational advantage could exist from this

evolutionary model. Some readers may find this description ostensibly similar to

Montessori education practices; however, Sudbury Valley School differs in many

critical domains including true age mixing, pure democratic decision making, and

child-driven curricula.

Formal classes at Sudbury Valley School are offered only in response to stu-

dents’ requests, but even then, there are no requirements for attending class. Books,

materials, and knowledgeable staff members are available to aid in the learning of

any subjects and skills, but students are always free to use or not use these

resources. Additionally, there are no examinations or formal assessments. Most

importantly, children are not assigned to grades or classes. They are encouraged to

move through the school buildings as they wish. Children are often found playing,

talking, and engaging in a range of self-directed activities. In this way, younger

children interact with older children on a regular basis.

Allowing children to interact with peers of different ages seems to be essential for

successful social learning. Evidence for this is seen through research with

hunter-gatherer and other traditional, preindustrial societies that allow older children

to guide younger children in their exploration of culturally relevant activities [25]. In

fact, these studies find that self-directed age mixing has apparently been the primary

vehicle of education throughout human history [11]. Although it is minimal, some

research in non-traditional societies also suggests qualitative differences between

children’s interactions with adults and with their peers. This research is mainly
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viewed through the lens of play. Given the minimal contact of mixed ages in modern

schools, it is difficult to examine these interactions within educational settings. Elias

and Berk [26] found the amount of time 3-year-olds spend talking with peers, while

pretending is positively associated with the size of their vocabularies at age 5.

Furthermore, spontaneous sociodramatic play with peers improved children’s abili-

ties to remember, reproduce, and comprehend stories [27, 28]. These findings suggest

that using peers as scaffolds assists in the development and efficacy of learning.

According to Greenberg and Sadoffsky [29], this combination of free age mixing

and the democratic ethos of the Sudbury Valley School is the key to success of its

educational approach. Allowing children to choose what and when they want to

learn fosters intrinsic motivation, creating a positive, self-motivated learning

environment. Furthermore, the benefits of children of various ages interacting with

one another are reciprocal. For younger children, it allows them to be able to watch

older children’s behaviors, learning from them through observation. Helping with

the acquisition of new skills by younger children allows older children the

opportunity to practice difficult skills that they themselves are perhaps still strug-

gling to master. Additionally, it promotes empathy, critical thinking, and pride [11].

7.2.1.2 Too Good to Be True?

Given the description of Sudbury Valley School, one is inclined to question how

well these children fare when they graduate and enter the “real” world. Follow-up

studies of children who attended Sudbury Valley School suggest that students who

graduate from this school perform just as well as students from other educational

institutions [20, 29]. In these surveys, roughly 75 % of the graduates went on to

pursue a higher education degree. Some even attended Ivy League institutions, with

great success. Regardless of whether they attended college, on average, graduates of

Sudbury Valley School were highly successful in attaining employment in their

chosen careers [22, 30].

Greenberg and colleagues [30] and Gray [22] consolidated benefits of this

program into four distinct categories. The first category was self-direction and

responsibility. Given the minimal structure at Sudbury Valley and the personal

responsibility instilled in the students there, graduates were able to take responsi-

bility for their higher education and direct themselves into filling the gaps necessary

for their success in higher education or the workplace. A second category is their

high motivation for their field or path of education. The graduates expressed great

interest and intrinsic motivation in continuing their education or entering the

workplace in the field they chose to pursue. The third benefit concerned their skill in

the given area of work or education chosen by graduates. These students chose to

study or work in the area that they showed interest in while in school. Through their

self-directed play and exploration, they acquired great skill in their area of interest

and almost always went on to study or work in the field that corresponded to that

interest. Lastly, graduates seemed to lack a fear of authority reported by many

traditional students. Sudbury Valley graduates reported having positive

96 P.D. Sellers II et al.



relationships with their professors or employers, communicated with them well, and

were able to take directions without being defensive. Allowing children to direct

their own learning, enlisting older children to help and teach along with able-bodied

and sympathetic staff, and the incorporation of play and self-exploration are sur-

prisingly effective education features. Even in the modern world with more stan-

dardization in the traditional classroom and longer school days and homework,

children from Sudbury Valley School are able to compete and succeed in the social

and professional world.

Evidence from education intervention programs also confirms the value of

evolutionary principles. Wilson, Kauffman, and Purdy [31] created the Regents

Academy program for academically at-risk 9th and 10th graders within their

Binghamton, New York school system. The program’s choice of guiding evolu-

tionary principles focused largely on how to make cooperative small-group inter-

actions as productive and efficient as possible, stemming specifically from the work

of Ostrom [32, 33]. Using cumulative year-end grade point average as a compar-

ison, the Regents Academy group significantly outperformed their matched sample

who remained enrolled in the regular school. In fact, they were indistinguishable

from the not-at-risk sample also enrolled in the regular school [31].

7.2.2 The Adaptationist Perspective

Adopting a large-scale naturalistic educational program, however, might be unre-

alistic in modern times. Therefore, others have argued that preschool education is

particularly important and should reflect children’s learning propensities, specifi-

cally, that beginning rigorous educational practices too early can be detrimental

[34, 35].. This is consistent with the cognitive immaturity hypothesis [36, 37] which

argues that infants’ and young children’s cognitive and perceptual abilities are well

suited for their particular time in life and are not simply incomplete versions of the

adult form. Along these lines is research with infants [38] showing that beginning a

task too early in development can actually hinder subsequent learning. For example,

Papousek [38] presented infants with an operant conditioning task (turn head in one

direction to a bell, the other to a buzzer) beginning either at birth, 31 days or

44 days. He reported that infants who began training at birth required more trials

(814) and more days of training (128) to reach criterion than the infants who started

training at 31 or 44 days (278 and 224 trials, and 71 and 72 days for the 31- and

44-days-old infants, respectively). Papousek concluded that

beginning too early with difficult learning tasks, at a time when the organism is not able to

master them, results in prolongation of the learning process.

Although few people engage newborn infants in formal education, there are com-

mercially available DVDs and educational software aimed at enriching infants’

cognitive experiences. However, despite the testimonials on their Web sites, there is

no evidence that these products enhance cognitive abilities, and recent research
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indicates that they either provide no cognitive advantage [39] or may actually be

detrimental to children’s cognitive development [40]. Zimmerman and colleagues

[41] reported that the amount of time 8- to 16-month-old infants spent watching

“baby” DVDs such as Baby Einstein® was negatively associated with receptive

vocabulary: Each hour children watched baby DVDs/videos was associated with

6–8 fewer vocabulary words. Moreover, although infants are often attentive to and

seem to enjoy these DVDs as well as television, it is not until 18 months that the

content of the video, rather than the physical stimulus qualities of the display, will

hold a child’s attention [42]. Although the research is admittedly scant, the evidence

is consistent with the position that stimulation in excess of the species norm early in

development can have detrimental consequences [43].

More research is available assessing preschool educational programs, contrasting

the effect of formal instruction (termed direct instructional programs) versus pro-

grams that take children’s “natural” propensities for play and activity into con-

sideration (termed developmentally appropriate programs). There are few consistent

differences in terms of academic performance at the end of a year between children

who attend these two types of programs, with some researchers finding small

advantages for the direct instructional programs, some for the developmentally

appropriate programs, and others no differences [34]. When researchers look at

long-term effects, however, different patterns emerge, with more studies reporting

greater cognitive gains for children who attended the developmentally appropriate

programs [44, 45]. In addition to the cognitive differences, children who attend the

developmentally appropriate programs tend to experience socioemotional benefits;

they experience less stress, like school better, are more creative, and have less test

anxiety than children attending direct instructional programs [34]. Although the

differences are small, most clearly favor the developmentally appropriate programs.

In other words, any academic benefits gained from a teacher-directed program had

its costs in terms of motivation. According to the authors of one study [46] that

contrasted developmentally appropriate and direct instructional programs,

If it has no clear benefit to the child’s development, and if it may hinder development, there

may be no defensible reason to encourage the introduction of formal academic instruction

and adult-focused learning during the preschool years

Although these findings and interpretations may on the surface appear to contradict

Geary’s evolutionarily informed observation that direct instruction is necessary for

children to acquire many of the biologically secondary abilities so important in

modern societies, they do not. Instead, consistent with Geary, the findings show that

young children should receive instruction compatible with their intuitive learning

biases, which are well suited to the niche of early childhood. The ideas of Geary

and those who advocate a form of education that minimizes the mismatch between

modern learning and traditional learning also demonstrate that evolutionary

thinking as applied to education is not monolithic, but rather that different

Darwinian-influenced hypotheses can be generated and tested with the goal of

improving education for the most educable of animals.
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7.3 Implications for Policy and Practice

The obvious critique most academics or educators are likely to have of the addition

of evolutionary reasoning to education is that the principles underlying their

implementation can be derived just as easily without invoking evolution. Indeed, it

is appealing to consider sharpening Occam’s Razor and simply settle upon a system

of “socially informed education.” Shifting evolution into the background may be

preferred and necessary in many occasions that may be encountered during the

construction of a system for education. Day-to-day operations are, in fact, likely to

be run along the lower-order level of adherence to rules that simply promote

success among group relations. This is largely due to the evolutionary novelty of

modern education. For example, in-group preference enabled small bands of

hunter-gatherers to help protect the survival interests of their close kin and thus

raise inclusive fitness. But in a modern educational setting, in-group preference may

serve to foster trust and closeness for helping each other solve complex mathe-

matics problems. However, these social principles function as they do because the

human brain has evolved to place import on social stimuli, social situations, and

social cognitions. We are nothing if not social animals. Given the increasing

specificity with which cognitive and behavioral neurosciences are uncovering the

brain’s dedication to socialness [47], it seems advisable to retain evolution as a

guiding theory for a social-based education. The provision of distal causation to

proximate behaviors allows for integration and coordination of seemingly disparate

aims related to development as a whole. As mentioned previously, evidence from

evolutionary developmental psychology shows how the hasty introduction of cer-

tain stimuli or learning situations can lead to ultimately deleterious effects on

cognitive development. Moreover, a new model was recently put forth reconcep-

tualizing adolescent risky behavior (and intervention) based on evolutionary prin-

ciples [48]. If education is to successfully integrate with these (and other) ideas,

then an evolutionary perspective is insightful.

However, the goal of a traditional Western-style education system is to provide

access to standardized education services to the entire populace, a difficult propo-

sition given the size and diversity of most developed countries. In spite of the

obvious difficulties, the current system works for a majority of children, as 78.2 %

of American 9th graders in 2006 graduated from high school in 2010 [49].

Additionally, 65.9 % of 2013 American high school graduates enrolled in college,

evidence that experience in the public school system translates, for most children,

into higher education [50], although there are substantial ethnic, racial, and income

differences. This system is certainly not perfect, but would it be worth the time,

effort, and dollars to incorporate evolutionary-based education practices into the

public school system? Is there evidence to suggest that the new system would be

demonstrably more effective for the majority of children? Or is this style of edu-

cation better suited for private schools or specific intervention programs?

Definitive answers to these questions will require years more research and

assessment. Large-scale feasibility and longitudinal testing would be required
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before any systemic changes can be reasonably proposed. However, we are con-

fident that there is utility in an evolutionary perspective on education, even if it is

not invoked in day-to-day decision making. The available evidence suggests that a

system of evolutionary-informed education and intervention is just as successful

(if not more so) as traditional education for professional outcomes while fostering

greater positivity, enjoyment, and intrinsic motivation [11]. There seems to be little

risk in incorporating these ideas into practice and few potential hurdles to imple-

mentation, with serious potential upside for academic performance and child

emotional welfare. As society continues to search for the best manner in which to

educate its members, it should, at the very least, give due process to incorporating

evolutionary theory into the current functional system.
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Chapter 8

Binge Eating, Disinhibition and Obesity

Prof. Stanley Ulijaszek, Ph.D. and Eleanor Bryant, Ph.D.

Lay summary Obese people are more likely to eat at every opportunity

(display disinhibition) and often binge on food. We argue in this chapter that

binge eating and disinhibition are evolved mechanisms for dealing with one

of the most fundamental of insecurities, that of food, especially in seasonal

and unpredictable environments. It is only in recent decades, with improved

food security in industrialized nations and the emergence of obesity at the

population level, that they have become deleterious for health and have been

medically pathologized. Binge eating and disinhibition are no longer

responses to uncertainty in food availability as they would have been across

evolutionary history. Rather, uncertainty and insecurity in everyday life in

present-day society are likely to lead to disinhibition, binge eating and obe-

sity, through the linked physiology of stress and appetite.

8.1 Introduction

Obesity is new in human evolutionary history. It has become possible at the pop-

ulation level since the increase in food security and has risen in most countries on

most continents since the 1980s [1]. While prevalence rates of obesity have since

levelled off in a small number of regions [2], they have risen steadily in most
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industrialized countries. In the USA, the prevalence of obesity (body mass index

greater than 30 kg/m2) and extreme obesity (body mass index greater than

40 kg/m2) has shown rapid increases from the 1980s to the 2000s. In 2003–2004,

the national prevalence of obesity was 30 %, while that of extreme obesity was 5 %

[3, 4], rising to 34 % (obesity) and 6 % (extreme obesity) in 2008 [5, 6]. In the UK,

the prevalence rates of obesity and extreme obesity have been much lower than in

the USA, but have followed similar trajectories [7, 8].

There are many pathways, still poorly understood, to the positive energy balance

(due either to high dietary energy intake, low energy expenditure or both) that leads

to obesity. Among the eating disorders associated with obesity (and extreme obesity

especially), binge eating disorder (BED) is particularly important. This was first

described by Stunkard [9] and linked to obesity by Spitzer et al. [10, 11]. Studies of

obese individuals who sought treatment identified subgroups that experienced

distress and dysfunction due to binge eating [12]. The diagnostic and statistical

manual of mental disorders 4 (DSM4) [13] defines binge eating as a series of

recurrent binge episodes in which each episode is defined as eating a larger amount

of food than normal during a short period of time (usually within any two-hour

period). Characterized by economists as “high time preference”, the desire to

binge-eat might reflect the desire for palatable food now, rather than have a slim

body, or the health that can go with it, later [14]. Binge eating behaviour is not

always associated with obesity and does not necessarily have to be practised at

extreme levels to be of importance for the causation of obesity.

The vast majority of binge eating remains undiagnosed or outside of clinical

parameters [15], for a range of reasons. These include the lack of valid and reliable

instruments for its measurement, and the likelihood that many people who expe-

rience binge eating does not come for help, often because of embarrassment, or

because they do not see their behaviour as problematic. Binge eating disorder is

usually identified when people seek help, as for example when obese subjects put

themselves forward for bariatric surgery. Regular overeating within meals and

snacking between meals are behaviours that are strongly linked with both obesity

and subsequent health issues, and have similar underlying mechanisms to BED.

Such behaviours are well captured by the psychological measure of disinhibition, as

assessed by the Three-Factor Eating Questionnaire [16]. An individual scoring

highly on the disinhibition scale of this measure is characterized as having very

opportunistic eating behaviours and expressing a readiness to eat [17], both being

associated with BED.

Binge eating (whether associated with obesity or not) can be thought of as a

response to insecurity with deep evolutionary roots. The greatest cause of insecurity

among past populations was that related to food and its provisioning and of climatic

seasonality and variation in which food availability could not be guaranteed across

the year, or sometimes from day-to-day [18]. Across evolutionary time, environ-

mental variability has been the norm, and modern humans are very capable of

responding physiologically, behaviourally and culturally to such variability [19, 20].
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Such variability would have led to variation in dietary possibilities, food intake and

uncertainty in food availability. We argue that binge eating and disinhibition are

mechanisms that have been selected for by natural selection as they enabled indi-

viduals dealing with one of the most fundamental of insecurities, that of food,

especially in the seasonal and unpredictable environments during the evolution of

early Homo, from about 2–4 million years ago [21]. High reactivity to external cues

such as colour, taste and smell [21] and subsequent disinhibited eating under con-

ditions of food scarcity and/or high levels of competition would have favoured

survivorship for most people and populations until fairly recent times. Only with

improved food security in industrialized nations, the decline in price of energy dense

foods and the emergence of obesity at the population level that disinhibited eating

and binge eating would have become deleterious in terms of health outcomes. The

chapter begins with descriptions of binge eating disorder and disinhibited eating and

then considers the evolutionary importance of rapidly consuming large quantities of

food in seasonal environments. It concludes by examining the evolutionary signif-

icance of binge eating and disinhibition and their implications for medicine in an age

of obesity.

8.2 Research Findings

8.2.1 Binge Eating Disorder and Disinhibition

According to the DSM4 [13], binge eating episodes are associated with 3 or more of

the following presentations: (1) eating until feeling uncomfortably full, (2) eating

large amounts of food when not physically hungry, (3) eating much more rapidly

than normal, (4) eating alone because of embarrassment about how much is eaten in

a single eating episode, (5) feeling disgusted, depressed or guilty after overeating or

(6) marked distress or anxiety regarding eating in such a way. Aside from those

who are clinically diagnosed as having binge eating disorder, there are far more

people who often binge on food, but perhaps not regularly enough to warrant a

clinical diagnosis [15]. In line with this, disinhibition describes similar eating

behaviour patterns as BED, although it is not used to diagnose clinical symp-

tomatology; it is related to eating disorder severity [22]. Disinhibition is an eating

behaviour trait measured by the Three-Factor Eating Questionnaire [16] which has

been validated among a number of populations in Europe, the USA and Australia. It

measures enduring characteristics of an individual’s behaviour towards food.

Disinhibition is defined by a readiness to eat [17] and is associated with frequent

overeating and/or binging [23], frequent snacking [24], a high liking of all food

groups with a particular preference for high-fat sweet foods [22], a tendency to gain

weight and regain weight quickly following weight loss [25] and a tendency to be

engaged in sedentary behaviour [26].
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Although there is no clear line dividing eating a large meal and a pathological

binge, people usually binge on highly palatable energy-rich food, typically high in

fats, sugars or both [15]. It is impossible to know whether prehistoric foragers had

cuisine, but they are certain to have had food preferences, if only on the basis of

energy density, sweetness or fattiness of foods [18]. Individuals that binge on sweet

foods tend to do so more frequently than those binging on other types of foods, and

there is the potential for abuse of carbohydrates among individuals who claim to

have cravings for them [27]. Similar addictive-like states can be created for fat

consumption in animal models [28, 29], which also engage the dopaminergic

reward system [30]. This system has been invoked for both addictions and obesity

[31], and binge eating and disinhibition may be the link. From an evolutionary

perspective, it is reasonable to think of addiction to palatable energy dense foods as

being an evolved predisposition, if binge eating, by maximizing energy intake, also

maximized reproductive success.

8.2.2 The Evolutionary Importance of Binge Eating

and Disinhibition in Seasonal Environments

If the environment is uncertain or unstable, being able to eat a lot of energy dense

foods very quickly when they are available is expected to have favoured sur-

vivorship and, by extension, reproduction. Although many foraged foods may not

deteriorate very quickly, competition for food in uncertain or unstable environments

would drive the need for fast eating. There is a physiological ceiling on how much

protein an individual can eat, because of the finite ability of the liver to up-regulate

enzymes necessary for urea synthesis in the face of increasing dietary protein intake

[32]. According to Cordain et al. [32], hunter-gatherers would have had several

options to circumvent the dietary protein ceiling. They could have eaten propor-

tionately more plant food energy; hunted larger animals because percentage body

fat increases with increasing body size; hunted smaller animals in seasons of

plentiful forage, when body fat is maximized; selectively eaten only the fattier

portions of the carcass; and/or increased their intake of concentrated sources of

carbohydrate such as honey. Human feeding adaptations are likely to have arisen in

the context of resource seasonality in which diet choice for energy dense and

palatable foods would have been selected for by way of foraging strategies that

maximized energy intake [21]. This may have been facilitated by heightened

responses to visual cues associated with foods of high hedonic value when hungry

[33]. These visual cues may have included aspects of colour, shape and size that

reflect the relative ripeness, palatability and gustatory satisfaction to be gained from

fruits and vegetables, for example, and would have been learned from previous

exposure to, and consumption of, such foods [33]. Although primates respond to

visual cues of food palatability much as do humans [28], there is no evidence that

they have heightened responses to them when hungry.
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Evidence that BED is a physiological feeding adaptation to food uncertainty

comes from a mix of psychological and physiological studies of human feeding.

Food uncertainty may have benefitted those able to consume great amounts of food

in one go, potentially resulting in natural selection for this ability. Such selection

would have been in addition to the strategies for protecting energy reserves shared

by all human beings by being more sedentary, by readily storing body fat, being

resistant to weight loss and quickly regaining weight lost, and the ability to binge

on large volumes of food by some individuals points to this combination of char-

acteristics being one type of thrifty phenotype [17]. Physiological differences in the

appetite systems of individuals with a high disinhibition score and among binge

eaters could also point to adaptations that enable consumption of greater amounts of

food. For example, obese individuals with high disinhibition have high serum

ghrelin and insulin levels [34]. These hormones regulate and initiate hunger,

respectively. Furthermore, the cholecystokinin response of the gut, which promotes

satiety in response to having eaten, is blunted in people who score highly on the

tests of disinhibition [35]. On the other hand, serum ghrelin levels have been found

to be lower in individuals with BED [36], suggesting a down-regulation of hunger

in response to binge eating behaviour, much as obese people experience physio-

logical down-regulation of hunger. Binge eating can take place in the absence of a

hunger stimulus from the gut, especially of highly palatable foods for pleasure [37].

Food consumption under such conditions has been termed hedonic hunger [38].

Differences between those with BED and high disinhibition and those without

have also been found in neurophysiology. For example, increased activity in the

insular cortex (an area involved in emotion, motor function and homeostasis; [39])

and the prefrontal cortex (an area associated with executive function such as

emotion regulation and general processing) when full [40] has been observed in

individuals with high disinhibition scores in response to ingestion of high-fat food.

Furthermore, those with BED show a higher activation in the orbitofrontal cortex

(an area involved in sensory integration, emotion and decision-making [41]) in

response to images of food. Those neurological differences could lend at least a

partial explanation to individual response to food and ability to overeat, although

the direction of the relationships between behaviours and imaged patterns of brain

activity is not resolved (brain image patterns may be either the cause or conse-

quence of food-related behaviours). While the mechanisms that these findings

represent are not clear, they indicate a very strong emotional involvement with food

and a higher degree of integration of sensory information associated with seeing,

eating and digesting food among those with BED and high disinhibition scores than

among those who do not display these feeding traits. The evidence for food

uncertainty among prehistoric humans is indirect, but compelling [18]. Dispersal of

anatomically modern human populations out of Africa into Europe and Asia would

have exposed them to new stresses, physical, biological and social, which would

have varied over time and place. In all places, tropical and temperate, humans may

have experienced a double burden of resource fluctuation through seasonality as

well as shifts in their environment caused by abrupt climate change [18]. At points

in the Pleistocene, especially during the short-lived warming events that occurred
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within glacial periods, climatic transitions that potentially affected food security and

resource distribution may have taken place over timescales of decades rather than

many generations [42]. With less time to adapt, it is easy to imagine the starvation-

and cold-related mortality that resulted and the food uncertainty that would have

been a daily reality, especially among those that colonized the higher latitudes in

temperate regions where extreme temperature and precipitation seasonality would

have been the norm. Binge eating when food was available would have been an

advantageous trait under such circumstances. According to Wisman and Capehart

[43: 24]

putting on weight -banking calories- is a 'natural' response to insecurity, a genetic trigger

selected during the course of evolution. When sustenance, life-and-limb, or social positions

were threatened, favouring fat-rich morsels and banking energy in the form of fat reserves

would have been adaptive.

The amount of weight banking among contemporary foraging and agricultural

societies can be as high as 5.9 kg body weight, equivalent to over 40,000 kcals

dietary energy [44]. This would meet daily energy needs under complete starvation

for at least 16 days if there were no physiological adaptation to starvation.

However, such adaptation, as down-regulation of energy metabolism and reduced

physical activity, is well documented [45], and weight banking to this extent would

more likely cover the energy cost of complete starvation for double this time, or just

over a month. Total food shortages among societies practicing foraging or tradi-

tional agriculture are rare, however, and putting on weight when food was plentiful

would have provided a reliable fallback to subsequent food shortages in most years.

Eating, dietary manners and restraint are unlikely to have been favoured under

such conditions. Common to many mammalian species, gorging and binging

among early humans and their hominin ancestors when the circumstances allowed

would have been the norm:

humans are evolved to over indulge when surpluses are available. Because surpluses of this

kind are rare in the natural environment, such a strategy does not commonly lead to obesity

in traditional societies. However, in such conditions, it pays to be attracted to sweet, sugary

foods and to carbohydrates, and to gorge on them whenever they happen to be available,

since these provide the primary sources of free energy. In the 'natural state', this is not a

problem, since the feast-times do not occur all that often. It is only in modern

post-industrial economies, where we live in a state of permanent feast, that it becomes an

issue [46: 56].

Seasonality continues to influence activity and behaviour, even though humans,

particularly in the industrialized world, are buffered against many aspects of

environmental seasonality. This is especially so with respect to the availability of

cheap, high-energy-density foods based on refined carbohydrates and fats, upon

which most of the nutrition transition has been based [47] and which dominates diet

in the industrialized and post-industrial world.
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8.3 Implications for Policy and Practice

In contemporary society, the structures of food and of human feeding are at least

partly incompatible and, at the extreme, pathological. In considering binge eating

and disinhibition, it is important to think about the structures that human societies,

and individuals in them, have in place to regulate eating, be it enough, too little, or

too much. It is often not clear what the distinction is between eating a large meal

and binge eating [15], but it might be that the structure of eating, social and

individual, is a defining principle often missed by biomedicine. There are many

social conventions surrounding food and its consumption in all societies [48, 49],

mediating the physiological drive to eat, whether for hunger or pleasure (or both),

and mediating individual responses to the dopaminergic reward system. Eating

while listening to the radio or watching television increases the amount of food

consumed [50], and the presence of familiar others is particularly potent at

increasing food intake [51]. Both allow diversion of attention from food con-

sumption and reduced self-monitoring of intake, allowing eating beyond immediate

dietary energy needs [52]. Engaging in other tasks, such as working at the com-

puter, also reduces self-monitoring of food intake. Modern humans in industrialized

and post-industrial societies consume high-energy-density diets, often in unstruc-

tured ways [21], often under conditions of distraction. Modern life and cheap

palatable foods make disordered, disregulated and distracted eating easier to

practice, and extreme bodily phenotypes signal disordered eating to others, even in

societies where generosity and plenty are valued, and large bodies are traditionally

seen as carrying prestige [53].

The processing of agricultural raw materials by the food industry has produced a

huge range of food products with reduced micro-nutrient content and high energy

density. It has also resulted in the production of foods with altered physical matrices

and new combinations of ingredients that make them more pleasurable to eat [18].

Food technology has been used to both respond to existing markets for products

and create new market niches. This has involved the production of cheaper existing

ingredients, completely new ingredients, new food types with existing ingredients,

existing food types with proportions of new ingredients and new food types with

new ingredients. Because food products are placed in competitive marketplaces in

most countries, they must maximize some combination of novelty, status, price and

palatability that will ensure their economic success. The cheaper raw ingredients are

overwhelmingly cereal-based commodities and fats, and it is unsurprising that the

majority of food products on the market involve some palatable combination of

these ingredients [18]. Where palatability leads, increased consumption follows.

The drive to create new, highly palatable high-fat and/or high sugar food products

to develop and maintain market share by transnational companies has had profound

effects on human food consumption, including ambivalence about eating [54] and

possibly disordered eating [55]. Obesity may be a result of incremental overeating

across many years or of periodic or sporadic binging, dieting, restriction, loss of
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control in response to guilt and ambivalence about foods and food types and

distorted self-perception of body weight.

Binge eating, BED, high disinhibition and obesity all approach or fall into the

category of biomedical pathology. But from an evolutionary perspective, binge

eating and disinhibition are evolved predispositions. Among contemporary indus-

trial and post-industrial society, they are deleterious, largely because of the plentiful

nature of, and lack of seasonality in, the foods that promote gorging, however

categorized. The sheer abundance of high-energy-density foods in industrial and

post-industrial societies means that it is almost inevitable that people experience

binge eating to some extent and at some time or another. It is social convention that

categorizes a food consumption binge as taking place when it is solitary and

involves high-energy-density foods, for example, and not taking place when a

substantial symbolic meal like Christmas or thanksgiving dinner is consumed with

family and friends. Feasting across Christmas and thanksgiving has been shown to

be associated with significant weight gain [56, 57], but there have been no serious

moves anywhere to pathologize either of these meals. Binge eating and disinhibi-

tion are no longer a response to uncertainty in food availability, as they are likely to

have been across evolutionary history. Rather, there may be other types of uncer-

tainty and insecurity that lead to disinhibition, binge eating and obesity.

Stress-related chronic stimulation of the hypothalamic–pituitary–adrenal axis and

resulting excess glucocorticoid exposure is tightly intertwined with the endocrine

regulation of appetite, as well as orchestrating appropriate physiological response to

stress [58]. This is hardly surprising given the importance of the regulation of

energy and food intake under stress for survival [58].

Stress for survival takes on a different meaning in the contemporary world, but

the mechanism for dealing with it is the same. Overeating is often a personal

response to chronic life stress, and market liberalism, especially in countries such as

the USA, UK and Australia, creates environments of great individual insecurity that

cuts across socio-economic position, and this is the source of stress that drives

higher levels of obesity in such countries [14]. The structures that neoliberal

societies put in place promote insecurity and inequality, while work-related inse-

curity, including low income, poor job mobility and absence of union protection,

raises the likelihood of stress and ill health. Responses to stress, in turn, include

overeating and preferences for high-energy-density foods, both of which are

implicated in the causation of obesity. Not everyone becomes obese, however, and

the mechanism whereby insecurity and obesity are linked through overeating may

well be binge eating, which at its extreme has been classified as the pathology of

BED. Although it is not usually the place of clinical practice to question the ways in

which society is run, it can at least engage with some of the health consequences of

living in a neoliberal world. Stresses at work and in everyday life are both

higher-level factors that structure health and illness of patients and communities,

and downstream consequences of living insecure lives.
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8.4 Future Directions

An important future direction would involve researchers and clinicians identifying

the extent of stress-related binge eating. General practice researchers in the UK

have made a strong case for brief interventions in primary care settings for weight

management [59]. Furthermore, the National Obesity Observatory [60] has com-

piled good evidence that brief interventions can lead to at least short-term changes

in weight-related behaviour and body weight if they meet a number of criteria.

These are that they focus on both diet and physical activity; are delivered by

practitioners trained in motivational interviewing; incorporate behavioural tech-

niques, especially self-monitoring; are tailored to individual circumstances; and

encourage the individual or patient to seek support from other people. From an

evolutionary perspective, this seems strange and difficult: the major weight man-

agement task in prehistory was to keep body weight as high as possible. Binge

eating, then and now, was and is a response to stress. To ask people to manage their

weight, especially if the emphasis is placed on self-monitoring and individual

responsibility, is to also ask them to manage their stress. It might be more effective

if clinical practitioners could take the lead in linking awareness of stress and binge

eating through their brief interventions.

Another future direction would be to identify how evolved predispositions to

overeat could be located within frameworks that encourage increased physical

activity, rather than reduced food intake and the self-control that this requires.

Glossary

Binge eating When a larger than normal amount of food is con-

sumed in one sitting

Disinhibition An eating behaviour trait measuring a readiness for

eating or opportunistic eating: a “see food and eat it”

response. This trait is assessed through the

Three-Factor Eating Questionnaire [16]

Dopamine reward

system

Systems in the brain (mesolimbic pathway and meso-

cortical pathway in the ventral tegmental area); when

these areas are stimulated, reward is perceived

Glucocorticoid A corticoid substance which increases gluconeogene-

sis, increasing blood glucose levels. The main gluco-

corticoid is cortisol, which is responsible for regulating

metabolism of protein, lipids and carbohydrates
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Hedonic hunger When an individual experiences frequent thoughts,

feelings and urges towards food, while they have no

physiological need for food

Hypothalamic–pituitary–

adrenal axis

Feedback interactions among the hypothalamus, pitu-

itary gland and the adrenal glands that control reactions

to stress and, among other things, regulate digestion,

mood, emotions and energy balance

Nutrition transition Shifts in dietary consumption towards

higher-energy-density foods, reduced physical activity

and energy expenditure that have coincided with eco-

nomic, demographic and epidemiological changes

across the world

Psychological

ambivalence

Describes a situation where an individual holds both

positive and negative attitudes towards a food (e.g.

I love the taste of this food, but I hate it as it makes me

fat)

Three-Factor Eating

Questionnaire

A psychometric tool to assess the eating behaviour

traits of disinhibition (tendency to overeat and eating

opportunistically), restraint (restricting intake to con-

trol body weight) and hunger (the extent to which

feeling of hunger elicit eating episodes)

Thrifty Phenotype The thrifty phenotype hypothesis suggests that

early-life metabolic adaptations help in the survival of

the organism by selecting an appropriate trajectory of

growth in response to environmental cues (See also

Chap. 6)
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Chapter 9

Evolutionary Aspects of the Dietary

Omega-6/Omega-3 Fatty Acid Ratio:

Medical Implications

Artemis P. Simopoulos, M.D.

Lay summary Modern agriculture, in particular agribusiness and its

emphasis on production, changed animal feeds from grass to seeds and

favoured the production of vegetable oils rich in ω-6 fatty acids. This has led to

a pro-inflammatory diet characterized by an increased consumption of both

linoleic acid (ω-6) and arachidonic acid (ω-6) and a decreased consumption of

alpha-linoleic acid and its metabolites (ω-3). In the last 100–150 years, the

absolute and relative change of ω-6 and ω-3 fatty acids in the food supply of

Western societies led the Western diet to reach a ratio of 20:1 ω-6/ω-3. This

ratio is at odds with human evolutionary history, during which a balance (1:1)

existed between ω-6 and ω-3 fatty acids as ω-3 fatty acids were found in all

foods consumed: meat, eggs, fish, wild plants, nuts, and berries. While a

balance between the ω-6 and ω-3 fatty acids is consistent with human evo-

lution and normal human development, a number of studies suggest that an

imbalance lead to an increase in the risk of cardiovascular and other chronic

diseases, particularly in those genetically predisposed. Therefore, we recom-

mend that food labels distinguish between ω-6 and ω-3 fatty acids. In addition,

in order to balance the consumption of ω-6 and ω-3 fatty acids, we advocate a

decrease in the intake of vegetable oils high in ω-6 (corn oil, sunflower oil,

safflower oil, cottonseed oil, and soybean oil) and an increase in the intake of

oils both high in ω-3 fatty acids (flaxseed, perilla, chia, rapeseed, and walnuts)

and low in ω-6 fatty acids (olive oil, macadamia nut oil, and hazelnut oil).

Finally, we suggest people should eat more fish and less meat.
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9.1 Introduction

There are two classes of essential fatty acids (EFA), omega-6 (ω-6) and omega-3

(ω-3). The distinction between ω-6 and ω-3 fatty acids is based on the location of

the first double bond, counting from the methyl end of the fatty acid molecule

(Fig. 9.1). ω-6 and ω-3 fatty acids are essential because humans, like all mammals,

cannot synthesize them and must obtain them from the diet. ω-6 fatty acids are

represented by linoleic acid (LA) (18:2w6) and ω-3 fatty acids by alpha-linolenic

acid (ALA) (18:3w3). LA is plentiful in nature and is found in the seeds of most

plants except for coconut, cocoa, and palm. ALA, on the other hand, is found in the

chloroplasts of green leafy vegetables, and in the seeds of flax, rape, chia, perilla,

and walnuts. Both essential fatty acids are metabolized to longer-chain fatty acids of

20 and 22 carbon atoms. LA is metabolized to arachidonic acid (AA) (20:4w6),

while ALA is metabolized to eicosapentaenoic acid (EPA) (20:5w3) and docosa-

hexaenoic acid (DHA) (22:6w3). This is achieved by increasing the chain length

and the degree of unsaturation by adding extra double bonds to the carboxyl end of

the fatty acid molecule [1] (Fig. 9.2). AA is found predominantly in the phos-

pholipids of grain-fed animals, dairy, and eggs. EPA and DHA are found in the oils

of fish, particularly fatty fish.

In mammals, including humans, the cerebral cortex, retina, testis, and sperm are

particularly rich in DHA. DHA is one of the most abundant components of the

brain’s structural lipids. DHA, like EPA, can be derived only from direct ingestion

or by synthesis from dietary EPA or ALA: Humans and other mammals, except for

certain carnivores such as lions, can convert LA to AA and ALA to EPA and DHA,

although it is slow [2, 3]. There is competition between ω-6 and ω-3 fatty acids for

the desaturation enzymes. Both fatty acid desaturase 1 (D-5) and fatty acid

Fig. 9.1 Structural formulas for ω-3 (a-linoleic = ALA), ω-6 (linoleic = LA), and ω-9 (oleic) fatty

acids. The first number (before the colon) gives the number of carbon atoms in the molecule, and

the second gives the number of double bonds. ω-3, ω-6, and ω-9 indicate the position of the first

double bond in a given fatty acid molecule [1]
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desaturase 2 (D-6) prefer ωALA to ωLA [2, 4, 5]. However, a high LA intake, such

as that characterizing Western diets, interferes with the desaturation and elongation

of ALA [3–6]. Similarly, trans-fatty acids interfere with the desaturation and

elongation of both LA and ALA.

In addition, fatty acid desaturase 2 is the limiting enzyme and there is some

evidence that it decreases with age [2]. Premature infants [7], hypertensive indi-

viduals [8], and some diabetics [9] are limited in their ability to make EPA and

DHA from ALA. These findings are important and need to be considered when

making dietary recommendations.

Mammalian cells cannot convert ω-6 to ω-3 fatty acids because they lack the

converting enzyme, ω-3 desaturase. Ω-6 and ω-3 fatty acids are not interconvert-

ible, are metabolically and functionally distinct, and often have important opposing

physiological effects; therefore, their balance in the diet is important. When humans

ingest fish or fish oil, the EPA and DHA from the diet partially replace the ω-6 fatty

acids, especially AA, in the membranes of probably all cells, but especially in the

membranes of platelets, erythrocytes, neutrophils, monocytes, and liver cells (re-

viewed in Refs. [10, 11]). AA and EPA are two alternative parent compounds for

eicosanoid production (Fig. 9.3). Because of the increased amounts of ω-6 ω in the

Western diet, the eicosanoid metabolic products from AA, specifically pros-

taglandins, thromboxanes, leukotrienes, hydroxy fatty acids, and lipoxins, are

Fig. 9.2 Desaturation and elongation of ω-3 and ω-6 fatty acids by the enzymes fatty acid

desaturases FADS2 (D6) and FADS1 (D5) [10]
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formed in larger quantities than those derived from ω-3 fatty acids, specifically EPA

(Fig. 9.3) [10]. The eicosanoids from AA are biologically active in very small

quantities and, if they are formed in large amounts, they contribute to the formation

of thrombus and atheromas; to allergic and inflammatory disorders, particularly in

susceptible people; and to proliferation of cells [12] (Table 9.1). Thus, a diet rich in

ω-6 fatty acids shifts the physiological state to one that is proinflammatory, pro-

thrombotic, and proaggregatory, with increases in blood viscosity, vasospasm, and

vasoconstriction.

9.1.1 The Importance of the ω-6/ω-3 Fatty Acid Ratio:

And Evolutionary Aspects

A balance existed between ω-6 and ω-3 fatty acids during the long evolutionary

history of the genus Homo [13]. During evolution, ω-3 fatty acids were found in all

foods consumed: particularly meat, fish, wild plants, nuts, and berries [13–29].

Recent studies by Cordain et al. [30] on the composition of the meat of wild animals

Fig. 9.3 Oxidative metabolism of arachidonic acid (AA) and eicosapentaenoic acid by the

cyclooxygenase and 5-lipoxygenase pathways. 5-HPETE denotes the 5-hydroperoxyeicosatetranoic

acid, and 5-HPEPE denotes the 5-hydroxyeicosapentaenoic acid [10]
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confirm the original observations of Crawford [15] and Sinclair et al. [31].

However, rapid dietary changes over short periods of time as have occurred over

the past 100–150 years is a totally new phenomenon in human evolution (Fig. 9.4).

A balance between the ω-6 and ω-3 fatty acids is a physiological state that is less

inflammatory in terms of gene expression [32], prostaglandin and leukotriene

metabolism, and interleukin-1 (IL-1) production [10]. The current recommendation

to substitute vegetable oils (ω-6) for saturated fats leads to increases in IL-1,

prostaglandins, and thromboxanes of the 2 series from LA that are prothrombotic

and leukotrienes of the 3 series that are proinflammatory. It is not consistent with

Table 9.1 Effects of

ingestion of EPA and DHA

from fish or fish oil on

eicosanoids

Decreased production of prostaglandin E2 (PGE2) metabolites

A decrease in thromboxane A2, a potent platelet aggregator and

vasoconstrictor

A decrease in leukotriene B4 formation, an inducer of

inflammation, and a powerful inducer of leukocyte chemotaxis

and adherence

An increase in thromboxane A3, a week platelet aggregator and

weak vasoconstrictor

An increase in prostacyclin PGl3 leading to an overall increase

in total prostacyclin by increasing PGI3 without a decrease in

PGI2, and both PGI2 and PGI3 are active vasodilators and

inhibitors of platelet aggregation

An increase in leukotriene B5, a weak inducer of inflammation

and a weak chemotactic agent

Fig. 9.4 Hypothetical scheme of fat, fatty acid (ω6, ω3, trans, and total) intake (as percent of

calories from fat), and intake of vitamins E and C (mg/d). Data were extrapolated from

cross-sectional analyses of contemporary hunter-gatherer populations and from longitudinal

observations and their putative changes during the preceding 100 years [10]
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human evolution and may lead to maladaptation in those genetically predisposed

(Table 9.1; Figs. 9.2 and 9.3).

Prior to the agricultural revolution, humans ate a wide variety of wild plants,

whereas today about 17 % of plant species provide 90 % of the world’s food

supply, with the greatest percentage contributed by cereal grains [33]. Agribusiness

and modern agriculture contributed to the decrease in ω-3 fatty acids in animal

carcasses. Wild animals and birds who feed on wild plants are very lean, with a

carcass fat content of only 3.9 % [34], and contain about five times more

polyunsaturated fatty acids (PUFAs) per gram than those found in domestic live-

stock [15, 16]. Most importantly, 4 % of the fat of wild animals contains EPA.

Domestic beef contains very small or undetectable amounts of ALA because cattle

are fed grains rich in ω-6 fatty acids and poor in ω-3 fatty acids [17], whereas deer

that forage on ferns and mosses contain more ω-3 fatty acids in their meat.

Although diets differed in the various geographic areas [35], a number of

investigators including Crawford [15], Cordain et al. [30], Eaton et al. [36], and

Kupiers et al. [37] have shown that during the Paleolithic period, the diets of

humans included equal amounts of ω-6 and ω-3 fatty acids from both plants

(LA + ALA) and from the fat of animals in the wild and fish (AA + EPA + DHA).

Recent studies by Kuipers et al. [37] estimated macronutrient and fatty acid intakes

from an East African Paleolithic diet in order to reconstruct multiple Paleolithic

diets and thus estimated the ranges of nutrient intakes on which humans evolved.

They found (range of medians in energy %) intakes of moderate-to-high protein

(25–29), moderate-to-high fat (30–39), and moderate carbohydrates (39–40). Just as

others have concluded previously, Kuipers et al. [37] stated “compared with

Western diets, Paleolithic diets contained consistently high-protein and long-chain

PUFA and lower LA.” Guil-Guerrero et al. [38] determined the fat composition of

frozen mammoths (from 41,000 to 34,000 years BP), Bisons from Early Holocene

(8200–9300 years BP) and horses from Middle Holocene (4600–4400 years BP),

often consumed by Paleolithic/Neolithic hunters-gatherers, and concluded. It

“contained suitable amounts of ω-3 and ω-6 fatty acids, possibly in quantities

sufficient to meet today’s dietary requirements for good health.” The elucidation of

sources of ω-3 fatty acids available for the humans who lived in the Paleolithic and

Neolithic is highly relevant to ascertain the availability of nutrients at that time and

to draw conclusions about healthy dietary habits for present-day humans. As in

previous studies, the amount of ALA was higher than LA in the fat of the frozen

specimens [39, 40] (Tables 9.2 and 9.3).

Modern agriculture, by changing animal feeds as a result of its emphasis on

production, has decreased the ω-3 fatty acid content in many foods: green leafy

vegetables, animal meats, eggs, and even fish [18–21]. Foods from edible wild

plants contain a good balance of ω-6 and ω-3 fatty acids. Purslane, a wild plant, in

comparison with spinach, red leaf lettuce, buttercrunch lettuce, and mustard greens,

has eight times more ALA than the cultivated plants [25]. Modern aquaculture

produces fish that contain less ω-3 fatty acids than do fish grown naturally in the

ocean, rivers, and lakes [20]. The fatty acid composition of egg yolk from

free-ranging chicken has an ω-6:ω-3 ratio of 1.3, whereas the US Department of
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Agriculture (USDA) egg has a ratio of 19.9 [21]. By enriching the chicken feed

with fishmeal or flaxseed, the ratio of ω-6:ω-3 decreased to 6.6 and 1.6,

respectively.

9.1.2 Genetic Adaptation of Fatty Acid Metabolism

There are important genetic variables in fatty acid biosynthesis involving fatty acid

desaturase 1 (FADS1) and fatty acid desaturase 2 (FADS2), which encode

rate-limiting enzymes for fatty acid metabolism (Fig. 9.2). Ameur et al. [41]

Table 9.2 Estimated ω-3 and

ω-6 fat acid intake in the Late

Paleolithic period

Plants

LA 4.28

ALA 11.40

Animals

LA 4.56

ALA 1.21

Total

LA 8.84

ALA 12.60

Animals

AA (ω6) 1.81

EPA (ω3) 0.39

DTA (ω6) 0.12

DPA (ω3) 0.42

DHA (ω3) 0.27

Ratios of ω6/ω3

LA/ALA 0.70

AA + DTA/EPA + DPA + DHA 1.79

Total ω6/ω3 0.79

Data from Eaton et al. [39]: assuming an energy intake of 35:65

of animal: plant sources

Table 9.3 Ω-6 Ω-3 ratios in

different populations
Population ω-6/ω-3

Paleolithic 0.79

Greece prior to 1960 1.00–2.00

Current Japan 4.00

Current India, rural 5–6.1

Current UK and northern Europe 15.00

Current USA 16.74

Current India, urban 38–50

Adapted from Ref. [10]
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performed genome-wide genotyping (n = 5, 652 individuals) of the FADS region in

five European population cohorts and analyzed available genomic data from human

populations, archaic hominins, and more distant primates. Their results show that

present-day humans have two common FADS haplotypes A and D that differ

dramatically in their ability to generate LC-PUFAs. The most common haplotype,

denoted haplotype D, was associated with high lipid levels (P = 1 × 10−65), whereas

the less common haplotype (haplotype A) was associated with low levels

(P = 1 × 10−52). The haplotype D associated with the enhanced ability to produce

AA and DHA from their precursors LA and ALA, respectively, is specific to

humans and has appeared after the split of the common ancestor of humans and

Neanderthals. This haplotype shows evidence of a positive selection in African

populations in which it is presently almost fixed and it is less frequent outside of

Africa. Haplotype D provides a more efficient synthesis of LC-PUFAs, and in

today’s high LA ω-6 dietary intake from vegetable oils, it leads to increased syn-

thesis of AA from LA. Thus, it represents a risk factor for coronary heart disease

(CHD), cancer, obesity, diabetes, and the metabolic syndrome, thus adding further

to health disparities in populations of African origin living in the West, in addition

to lower socioeconomic status.

As estimated from the human genome diversity panel (HGDP-CEPH) [42], the

geographic distributions of haplotypes A and D differ dramatically among conti-

nents. In African populations, HGDP populations haplotype A is essentially absent

(has a frequency of 1 %), whereas in Europe, West, South and East Asia, and

Oceania, it occurs at a frequency of 25–50 %. Among the 126 Native Americans

included in HGDP, haplotype A occurs at a frequency of 97 %. Among individuals

of African ancestry, 49 % carry mixed FADS haplotypes with a higher resemblance

to haplotype D than to haplotype A, consistent with a decay of haplotype D by

recombination in African populations.

It has been proposed that a shift in diet, characterized by access to food sources

that are rich in essential LC-PUFAs, was initiated about 2 million years ago [43].

This change in the availability of LC-PUFAs might have been important for

maintaining the proportionally large hominoid brain relative to body size. Humans

use a very large portion of dietary fats, predominantly AA and DHA to feed the

brain [43]. Consequently, human’s ability to more efficiently synthesize LC-PUFAs

from their precursors might have played an important role in their ability to survive

in periods where AA and DHA rich diets were not available. Therefore, haplotype

D is likely to have been advantageous to humans living in environments with

limited access to these fatty acids, and this could explain the positive selection for

haplotype D in African populations. However, as the present Western diet is high in

LA due to the elevated intake of vegetable oils high in ω-6 fatty acids, the

advantage of having faster biosynthesis of LC-PUFAs for carriers of haplotype D

has turned into a disadvantage: High intake of LA leads to an increased production

of AA and thereby increases the synthesis of AA-derived pro-inflammatory eico-

sanoids, which are associated with the increased risk of atherosclerotic vascular

disease [44].
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9.1.3 Research Findings

9.1.3.1 The Diet of Crete and Its Relation to Cardiovascular Disease

and Cancer

Over the past 15 years, a number of animal experiments, epidemiological investi-

gations, and double-blind controlled clinical trials have confirmed the

hypotriglyceridemic, anti-inflammatory, and antithrombotic aspects of ω-3 fatty

acids [45–50] as well as the essentiality of ω-3 fatty acids, particularly DHA, for the

development of retina and brain in the premature infant. It therefore became

important to investigate the ω-3 fatty acid composition of diets that have been

shown to be associated with a decreased rate of cardiovascular disease and cancer.

Such an opportunity then arose with the diet of Crete [51].

The population of Crete was one of the populations participating in the Seven

Countries Study [52]. The others were the populations of the former Yugoslavia,

Italy, the Netherlands (Zutphen), Finland, USA, and Japan. The results of the Seven

Countries Study are interesting because they show that the population of Crete had

the lowest rate of cardiovascular disease and cancer, followed by the population of

Japan. The investigators concluded that the reason must be the high olive oil intake

and the low saturated fat intake of the “Mediterranean diet.” The fact that Crete had

a high-fat diet, 37 % of energy from fat, and Japan had a low-fat diet, 11 % of

energy from fat, was not very much discussed nor were any other fatty acids

considered, despite the fact that the people of Crete ate 10 times more fish than the

US population. Furthermore, the people of Crete ate plenty of vegetables, fruits,

nuts, and legumes, all rich sources of folate, calcium, vitamins, and minerals. In

addition, since the meat came from animals that grazed, rather than being grain-fed,

it contained ω-3 PUFAs as did their milk and milk products, such as cheese. The

population of Crete ate snails about three times per week throughout the year.

Renaud has shown that the snails of Crete and Greece contain more ω-3 fatty acids

and less ω-6 fatty acids than the snails of France (personal communication). Figs

are the most popular fruit eaten throughout the year. Both fresh and dried figs

contain equal amounts of LA + ALA and are rich in vitamins and minerals,

especially calcium.

The traditional Greek diet, including the diet of Crete, includes wild plants. Wild

plants are rich sources of ω-3 fatty acids and antioxidants [19, 22, 25]. A commonly

eaten plant is purslane. Purslane is rich in ALA (400 mg/100 g) as well as in

vitamin E (12 mg/100 g) [25]. In Crete and Greece, purslane is eaten fresh in salads,

soups, and omelets, or cooked with poultry, and during the winter months, the dried

purslane is used in soups, vegetable pies, and as a tea for sore throats and earaches.

It is highly recommended for pregnant and lactating women and for patients with

diabetes. The purslane study was just the beginning in our involvement in a series

of studies that investigated the ω-3 fatty acids in the Greek diet under conditions

similar to those prior to 1960 [19, 21, 22, 25]. In the Greek countryside, chickens

wander in the farm, eat grass, purslane, insects, worms, and dried figs, all good
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sources [19, 21, 22, 25] of ω-3 fatty acids. As mentioned earlier, their eggs have a

ratio of ω-6/ω-3 fatty acids of 1.3, whereas the USDA egg has a ratio of 19.4.

Similarly, Greek cheeses contain ω-3 fatty acids, whereas American cheeses do

not. Noodles made with milk and eggs in Greece also contain ω-3 fatty acids.

A pattern thus began to unfold. The diet of Greece, including Crete prior to 1960,

contained ω-3 fatty acids in every meal—breakfast, lunch, dinner, and snacks. Figs

stuffed with walnuts are a favorite snack. Both figs and walnuts contain ω-3 fatty

acids. Contrast this snack with a chocolate chip cookie, which contains trans-fatty

acids and ω-6 fatty acids from the partially hydrogenated oils used in preparation

[28]. While these studies were carried out between 1984 and 1986, further analyses

of blood specimens from the Seven Countries Study [52] were published in 1993 by

Sandker et al. [53], indicating that the serum cholesteryl esters of the population in

Crete had threefold the amount of ALA as compared to the population of Zutphen

in the Netherlands. Similar data indicated that the Japanese population also had

higher concentrations of ω-3 fatty acids than that of the Netherlands. Here was the

missing link. It was the higher concentrations of ω-3 fatty acids and the lower

concentration of ω-6 fatty acids leading to a balanced ω-6/ω-3 that added protection

for cardiovascular disease. This is in addition to the olive oil, wine, fruits, and

vegetables of the diet of Crete, which is superior to other Mediterranean diets due to

a balanced ω-6 and ω-3 fatty acid intake and high antioxidants (Table 9.3).

Participants from the two countries (Crete and Japan) with the lowest CHD in the

Seven Countries Study had a higher intake of fish and ALA. The Japanese obtained

ALA from perilla oil and soybean oil and the population of Crete from purslane,

other wild plants, walnuts, and figs. Additional studies showed that the population

of Crete not only had higher serum cholesteryl ester levels of ALA but also lower

LA (18:2w-6) [53].

Renaud had been working with ALA and shown that it decreases platelet

aggregation [54]. Everything seems now to fall into place in terms of defining the

characteristics of the diet of the population of Crete. Their diet was very similar to

the Paleolithic diets in composition. It was low in saturated fat, balanced in the

essential fatty acids (ω-6 and ω-3) [40] (Table 9.3), very low in trans-fatty acids,

and high in vitamins E and C. This diet formed the basis of the diet used by Renaud

and de Lorgeril in their now famous Lyon Study [51, 54–56]. The Lyon study is a

prospective randomized single-blinded secondary prevention trial that compared the

effects of a modified Crete diet enriched with ALA to those of a Step I American

Heart Association Diet. A total of 605 patients were divided into two groups, 302 in

the experimental group were fed the modified diet of Crete, including 2 g of ALA

per day, and 303 in the control group followed the Step I American Heart

Association diet. Two months after randomization, plasma levels of vitamins C and

E (P < 0.5) and ω-3 fatty acids (P < 0.001) were higher in experimental subjects

while those of ω-6 fatty acids were lower (P < 0.001). The ratio of ω-6/ω-3 fatty

acids was 4/1. After a mean follow-up of 27 months, there were 16 cardiac deaths in

the control group and three in the experimental group, and 17 non-fatal myocardial

infarctions in the control group and five in the experimental group. The combined

risk ratio for these two main end points was 0.27 (95 % CI 0.12–0.59, P = 0.001)
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after adjustment for prognostic variables. Overall, mortality was 20 in the control

group, eight in the experimental group, and an adjusted risk ratio of 0.30 (95 % CI

0.11–0.82, P = 0.02).

This study showed a decrease in death rate by 70 % in the experimental group

and clearly showed that a modified Crete diet low in butter and meats, such as deli

products but high in fish and fruits and vegetables, and enriched with ALA, is more

efficient than that of the American Heart Association or similar prudent diets in the

secondary prevention of coronary events and death. The same subjects were fol-

lowed for 5 years. At 4 years of follow-up, de Lorgeril et al. [57] reported that the

reduction of risk in the experimental subjects compared with control subjects was

56 % for total deaths, and 61 % for cancers, indicating that a modified diet of Crete

is associated with lower risk for CHD and cancer.

The diet of Crete or the traditional diet of Greece resembles hunter-gatherers’

diets in terms of antioxidants, saturated fat, and monounsaturated fat and in the ω-6/

ω-3 ratio. The Lyon Heart Study and subsequently the Singh et al. study [58]

support the importance of having a diet consistent with human evolution. Western

diets today deviate from Paleolithic diets and are associated with high rates of

cardiovascular disease, diabetes, obesity, and cancer. In as much as the health of the

individual and the population in general is the result of the interaction between the

genetic profile and the environment, nutrition is one of the most important envi-

ronmental factors [59].

9.1.3.2 Other Beneficial Effects of ω-3 Fatty Acids

In addition to the studies of CHD and Cancer, a number of clinical intervention

studies have shown that the high ω-6/ω-3 ratio in Western diets has increased the

risk of many of the chronic “diseases of civilization” as a result of a “mismatch”

between our genes and the environment. Clinical intervention studies in patients

with asthma [60], osteoporosis [61, 62], mental health and major depression [63],

bipolar disorder [64, 65], and mood [66] have shown improvements upon treatment

with EPA + DHA. A number of studies show that LA increases low-density

lipoprotein oxidation and the severity of coronary atherosclerosis and inhibits EPA

incorporation from dietary fish oil supplements in human subjects, whereas

decreasing LA in the diet while maintaining constant ALA increases EPA in plasma

phospholipids in healthy men. A lower ω-6/ω-3 ratio as part of a Mediterranean diet

decreases vascular endothelial growth factor. As the ω-6/ω-3 ratio decreases, so

does the platelet aggregation. The higher the ratio of ω-6/ω-3 fatty acids in platelet

phospholipids, the higher the death rate from cardiovascular disease. A high plasma

ω-6/ω-3 ratio increases inflammatory markers, thus increasing the risk of chronic

diseases. EPA and DHA attenuate the rate of shortening of telomere length sug-

gesting a decrease in the rate of the aging process [67], whereas LA intake is

associated with shorter telomere length [68].
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9.1.4 Implications for Policy and Practice

Studies on the evolutionary aspects of diet suggest that during evolution, ω-3 fatty

acids were present in practically all foods that humans ate and in equal or higher

amounts than the ω-6 fatty acids. Western diets are characterized by high ω-6 and

low ω-3 fatty acid intake, whereas during most of the human evolutionary history,

there was a balance between ω-6 and ω-3 fatty acids. Today, human beings live in a

nutritional environment that differs from that for which their genetic constitution

was selected. The balance of ω-6/ω-3 fatty acids is an important determinant in

maintaining homeostasis, normal development, and mental health throughout the

life cycle. Excessive amounts of ω-6 PUFA and a very high ω-6/ω-3 ratio, as is

found in today’s western diets, promote the pathogenesis of many diseases,

including cardiovascular disease, cancer, and inflammatory and autoimmune dis-

eases, and interfere with normal brain development.

Diets must be balanced regarding ω-6 and ω-3 fatty acids to be consistent with

the evolutionary understanding of the human diet. This balance can best be

accomplished by decreasing the intake of oils rich in ω-6 fatty acids (corn oil,

sunflower, safflower, cottonseed, and soybean) and increasing the intake of oils rich

in ω-3s (canola, flaxseed, perilla, and chia) and olive oil which is particularly low in

ω-6 fatty acids and high in monounsaturated fatty acids.

The ratio of ω-6 and ω-3 fatty acids in the brain is between 1:1 and 2:1, which is

in agreement with the data from the evolutionary aspects of diet, genetics, and the

studies with the fat-1 transgenic animal model [69, 70]. Therefore, a ratio of 1:1 to

2:1 ω-6 to ω-3 fatty acids should be the target ratio for health [10, 71]. Because

chronic diseases are multigenic and multifactorial, it is quite possible that the

therapeutic dose of the ω-3 fatty acids will vary between individuals: It will depend

on the degree of severity of diseases, which in turn results from the genetic pre-

dispositions, and notably the endogenous metabolism of LA and ALA.

In the Lyon Heart Study, a ratio of 4:1 LA:ALA decreased total mortality by

70 % in patients with one episode of myocardial infarction. Whether an ω-6/ω-3

ratio of 3:1 to 4:1 could prevent the pathogenesis of many diseases induced by

today’s Western diets, a target of 1:1 to 2:1 appears to be consistent with studies on

evolutionary aspects of diet, neurodevelopment, and genetics. The ω-6/ω-3 fatty

acid ratio in red cell membrane phospholipids could be used as a biomarker for

dietary intake and endogenous metabolism, thus providing a more accurate nutri-

tional status for dietary recommendations.

It is essential that food labels distinguish between ω-3 and ω-6 fatty acids instead

of the current label that distinguishes only saturated fatty acids (SFAs), monoun-

saturated fatty acids (MONOs), and polyunsaturated fatty acids (PUFAs).

Regulatory agencies should follow the scientific advances in forming dietary reg-

ulations and recommendations.
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Clinical intervention studies should include complete fatty acid information of

the background diet as well as fatty acid levels in red cell membrane phospholipids.

Discrepancies in the results of clinical studies are often due to inadequate data on

fatty acid levels before, during, and at the completion of the studies.

Glossary

Essential fatty acids

(EFA)

Fatty acids that human and other animals must ingest

because the body requires them for good health but

cannot synthesize them

Polyunsaturated fatty

acids (PUFAs)

Fatty acids that contain more than one double bond in

their backbone

Linoleic acid (LA) An EFA ω-6 fatty acid found in corn, sunflower, cot-

tonseed, safflower, soybean, and other vegetable oils

Alpha-linolenic acid

(ALA)

An EFA ω-3 fatty acid found in nuts, rapeseed, flax-

seed, perilla, canola, and chia oils

Arachidonic acid (AA) A PUFA ω-6 fatty acid

Eicosapentaenoic acid

(EPA)

A PUFA ω-3 fatty acid

Docosahexaeboic acid

(DHA)

A PUFA ω-3 fatty acid that is a primary structural

component of the human brain, cerebral cortex, skin,

sperm, testicles, and retina

Fatty acid desaturase 1

(FADS1)

An enzyme that in humans is encoded by the FADS1

gene

Fatty acid desaturase 2

(FADS2)

An enzyme that in humans is encoded by the FADS2

gene

Haplotype The group of genes that a progeny inherits from one

parent
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Chapter 10

Evolutionary Paradigms in Cardiology:

The Case of Chronic Heart Failure

Prof. emeritus Bernard Swynghedauw, M.D.

Lay Summary In this chapter, attempts are made to use an evolutionary

perspective for understanding heart failure (HF), amajor issue in cardiology and

the endpoint of most of cardiovascular diseases (CVDs) including myocardial

infarction, arterial hypertension or valve diseases. Evolutionary medicine takes

the view that illness is linked to incompatibilities between the environment in

which humans currently live and their genome, which has been shaped by

several environmental conditions during biological evolution. Chronic HF

occurs after a long period of adjustment of the heart to the new working con-

ditions imposed by CVD (e.g. atherosclerosis). Such an adjustment has been

possible due to an ancient, widespread and evolved cellular response to physical

forces, called mechanotransduction. Mechanotransduction renders the maxi-

mum cardiac contraction slower and more efficient under increased load. From

an evolutionary perspective, the heart fails firstly because the adaptive process

reaches its own limits. In addition, the anthropogenic increase in lifespan and

the accompanying ageing have contributed a new dimension, cardiac fibrosis,

that aggravates cardiac function and is one of main biological marker for HF.
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10.1 Introduction

Evolutionary medicine and evolutionary cardiology take the view that illness is

linked to incompatibilities between the environment in which humans currently live

and their genome which has been shaped by successive environmental conditions

during biological evolution [1–6]. In this chapter, we described some conspicuous

elements of evolutionary medicine in cardiology that concern the ultimate step of

most of CV diseases, namely HF.

In developing countries, CVDs represent one of the leading causes of mortality

and morbidity [7, 8]. In the past, CVD mainly originated from infections including

valve heart diseases (also called Bouillaud disease), due to severe septic sore throat,

endocarditis and myocarditis. In recent decades, both the increase in lifespan and the

first epidemiological transition fully modified the medical landscape. The incidence

of infections progressively disappeared; instead, within the field of CVD, the clinical

consequences of both arterial hypertension and atherosclerosis became predominant.

The first epidemiological transition occurred at the beginning of the twentieth

century and was mainly a consequence of a better control of infections. It resulted

in a substantial drop of neonatal mortality and the beginning of the global increase

of lifespan. A transition occurred in the latter half of the twentieth century and was

characterized by an increase in non-transmissible age-related diseases [9, 10].

Presently, to prevent CVD, controlling infections have become less important than

controlling new cardiac risk factors, such as sedentary behaviours, obesity, tobacco

smoking, air pollution and diet (sugar, fat and salt). These new risks are strongly

associated with low socio-economic status in high-income populations.

It is a common misunderstanding to pool all CVD together, and it is important to

clarify this issue. From a clinical and aetiological point of view, CVD is a heteroge-

neous group. For example, clinical manifestations of atherosclerosis, such as

myocardial infarction, have little in common with infection-related valve diseases, or

congenital heart diseases. As a result, cardiology covers a heterogeneous

physio-pathological field of investigations, from fully inherited monogenic diseases,

such as hypertrophic cardiomyopathy, to the clinicalmanifestations of atherosclerosis,

which largely depends on behaviour and environment. Consequently, it is impossible

to provide the same evolutionary approach to such awide variety of diverse conditions,

and integrating the relevant evolutionary paradigm in cardiology training is far from

being achieved, or, even, properly conceived, even by cardiologists!

In this chapter, we illustrate how cardiologists can make use of evolutionary

thinking for improving the diagnostic and treatment of chronic HF. In most CVD,

HF develops after a long period of compensatory adjustment, and the heart finally

fails and does not perform a normal cardiac output and the corresponding normal

oxygenation of peripheral tissues (this is the definition of heart failure, HF) [11]. HF

is a syndrome, with several causes, which, we argue, indicates the endpoint of an

adaptive process. Although we have restricted our approach to chronic HF, other

cardiac conditions can be informed by evolutionary thinking, such as arterial

hypertension [12, 13] or atherosclerosis ([11], See also Chap. 11).
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10.2 The Myocardial Tissue Response to Cardiac

Overload as an Adaptation: Research Findings

Cardiac and skeletal or smooth muscle functioning is based upon mechanics and

creates movement against gravitational force. The muscle is a thermodynamic

machine achieving maximum economy according to the thermodynamics law [14].

Not surprisingly, the permanent modifications of mechanical conditions by CVD,

such as myocardial infarction or valve disease, will modify muscle economy (see

Box 10.1). The myocardial tissue response to this change in economy is an acti-

vation of a very ancient adaptive process, called mechanotransduction, which is the

cellular response to mechanical forces.

Box 10.1 Economy and Mechanotransduction in Muscle Physiology

According to the thermodynamic principles, economy is improved when

more force is produced for less heat dissipated. In a muscle, when the heat

produced per g of developed tension is reduced, the system becomes more

efficient. In other words, a car is more economic when it dissipates less heat

and utilizes less energy as gasoline, for the same distance, the same speed and

the same load. With the same motor, for the same distance, an overloaded car

will immediately have a worse economy. In the heart, the motor is the con-

tractile apparatus, and when the load is increased, the contractile apparatus

has to be modified by an appropriate gene reprogramming to recover a normal

economy. Foetal gene reprogramming has been selected during evolution to

modify the cardiac protein content and renders the contractile apparatus more

efficient [29, 31].

From a thermodynamic point of view, living cells are dissipative systems

with low entropy that funnel energy into their own production and repro-

duction [11], and any drop in economy imposed by an environmental pres-

sure has to be readjusted to allow the cells to survive and reproduce. This is

the basis of mechanotransduction in muscles that have to permanently pro-

duce force against gravitation. As shown in Fig. 10.1, mechanotransduction is

mainly composed of two complexes that allow continuity in the transmission

of the force signal to the chromosomes: (i) at the external membrane level, ion

channels and the adhesion protein/integrin complex and (ii) at the nuclear

membrane level, the linker of the nucleoskeleton and cytoskeleton complex.

Chronic HF indicates the limits of this adaptive process and occurs after a long

period of adjustment. Acute HF is something different, and it frequently occurs as

an exacerbating episode during the course of chronic HF, but can also be a totally

unexpected event occurring on a normal heart, such as acute failure after a massive

pulmonary embolism: the heart fails because it does not have enough time to

develop any compensatory process [11]. From a therapeutic point of view, in acute

HF, it is urgent to save the patient by a rapid activation of contractility, and several
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inotropic drugs are fully indicated. By contrast, the adaptive process that occurs

during chronic HF is characterized by a reduction of the contractile capacity of the

heart, and inotropic drugs are usually not indicated; instead, the therapy is based on

drugs which lower the cardiac load.

Several adaptations account for such a long-time preservation of the myocardial

economy under mechanical overload. They are likely to be consequences of a foetal

gene reprogramming and include cardiac hypertrophy, the reduction of Vmax and the

accompanying decrease in heat produced per g of tension that all allow the tissue to

FORCE

Ion channels

EXTRACELLULAR MATRIX

Focal Adhesion

complex

EXTERNAL CELL MEMBRANE

Cytoskeleton

NUCLEUS, 

LINC complex

GENE 

REPROGRAMMMING 

and PHENOTYPIC 

CHANGES

Fig. 10.1 Mechanotransduction. The general mechanism summarized above has been transmitted

throughout evolution from the common ancestors of yeasts and humans [19–21]. The nucleus,

which is the defining feature of eukaryotic cell, is tightly integrated into the structural network of

the cell through a LINC complex. During evolution, LINC was essential for a broad range of cell

functions, including meiosis and cell movements. Recent articles showed that the same LINC

complex did also probe its mechanical environment, especially within the heart [22]. The

mechanical continuity is assumed by several junctions from extracellular matrix to nucleus and

allows forces to propagate relative long distances within the cells. (i) Physical forces act on the

extracellular matrix and, by so doing, activate several ion channels and the adhesion

proteins/integrin dimer complex, which transmits the signal to the cytoskeleton (actin and

microtubules). (ii) Mechanosensing is enabled by protein conformations that accommodate the

applied force. (iii) Finally, the transduction of the signal to chromatin through the nuclear

membrane was performed by the LINC complex. Chromatin rearrangements result in a release of

transcriptional factors and a gene reprogramming with specific phenotypic responses. For space

limitations, the mechanism of the transmission of the force through the external membrane was not

detailed (see [19])
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recover a normal economy. The failure of these adaptive processes to compensate

anymore for the changes in working conditions constitutes a crucial determinant of

HF. The same adaptive processes are also observed in exercise-induced cardiac and

skeletal muscle hypertrophy. Nevertheless, in these physiological conditions,

mechanical overload is not permanent (even professional athletes train only a few

hours a day!) and failure does not happen.

Other components—the senescent process first, but also ischaemia, diabetes and

obesity—have been superimposed on this basic process and render HF a more

complicated issue. The most important of the biological determinants that limits the

adaptive process is myocardial fibrosis, a multi-factorial marker of increasing

electrical cardiac heterogeneity, diastolic stiffness and systolic dysfunction [11, 15].

In developing countries, the most important cause of HF is myocardial ischaemia

due to coronary atherosclerosis. The wound healing response of the myocardium

after myocardial infarction involves both the infarcted area and the non-infarcted

ventricle. Reparative fibrosis is organized as a scar and is surrounded by reactive

fibrosis. Consequently, ischaemia adds a new detrimental component to the general

process of adjustment. The same is true for diabetes, which is equally fibrogenic

(see details and references in [16]).

We will discuss below evolutionary paradigms that are essential for under-

standing the pathophysiology of HF and the limits of the adaptive process. HF

involves three important and fully interrelated evolved processes or traits, namely

mechanotransduction, the development of myocardial anatomical structures and

ageing [15–17].

10.2.1 Mechanotransduction: An Evolutionary Legacy

Mechanotransduction is the cellular responses to physical forces (Fig. 10.1), and, in

cardiovascular medicine, is involved at two levels: (i) in the heart, hypertrophy and

the transcriptional modifications of the myocardium are the first responses of the

tissue to mechanical overload and (ii) in the arterial wall, a transduction process is

initiated in endothelial cells by the mechanical forces of the arterial lumen, the

so-called shear stress, that will either contribute to atherogenesis (i.e. formation of

abnormal fatty or lipid masses in arterial walls), or modify the arterial wall stiffness

during hypertension, two major contributors of HF.

10.2.1.1 Mechanotransduction During Evolution: The General

Process

The general process of mechanotransduction (Fig. 10.1) has been described in

nearly every tissue, including skeletal muscle, lungs, ears, skin (touch), nerves, liver

and kidney and in any eukaryotes, mammals and plants [18–22]. It has several basic

features that are all linked to the evolution of life. The various genetic components
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and pathways involved in mechanotransduction have been favoured by natural

selection during the evolutionary history of living species, as it enabled organisms

to adjust to one of the most important variables of the environment, namely

physical forces. Like every crucial biological pathway (another good example is

circadian clocks), it is not surprising that many different components and

sub-mechanisms involved with mechanotransduction involve load-bearing

sub-cellular structures, such as plasma membrane itself (the phospholipid layer is

sensitive to force), plasma membrane proteins (the stretch-sensitive ion channels or

various cell adhesion complexes sense force), cytoskeleton (the widespread

deformations of elastic cytoskeletal components are at the origin of several models

of mechanotransduction), extracellular matrix components (as fibronectin or col-

lagen) or the different constituents of the contractile apparatus itself [19–21]. Such a

complexity is clearly a signature of the “tinkering” process during evolution [23].

Mechanotransduction can roughly be divided into three interrelated steps ([19,

20], Fig. 10.1): (i) the cellular response to forces is a rapid process enabled by

mechanotransmission and consistent with the direct effects of mechanical overload

in the heart [24]; (ii) mechanosensing generates protein folding that accommodates

to physical forces, but the proteins involved are usually specific to a given tissue;

(iii) the mechanoresponse influences general transcriptional networks that are not

specifically force-dependent, and several different mechanisms have recently been

documented [21, 22, 25]. The final result is a gene reprogramming and a modifi-

cation of the myocardial phenotype with major physiological consequences.

Mechanotransduction itself may be also considered as one example, amongst

several, of a broader phenomenon, called phenotypic plasticity, and, as such, is

based on quantifiable reaction norms, i.e. on the relationships between phenotype

and environmental factors for a given genotype [17, 26]. The genotype permitting

such a “reaction norm” has been selected for by natural selection because it

increased the ability of individuals to survive and reproduce in variable environ-

ments. Here, the CV diseases (e.g. atherosclerosis) create new environmental

conditions imposed on the heart [16, 17].

10.2.1.2 Heart Failure: When Adaptive Plasticity Reaches Its Limits

Cardiac muscle sensors that have been selected for sense movements (cyclic as well

as stable) and a special attention have recently been focused on the passive elastic

elements of the sarcomere, the basic contractile unit of a muscle, such as the titin

molecule which is a long “passive” molecule that runs from one end of the sar-

comere to another and which may sense stress during diastole. Several mutations

(especially on the titin kinase) have recently been discovered and shown to be

involved in HF. Research suggests that the elastic protein titin kinase could play a

decisive role in the deleterious process of cardiac dilatation, a crucial determinant of

HF. Further, the same observation has been made concerning the active components

of the sarcomere: it has been shown that in muscles, mechanotransduction is using a

specific mechanotransmission pathway through its contractile apparatus. Then, the
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above-described general process of mechanotransduction has been modified and

adapted to this particular tissue throughout evolution [21, 27].

The mechanoresponse to cardiac overload is both a quantitative and qualitative

gene reprogramming. The final results are adaptive modifications of the cardiac

structures, which allow the heart to function normally in these new working con-

ditions [15–17]. The heart hypertrophies and the maximal contraction velocity of

the muscle (Vmax) becomes lower. Foetal gene reprogramming was first proposed in

our group as a global molecular explanation of this mechanoresponse [16, 28, 29].

Foetal gene reprogramming was probably the only alternative available to deal with

increased load during cardiac evolution [16, 30]. It simultaneously includes (i) a

global activation of gene expression leading to cardiac hypertrophy, (ii) the

re-expression or the increased expression of genes normally expressed during foetal

life, such as those coding for the slow isoform of myosin [28] and for the brain

natriuretic peptide (BNP) and (iii) the blunted expression of genes which are not

expressed during the foetal life. The corresponding proteins include membrane

components, such as enzymes regulating the calcium transient [29] and a potassium

channel regulating the action potential duration. The latter accounts for the

enlargement of the QT interval on the electrocardiogram (the time between the start

of the Q wave and the end of the T wave in the heart’s electrical cycle, representing

electrical depolarization and repolarization of the ventricles), a marker of cardiac

remodelling which is familiar to clinicians (references in [16]) (Table 10.1).

This foetal reprogramming is an adaptive process for several reasons [16]. First,

cardiac hypertrophy normalizes the wall stress (according to the Laplace law) and

multiplies the contractile units. The changes in contractile and membrane proteins

account for a lower Vmax that adapts the myocardial economy to the new loading

conditions [15, 16, 31]. The same relationship does also exist in skeletal muscles

and explains why red and white skeletal muscles have, in phylogeny, different

shortening velocity [30]. Second, other changes in gene expression also contribute

to adjustment. Three of them are widely utilized in clinical practice as biomarkers

for HF: the plasma levels of the atrial natriuretic factor (ANF) and the brain

natriuretic peptide (BNP), and the QT interval duration. In normal conditions, ANF

forms small grains in atria and is physiologically regulated by water availability.

Mechanical overload induces the ventricular expression of genes coding for ANF

and is responsible for the enhanced plasma levels of ANF. BNP, which plays a

similar role in homeostasis control, is normally expressed in both atria and ven-

tricles, and its plasma level is enhanced by cardiac mechanical overload. In practice,

BNP is a more sensitive biomarker for mechanical overload and is now widely

adopted in clinical practice. ANF and BNP are both diuretic agents, and the

enhancement of the production of urine is adaptive because it reduces the load of

the heart. An enhanced level of BNP indicates cardiac overload but, sensu stricto, is

not a marker of HF, as generally believed, because the definition of HF also

includes functional signs. Another frequently forgotten direct marker of the adap-

tive process is the lengthening of the QT interval on the ECG and, its electro-

physiological equivalent, the lengthening of the action potential duration. The

increased QT interval and action potential durations are well-documented
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characteristics of the hypertrophied heart, and, as components of the slowing of the

contraction velocity, are adaptive.

Economy is indeed crucial to any tissue and especially to a tissue in charge of a

mechanical function such as muscles (Box 10.1). To quantify the economy of this

system, the energy flux and mechanical performances have been simultaneously

measured on experimental models of cardiac overload in Alpert’s group, and by so

doing, they have demonstrated that the adaptive process mainly involves an

improvement of energy utilization rather than one of energy production [31]

(Fig. 10.2). In other words, the diminution of Vmax is a beneficial event allowing the

heart to contract at a normal energy cost. The same rationale also applies to other

muscles [30].

The slowing of Vmax is an evolutionary process by which a muscle can adapt

economy to a wide range of load. Such a pheno-conversion is a non-specific

response of the genome to any modification in the loading conditions. Depré et al.

[32], for example, had developed a model of ventricular unloading in rats by

Table 10.1 Foetal programme re-expression during cardiac remodelling

Changes in gene expression Phenotypic consequences

Physiological and practical

applications

Global

increased

expression

Collagen, contractile proteins, channels

… with activation of pre-existing or

imported stem cells

Cardiac hypertrophy, increased

contractile units and improved

wall stress

Genes

re-expressed

Myosin isoform (slower) Reduction of Vmax and the

accompanying normalization of

myocardial economy

General anaerobic switch Better recovery period after the

contractile event

Ventricular expression of the atrial

natriuretic factor (ANF) and increased

brain natriuretic peptide (BNP)

Diuresis and reduction of the

preload. BNP is the most widely

utilized biomarker for cardiac

mechanical overload and HF

Genes whose

expression is

blunted

Calcium ATPase of sarcoplasmic

reticulum (SERCA2)

Increased relaxation time,

participates in the slowing of

contraction

Early transient K+ current, ItO Increased action potential

duration, and QT duration on

the ECG, a marker of cardiac

remodelling, participates in the

slowing of contraction

Adrenergic and muscarinic receptors Decreased heart rate variability

and reduced response to

exercising

Myoglobin Anaerobic switch and better

recovery period

Phenotypic consequences and practical applications (from Refs. [16, 17])
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heterotopic cardiac transplantation and showed that the foetal isoforms were all

re-expressed, whereas the “adult” isoforms were downregulated.

From a physiological point of view, the degree of mechanical overload parallels

both cardiac hypertrophy and myocardial economy. Such a relationship is familiar

to cardiologists and constitutes the basis of a clinical diagnostic. From a therapeutic

point of view, during chronic cardiac overload (the situation is different in acute

HF, as explained previously), any inotropic intervention is basically deleterious

since it goes against the adaptive process that has been selected for during thou-

sands years of evolution. To conclude, at the beginning, cardiac remodelling is not a

disease per se but the physiological response of the heart to a CVD. HF indicates

the limits of this physiological adaptive process and is a disease. It is worth noting

that mechanotransduction is also involved in two other CVDs fully related to HF,

arterial hypertension [12, 13] and atherogenesis [33, 34].

Force

(Newtons

per mm2)

Heat

(Calories 

per g) Initial heat

(sliding +

Calcium movements)

Recovery heat
(mitochondria activity)

Resting heat
(protein synthesis, lipid

metabolism…)

Fig. 10.2 Cardiac economy. For the cardiac muscle, economy is a central determinant of

adaptation to new loading conditions. Heat production is measured on isolated papillary muscles

of the heart during force development in normal conditions. Three types of heats are shown as

follow: resting heat produced by the different cellular synthesis; initiation heat produced during the

force development; and recovery heat, which indicates the process of recovery of energy. Initial

heat is the only one that is reduced during chronic cardiac overload in hypertrophied heart

(arrows). From a thermodynamic point of view, such a reduction in heat production indicates that

an adaptive process has occurred in order to normalize muscle economy and that, in addition, the

process results from changes in energy utilization at the levels of both the sliding mechanism

(mainly the contractile proteins) and the calcium movements (enzymes and ion channels in charge

of intracellular calcium movements) (see Box 10.1) (Adapted from Alpert and Mulieri [31])

10 Evolutionary Paradigms in Cardiology … 145



10.2.2 Development and Myocardial Structure

The cardiac structure itself strongly depends on embryogenesis. The anatomical

description, initially proposed by Torrent-Guasp et al. [35] for the heart, is crucial

for understanding HF. The same helical cardiac structure is found in humans,

horses, oxen, sheep, dogs, pigs, cats and rabbits and also chicken, lissamphibians,

chelonians, fish and sharks. This means that at least tetrapod possesses the same

basal cardiac morphology (we here used the systematic classification of Lecointre

[36]). Data concerning cardiac morphology and the torsion process in clades living

before tetrapod are not, for the moment, well documented [37–40].

The primitive heart evolves from a singular tube in chordate ancestor, into a dual

pumping chamber with separate right and left sides [37, 40, 41]. The complex

structure of the heart (a triple figure-eight spiral band with three S-shaped helixes)

correlates with the conventional embryologic development [40, 42]. Recent

investigations have indeed led to a better understanding of how the 3D

force-producing cellular behaviours are regulated during bending [41, 43].

Cardiac morphology includes two simple loops that start at the pulmonary artery

and end in the aorta. The so-called contractile band is responsible for a spiral

horizontal basal loop that surrounds the two ventricular cavities, with a change in

direction causing a second spiral and giving rise to the double helical structure of

the ventricular mass. Such a “rope structure” does explain why cardiac contraction

is indeed more analogous to a mop torsion than to a balloon contraction. Such a

torsion mechanism of the ventricles has likely been selected for because it improves

the efficiency of ejection and allows an active suction during cardiac filling [40, 41]

(Fig. 10.3).

Such a complex helicity is an evolved feature that is significant for cardiac

functioning. In turn, the impairment of systolic torsion observed during the early

stages of cardiac overload is an important determinant of HF [42]. The detailed

analysis of such a complexity through recent advance in cardiac imaging provides

new prognostic indicators in cardiology [42], and cardiac torsion is now frequently

used as a prognosis index. Age also induces modifications of the ventricular twist,

which can be measured in vivo [44].

10.2.2.1 Ageing

One of the major new conditions accounting for the symptoms of HF is ageing and

the accompanying fibrosis [45, 46]. The senescent processes are responsible for the

recent emergence of age-related non-transmissible chronic diseases including the

clinical manifestations of atherosclerosis, as well as many cancers, and

neuro-degenerative diseases [8]. Ageing are new partners in the present medical

landscape, and the role of the senescent cell is determinant in the development of

age-associated diseases [46]. Ageing results from the improvement of hygiene,
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nutritional status and medical sciences, which are all the consequences of human

activity; ageing in humans has clearly an anthropogenic origin. At this scale, such a

process has never been experienced in any living species during the history of life

and has nothing to do with the variations in ageing rates across species, which have

been reported so far.

In 2016, HF represents the endpoint of most CVD. Average lifespan reaches

80 years in most developed countries, and because the main cause of the CV

manifestations is atherosclerosis, HF is mainly observed in aged persons with

ischaemic heart disease. Both ischaemia and HF generate myocardial fibrosis,

thereby increasing myocardium heterogeneity and stiffness [16, 45]. Fibrosis is

actually the main biomarker for HF [16, 46]. From an evolutionary perspective, the

heart fails while attempting to maintain a normal cardiac output firstly because the

adaptive process has its own limits.

10.3 Implications for Policy and Practice

Several CVDs can be understood within an evolutionary framework. Here, we

focuses on chronic HF, a leading cause of morbi-mortality and the endpoint of most

CVD including ischaemic heart diseases, arterial hypertension and valve diseases.

Chronic HF occurs after a long period of adjustment of the heart to the new

working conditions imposed by CVD (e.g. atherosclerosis). Cardiac hypertrophy

10th day 

180° torsion 

(11th week) 

Descending segment

Ascending

segment

Basal loop 

Aorta

Atria

Bulbus

Cordis

AV canal

Fig. 10.3 Embryologic development of cardiac ventricles. At ten days, the torsion of the tubular

heart begins. At eleven weeks, a 180° torsion happens which finally results in the final two loop

rope structures of the adult heart (rearranged using data from [35]). The process exists in every

tetrapod, and the torsion structure improves the efficiency of cardiac contraction, which becomes

analogous to the torsion of a mop. Measuring the cardiac torsion provides information of cardiac

contractility and the prognosis of HF
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and the slowing of the maximum shortening velocity (Vmax) are the main com-

ponents of this adaptive process. Hypertrophy is adaptive by both increasing the

number of contractile units and reducing the wall stress. The slowing of Vmax is

adaptive by normalizing cardiac muscle economy. Such an adjustment has been

made possible by an ancient, widespread and evolved cellular response to physical

forces, called mechanotransduction. Mechanotransduction renders the cardiac

contractions slower and more efficient under increased load. From an evolutionary

perspective, the heart fails firstly because the adaptive process reaches its own

limits. In addition, the anthropogenic increase in lifespan and the accompanying

ageing have contributed to a new dimension, cardiac fibrosis that aggravates cardiac

function and is one of the main biological markers for HF. To conclude, at the

beginning, cardiac remodelling is not a disease per se but the physiological

response of the heart to a CV disease. HF indicates the limits of this physiological

adaptive process and is a disease.

Evolutionary thinking has practical consequences for the diagnostic and treat-

ment of HF.

New diagnostic biomarkers cardiac hypertrophy, the lengthening of the QT

interval duration on ECG and the slowing of Vmax are clinical markers for

adaptation. In addition, BNP plasma level is a routine biomarker for HF in clinical

practice. Its increase is the result of foetal reprogramming, and as a diuretic factor,

BNP participates to the adaptive process by reducing cardiac load.

The helical cardiac structure has been shaped by embryo development in every

tetrapod, and systolic torsion impairment observed during the early stages of car-

diac overload is an important prognostic factor for HF. Attempts to quantify cardiac

torsion were proposed to measure cardiac performances instead of the ejection

fraction that is currently utilized by clinicians.

As a new perspective on the treatment and from an evolutionary perspective, the

major goal of the treatment of chronic HF is to improve muscle economy and a

positive inotropic effect is not indicated in chronic HF (as opposed to acute HF).

The major goal of therapy is then to reduce the load either by suppressing the cause

(e.g. by treating a valve disease or hypertension), or by reducing the loading

conditions (e.g. with anti-aldosterone drugs, converting enzyme inhibitors or

diuretics).

The present modifications of the medical landscape render HF a more compli-

cated disease. Any evolutionary thinking has to include a new crucial factor,

namely the age-associated cardiac fibrosis, which renders the heart stiffer both

mechanically and electrically heterogeneous. Cardiac fibrosis is a consequence of

the activity of the aged cell, and ageing itself results from the recent anthropogenic

enhancement of lifespan. Cardiac fibrosis is presently an important determinant of

HF both in clinical and in experimental condition.
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Glossary

Atheroma and Atherosclerosis Lipid accumulation in arterial wall intima,

media and sometimes adventitia, leading

to foam cells and an important inflamma-

tory reaction. The process leads to arterial

stenosis and angina pectoris. Ultimately,

atherosclerotic plaques are formed, and

plaque rupture within arterial lumen cau-

ses thrombosis and myocardial infarction

(or brain stroke). The disease is

multi-factorial and involves numerous

genetic and environmental factors

Cardiac remodelling Qualifies changes that result in the rear-

rangement of normally existing structures.

Cardiac remodelling includes cardiac

hypertrophy, foetal gene reprogramming

and fibrosis

Fibrosis An increased concentration and mass of

extracellular matrix components, mainly

collagen

Foetal gene reprogramming Gene reprogramming is essential for any

organ facing new environmental condi-

tions, such as pressure or volume overload

in the heart. For the heart, the only alter-

native programme available is the foetal

programme (see Table 10.1). For the

skeletal muscle, an additional programme

is also possible and re-expressed, the

embryonic programme. Most elements of

these two reprogramming phenomena are

adaptive … by chance (see discussion in

Ref. [30])

Heart failure The heart fails when it cannot assume

anymore the normal oxygenation of

peripheral tissues by a normal output [11,

14, 15]

Inotrope Agent that increases cardiac force and

contractility. Calcium itself is the physio-

logical inotrope, but is not utilized as a

drug. Major drugs having an inotrope

effect include digitalis, digoxin, several
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adrenergic agents and calcium sensitizers.

Most of them have additional pharmaco-

logical effects. Digitalis, for example, is

also a diuretic, and this is why digitalis is

still prescribed in certain conditions of

chronic HF by clinicians

Maximum contraction velocity of the

unloaded cardiac muscle

See Vmax

Mechanotransduction The cellular responses to mechanical for-

ces. The process is essential in physiologic

homeostasis and for embryonic develop-

ment and is present in nearly every cell

and living species. One essential piece of

the transduction is the linker of nucle-

oskeleton ad cytoskeleton (LINC) com-

plex, which exists from yeasts to humans

(Fig. 10.1). LINC was initially a determi-

nant of several basic cellular processes

such as meiosis, nuclear shaping and

chromosome organization. As such, the

complex has preserved its general archi-

tecture throughout evolution before being

able to act as an essential component of

mechanotransduction [21]. In the

switch-like models of mechanotransduc-

tion, applied forces are instantaneously

transmitted to load-bearing structure and

induce conformational changes in

mechanosensitive proteins, including

those from the LINC complex.

Mechanotransduction is sensitive to cyclic

and steady stretch, vibration, stress and

pressure through different pathways and

plays, for example, a role in hearing, the

inflation/deflation of the lungs and touch

sensation, and in many diseases including

cancer, osteoporosis, myopathies and

muscular dystrophies [19, 20]

Sarcomere Contractile unit of the myofibril. It

includes two main filaments (thin and

thick). The sliding of these filaments is the

basis of muscle contraction. Sarcomere

proteins include actin, myosin, titin and
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the troponin components and participate in

mechanotransduction both as a sensor and

as an actor

Shear stress Force component applied tangentially to

the surface of a material (the luminal side

of a vessel wall), which tends to cause

deformation. In vascular physiology, shear

stress depends on blood content, pressure

and turbulences. It is a major atherogenic

component. Arterial hypertension also

increases shear stress

Stiffness Pressure per volume change, a physical

measurement of the rigidity of vessels or

of the cardiac cavity

Vmax or maximum contraction

velocity of the unloaded cardiac

muscle

Physiological measurement commonly

made on isolated papillary muscle indi-

cating the maximal contractile capacity of

the heart. In phylogeny, Vmax correlates

with the ATPase activity of the main

contractile protein, myosin. Such a corre-

lation is usually considered as the bio-

chemical explanation to explain the

differences between fast (white) and slow

(red) muscles [30]
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Chapter 11

Evolutionary Imprints on Cardiovascular

Physiology and Pathophysiology

Robert S. Danziger, M.D.

Lay summary Prominent cardiovascular pathologies, including hyperten-

sion and atherosclerosis, may have evolutionary underpinnings. For example,

selection for survival with a low-salt diet in early man may underlie

salt-sensitivity and hypertension in modern civilization with high dietary salt

consumption. Similarly, the evolutionary process may not have had sufficient

time to adapt to a shift to high-fat and meat diets in contemporary society.

Thinking in these terms results in an approach to these diseases focused on

changes in environmental factors.

11.1 Introduction

The standard approach to the treatment of cardiovascular disease is based on

empirical studies and does not consider the implications or imprint of evolution,

which may provide insight into the pathogenesis of heart and vascular disease in

contemporary times.

The cardiovascular system has evolutionary roots in invertebrate animals when

simple absorption of nutrients, as by cells, is gradually replaced by an open cir-

culatory system in which blood, or more appropriately termed hemolymph, is not

contained in vessels (or a very few) and flows freely through the organism making

direct contact with organs and cells. Subsequently, vessels with focal areas of

contracting muscle to move the blood as seen in the earthworm. A two-chamber

heart consisting of a single atrium and ventricle with a closed circulatory system,

which exposes the blood to oxygen in the gills and then transport it throughout the
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organs, emerged in fish. With the evolution of amphibians, e.g., frog, which exist in

both water and land, a three-chamber heart developed with two atria and a single

ventricle allowing oxygenated and deoxygenated blood to be separated as they

enter the heart. With the advent of reptiles, e.g., turtles, a partial ventricular septum

occurs to form a “three and one-half”-chamber heart. The human or mammalian

heart and cardiovascular system are the most advanced, consisting of four chambers

and highly developed arterial and venous circulations (reviewed in [1]). Thus, the

cardiovascular system has evolved over approximately 4 billion years (see also

Chap. 10).

The classical Darwinian concept of evolution is that environmental selection,

along with other evolutionary forces (i.e., genetic drift, gene flow, mutation) has

shaped what we are today and will, presumably, shape what we will become…

slowly reducing the frequency of maladaptive traits to give way to one’s that confer

a reproductive advantage. However, cardiovascular disease is the number one cause

of mortality in the world today [2] The question is why, if the system is constantly

being optimized by selection.

A central theory is that many of the selective forces that have acted on the

cardiovascular system are now being replaced by new forces to which the cardio-

vascular system is not adapted [3, 4]. Human agriculture is about 12,000 years old,

only a minimal part throughout the history of human development, but its occurrence turns

the human world upside down… [and] there has not been enough time for natural selection

to change this design of the body to adapt us to the lifestyle of modern society [5].

Additionally, in general, cardiovascular diseases (CD) progress with aging and

post-reproductive years so that the force of selection is weaker (see also Chap. 21).

In this chapter, two leading causes of cardiovascular mortality, i.e., hypertension

and atherosclerosis, are analyzed from this evolutionary perspective.

11.2 Research Findings

11.2.1 Hypertension

Arterial hypertension is a leading cause of heart failure, stroke, and renal failure.

It is reasoned that Darwinian selection has led to a highly regulated and complex

system to maintain blood pressure for an optimal perfusion of organs and tissues,

with delivery of nutrients and oxygen under all varieties of situations, such that

there is scant evidence of hypertension in non-human organisms.

Blood pressure is a complex quantitative trait with both environmental and

genetic components. Genome-wide associations and targeted gene studies have

generated an expanding list of common and uncommon genetic variants linked to

blood pressure (reviewed in [6]). Biometric strategies in the past have suggested

20–30 % of inter-individual variation in blood pressure is attributed to genes [7].

However, more recent and refined phenotyping from family studies suggest that
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15–40 % of clinical systolic blood pressure and 50–60 % of ambulatory blood

pressure are heritable [8–10]. Although blood pressure is heritable, “essential”

hypertension does not follow a clear pattern of inheritance and is assumed to, in

part, be due to the numerous interacting networks of molecular pathways,

genes/protein modifications, and environmental confounders. Thus, it is reasoned

that most of the genes associated with blood pressure were adaptive across human

evolutionary history and may have had little phenotypic detriment until changes in

human civilization occurred.

A key environmental factor in hypertension has been assigned to an increase in

dietary sodium [11, 12]. The epidemiologic, clinical, and experimental support for

this is overwhelming. First, in the INTERSALT Study conducted in 32 countries,

the risk of developing hypertension over three decades of adult life was linearly and

very tightly related to 24-hour urine sodium excretion, the best measure of dietary

sodium intake. Second, reduced dietary sodium intake and diuretics have proven to

be among the most effective treatments for primary hypertension. However, both

normotensive and hypertensive persons show tremendous inter-individual vari-

ability in their blood pressure responses to dietary sodium loading and sodium

restriction. This variability indicates a strong genetic underpinning. Third, the

handful of rare Mendelian forms of human hypertension all involve excessive renal

retention of salt and water, leading to severe salt-dependent hypertension.

A prevailing theory is that hypertension in human society, especially Western

civilization, is the by-product of the selection for salt retention (reviewed in [13]). It

has been speculated that the human diet, up until 10,000–25,000 years ago, con-

sisted of 80 % meat with the rest being wild vegetables and fruits for an estimated

daily intake of 600–770 mg sodium. With this diet, genes were selected for salt and

water retention to the challenges of volume-depleting illnesses. Moreover, recent

data show that dietary salt increases arterial stiffness, suggesting that the vasculature

also has evolved in the context of a low-salt diet [14–16].

These genes are hypothesized to have become maladaptive when dietary salt

intake increased with the agricultural revolution, harvested by solar evaporation and

boiling, used to preserve and cure meats or used as a commodity of trade; and when

an acquired taste for salt developed, e.g., salted fish [13, 17]. Now the average daily

consumption of salt is 10–12 g/day in the USA and 24 g/day in Japan, representing

10–20 times the consumption estimated prior to the agricultural revolution [12].

Even a low-salt diet today is 6 g/day, representing a 350 % increase in about

10,000 years.

11.2.2 Atherosclerosis

Atherosclerosis, frequently referred to as “hardening of the arteries” is the principal

cause of heart attack, stroke, and peripheral vascular disease. Heritability of

atherosclerotic disease is well established and a family history of coronary artery

disease is a risk factor included in established criteria for preventative treatment for
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cardiovascular disease [18–20]. The range of genetic variance in coronary artery

disease is between 40 and 60 % based on family pedigree in twins [21, 22].

Rodents and other lower organisms do not normally develop and are resistant to

developing atherosclerotic lesions even when subjected to pro-atherogenic inter-

ventions. Induction of atherosclerotic changes in vessels has not been reported in

amphibians or lower species. Under non-experimental conditions, atherosclerosis is

not observed in rodents on “normal” rat diets and severe interventions are required

even to evoke mild atherosclerosis in rodents. In order to induce significant

atherosclerosis, genetic manipulations, e.g., ApoE knockout [23, 24] are required to

use these for research studies. Providing Western-style diets with high levels of

saturated fats (approx. 35 % kcal %fat), cholesterol (0.5–1 % w/w), and cholic acid

(0.1–5 % w/w) induces mild atherosclerosis in some mouse strains [25]. Guinea

pigs, unlike other rodents, have a cholesterol profile similar to humans and develop

diet-induced atherosclerotic lesions [26].

Like hypertension, atherosclerosis is considered as a function of environmental

and genetic components. The difficulty in discerning these two components has

been presented as evidence that the risk of the genetic variants is dependent on

environmental influences [27]. Genome-wide association studies (GWAS) have

identified at least 150 suggestive loci associated with coronary artery disease [28].

However, over 50 % of the associated variants occur in half of the population, and a

quarter occur in 75 % of the population [29]. Thus, it is likely that on the average,

each variant confers a minimal to modest risk and it has been estimated that the

contribution of these to coronary artery disease and similar complex diseases is less

than 10 % [27]. Many of these genes implicated in coronary artery disease are

involved in inflammation and stem cell biology, and a lesser number are associated

with known pathways for lipid variants [30].

Atherosclerotic disease is widely believed to be a disease of Western societies

and changes in lifestyle brought about in the post-agricultural era. Major established

environmental risk factors include high cholesterol, cigarette smoking, obesity,

physical inactivity, and diabetes (review [31]).

A primary genetic focus of the link between increased cholesterol and genetics in

the pathogenesis of atherosclerosis is the gene coding for apolipoprotein (ApoE)

[32–35]. Among the principal variants, the alleles epsilon 2 (E2), epsilon 3 (E3),

and epsilon 4 (E4) are the most common and have been shown to affect lipoproteins

through regulation of hepatic binding, chylomicron catabolism, and uptake.

Epidemiological studies have demonstrated that the epsilon 4 allele (coding for the

protein ApoE4) most predisposes to atherosclerosis [36]. This allele is an “evolu-

tionary relic from the pre-agricultural history of Homo sapiens and has not adapted

to a nutrient-rich culture” [35, 37] (see also Chaps. 19 and 21). It remains at a high

frequency; however, populations living in regions where agricultural economies

have first been established, e.g., in the Mediterranean basin, have the lowest fre-

quencies (0.05–0.13), while the frequency of this allele remains high among for-

agers, e.g., Pygmies (0.41), aborigines of Malaysia (0.24), and Papuans (0.37) [38].

A central question in evolutionary terms is whether ApoE and other proteins/gene

variants linked to the lipid handling and the inflammatory response have persisted
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simply because they were neutral, or are under bidirectional selection (positive and

negative). Both lipid handling and the inflammatory response are complex processes

of interacting molecular signaling pathways and are central to cell and organ sur-

vival. The handling of fats and lipids, which include sterols, vitamins, phospholipids,

and triglycerides, is key to dietary emulsification, digestion, absorption of nutrients,

cell membranes, and metabolism required for cell and organ survival. The evolu-

tionary paradigm suggests that the constellation of genes/proteins controlling lipid

metabolism was selected to handle a pre-agricultural diet [39]. Inflammation plays a

pathogenic role in a variety of other modern human diseases, including hypertension

[40]. Inflammation has classically been defined as an evolutionary response to injury

and infection; however, it is now associated with many post-agricultural human

diseases, not including cardiovascular ones but also articular, inflammatory diges-

tive, degenerative, and oncological disorders (see Chap. 18). A detailed analysis of

the relevant theories has recently been address by Okin et al. [41].

A new twist in the atherosclerotic story and its link with a post-agricultural meat

diet is the role of gut flora-mediated formation of pro-atherogenic compounds from

meat, e.g., trimethylamine-N-oxide (TMAO) [42]. This is especially intriguing in

an evolutionary context since vegetarian diets shift the microbiome to produce less

TMAO, suggesting that dietary meat may have altered the gut flora to make it more

pro-atherogenic.

11.3 Implications for Policy and Practice

Evolutionary underpinnings of contemporary CD in the post-agricultural period are

based on selective pressures that have shifted from adaptive to maladaptive, or

possess both adaptive and maladaptive features. In other words, “created by evo-

lutionary hangovers… [and] biological evolution to cure hangovers can be very

slow” [43]. Additionally, most CD are, in large part, age-related, occurring mostly

in post-productive life, i.e., when the effect of selective pressures is markedly

reduced. Thus, we cannot depend on natural selection to correct these over any

predictable, albeit long time period. Policies and practices must be directed both

(1) toward reducing or preventing the adverse effects of the cardiovascular risk

factors derived from and associated with the post-agricultural period and (2) to use

our understanding of the specific evolved genetic underpinning to develop

molecular and genetics-targeted therapeutics. These strategies have already been

engaged for hypertension and atherosclerosis.

For hypertension, current recommendations are to reduce salt intake to 1500–

2000 mg/day [44, 45]. It should be noted that there is significant inter-individual

variability and the generalized recommendation for indiscriminate reduction of salt

in all populations has been a subject of recent debate [46]. Drugs targeted to

reducing sodium retention and promoting salt/water excretion, including thiazides

and furosemide, are among the most effective in reducing blood pressure and

associated cardiovascular morbidity and mortality.
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For atherosclerotic disease, there is convincing data showing that targeting both

inflammatory process and genes/proteins in cholesterol/lipid metabolism associated

with atherosclerosis is highly effective in reducing the incidence of coronary artery

disease and stroke. Low-dose aspirin is anti-inflammatory and has proven to be one

of the most efficacious treatments for coronary artery disease. Prominent among

proven agents targeted to lipid metabolism are those which target HMG CoA

reductase, e.g., statins, linked to atherosclerosis (reviewed in [47]). Agents are being

developed to target ApoE, which is also believed to play a role in Alzheimer’s disease

[48] (see Chaps. 19 and 21). Again, the situation appears much more complex.

Common clinical guidelines are to reduce red meat and saturated fat consumption;

however, the empirical data indicate that the relationship is “complicated” [49].

Cardiovascular risk can be reduced by decreasing saturated fats and replacing them

with polyunsaturated and monounsaturated fats. Although most doctors also rec-

ommend a diet rich in plant proteins rather than in meat and poultry, the evidence for

a benefit is scant [47]. Reduction of total dietary protein itself has not been shown to

be of significant benefit in the prevention of coronary heart disease [50].

Glossary

Atherosclerosis Atherosclerotic plaques are aggregates of plasma lipids (espe-

cially cholesterol) cells (smooth muscle cells and

monocytes/macrophages), and connective tissue matrix (colla-

gen fibers and proteoglycans). Inflammation is the “dominant

process” with atherosclerotic plaques characterized by increased

cellular proliferation, lipids accumulation, calcification, ulcera-

tion, hemorrhage, and thrombosis. Typically, a major acute

coronary syndrome occurs when an atherosclerotic plaque in a

coronary artery ruptures with subsequent thrombosis. Chronic

ischemia caused by reduced blood flow in the coronary artery

due to narrowing of the vessels by atherosclerosis triggers

chronic stable angina and may cause heart failure. The most

common form of stroke arises when blood clots form on

atherosclerotic plaques in carotid and cerebral arteries and

blocks flow (reviewed in [30]).

Hypertension Over 500 million people experience hypertension worldwide

and its prevalence increases with age especially in Western

civilization. There is overwhelming evidence that reducing

hypertension reduces cardiovascular morbidity and mortality.

Antihypertensive therapy has been associated with reductions in

stroke incidence averaging 35–40 %, myocardial infarction 20–

25 %, and heart failure >50 %. It is estimated that in patients

with stage 1 hypertension and additional cardiovascular risk

160 R.S. Danziger

http://dx.doi.org/10.1007/978-3-319-29716-3_19
http://dx.doi.org/10.1007/978-3-319-29716-3_21


factors, achieving a sustained 12 mmHg reduction in systolic

blood pressure over 10 years will prevent 1 death for every 11

patients treated [51]. The origins of current standard and

effective treatment of hypertension can be derived from evo-

lutionary insights.
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Chapter 12

Darwinian Strategies to Avoid

the Evolution of Drug Resistance

During Cancer Treatment

John W. Pepper

Lay Summary A major reason cancer is so difficult to cure is that it changes

during treatment, such that drugs that were initially effective soon stop

working. After a cancer acquires resistance to the drug that was used to treat it,

the patient often relapses and dies. This accounts for many cancer deaths.

Acquired drug resistance happens because a cancer is an evolving population

of abnormal (mutated) human cells. Evolutionary theory has been used to

understand exactly why and how cancers and other disease-causing cells

acquire the ability to resist the drugs used against them. Evolutionary theory

also suggests ways to prevent the problem with a different kind of therapeutic

drugs. ‘Antisocial’ therapies do not selectively kill individual cells that are

sensitive to them, but instead disrupt the ability of cancer cells to thrive

collectively by providing benefits to each other. The approach has been shown

to work on other kinds of disease-causing cells, without driving the evolution

of drug resistance. This has not been tested yet for cancer, and it needs to be.

12.1 Introduction: Acquired Drug Resistance is a Central

Problem in Cancer Biology

The acquisition of drug resistance by cancer during treatment is a central problem in

cancer biology. Acquired drug resistance results from Darwinian selection and

evolution among cancer cells, fuelled by their heritable heterogeneity. The outcome

is grimly consistent:
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The reality is that targeted therapies are generally not curative or even enduringly effec-

tive, because of the adaptive and evasive resistance strategies developed by cancers under

attack [1].

The outlook is even worse for disseminated cancers:

Patients with complete responses to targeted therapies invariably relapse. Most of the initial

lesions generally recur, and the time frame at which they recur is notably similar. This time

course can be explained by the presence of resistance mutations that existed within each

metastasis before the onset of the targeted therapy [2].

It is now clear that the problem of acquired drug resistance usually results directly

from cancer’s evolutionary response to cytotoxins, drugs that are designed to kill

cancer cells. A heterogeneous population of cancer cells varies in susceptibility or

resistance to virtually any cytotoxin, including modern drugs that specifically target

cancer cells. Cancer cell heterogeneity arises through somatic mutations, epigenetic

changes and sporadic somatic aneuploidy (see Chap. 13). All of these are inherited

across cell divisions, and therefore, any variants that increase cell survival by

resisting cytotoxins cause clonal expansion of their cell lineage, gradually replacing

the drug-sensitive cell lineages that are removed by the cytotoxin.

Avoiding acquired resistance during therapy will require alternatives to the

standard drug classes, such as cytotoxins, that are known to drive cancer’s evo-

lutionary response towards acquired resistance. Several approaches have been

proposed, and they all take some emphasis off trying to completely eradicate cancer

cells, which so far has not been successful. Instead, they focus on providing benefit

to patients by reducing the damage done by the cancer [3–6]. Among these alter-

native approaches, one with a solid theoretical foundation and some encouraging

empirical results exploits the fact that cancer cells rely on cooperatively building a

cancer-supportive micro-environment within the body. This approach has been

called ‘antisocial’ therapy because it targets the social cooperation among cancer

cells and the supportive micro-environment they collectively build for themselves.

In this chapter, I review the successful application of this approach against other

cellular pathogens and discuss its application to cancer.

12.2 Research Findings

12.2.1 Cancer Cells Rely on Cooperative Niche Building

to Survive and Proliferate

It has long been recognized that important characteristics of cancer cannot be

attributed solely to the individual cells composing it, but instead emerge as col-

lective properties of the population of cancer cells [7]. Such collective properties do
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not vary among individual cells and thus do not provide fuel for cellular selection

and resulting cancer evolution. Consequently, therapies targeting such collective

properties cannot drive the cellular evolution of drug resistance. Many such col-

lective properties arise from molecular cooperation among genetically distinct cells

or clones [8, 9]. Such molecular cooperation often involves producing and secreting

diffusible ‘public good’ molecules that increase the survival or proliferation of all

nearby cells, collectively creating a niche that cancer cells thrive in [10, 11].

Therapies that target the social cooperation among pathogen cells instead of tar-

geting the cells themselves have been called ‘antisocial’ therapies [12].

12.2.2 Theory Predicts that ‘AntiSocial’ Drugs Targeting

Cancer Cell Cooperation will Retain Effectiveness

Better than Cytotoxins can

The applicable aspects of evolutionary theory have been formalized mathematically

(Fig. 12.1), and the resulting population dynamics have been analysed in computa-

tional models (Fig. 12.2), but the underlying logic is quite simple for why antisocial

Fig. 12.1 Graphic depiction of a mathematical model of the conditions for the evolution of traits

(such as drug resistance) that permit the production of secreted molecules providing a ‘public

good’ to a cell population: Only in the parameter space above the curve does selection favour

pathogen cells that secrete public good molecules. If an antisocial drug interferes with the secreted

molecule, cells that resist its effect are positively selected only above the curve. With high

relatedness r (trait similarity of producer to recipient), the targeted molecule and its benefits are

mostly transferred to neighbouring cells that are similar to the producer cell, in also being effective

(drug-resistant) producers of the shared benefit. A higher value of u (uptake rate of shared cell

product) indicates that producer cells take up more of the secreted molecule themselves instead of

allowing it to transfer to other cells. Figure re-drawn from [10]. The parameter space above the

curve is smallest, indicating the most restrictive conditions for evolution of drug resistance, when

the targeted molecule is the most ‘public’ (easily transferred between cells, as indicated by a high

transfer coefficient
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therapies targeting shared ‘public good’ molecules retain their effectiveness longer

than do cytotoxins that directly target cancer cells: in contrast to cytotoxins, which

stop cells from surviving and proliferating, these antisocial drugs stop their targets

from helping other cells to survive and proliferate. When a mutant cell resists a

cytotoxin, it provides a competitive advantage to itself and its mutant progeny, so that

its lineage increases over time and comes to dominate the tumour. In contrast, when a

mutant cell resists an antisocial drug, it provides a competitive advantage to other

cells and lineages. Thus, the mutant lineage of drug-resistant cells does not

out-compete other lineages and does not expand to dominate the tumour (Fig. 12.3).

The crucial implication is that under antisocial therapy, reduced selective increase

per cell generation results in slower evolution of drug resistance and greater likeli-

hood of tumour eradication before evolution of complete drug resistance.

12.2.3 Empirical Results Bear Out the Theoretical Promise

of AntiSocial Therapies Against Cellular Pathogens

Including Cancer

The theoretical prediction that antisocial drugs would mitigate evolved drug

resistance was first supported in the realm of infectious diseases through an acci-

dental rather than a planned experiment. A contrast has been observed to vaccines

that directly target the cells of pathogenic bacteria. These have often driven the
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Fig. 12.2 Computer simulation results re-drawn from [11]: Frequency of drug-resistant cells after

1000 cell generations of mutation and evolution. High transferability of cell product (transfer

coefficient T) corresponds to diffusible drug targets that mostly transfer benefits to neighbouring

cells other than the producer. A transfer coefficient of zero corresponds to a cell-intrinsic drug

target that is not shared with neighbouring cells, as in targeted cytotoxins. Each marker represents

the mean for a different drug dosage: (filled circle = 100 % of full dose). Error bars show standard

error across 10 independent simulation runs. When a simulated drug targeted a non-transferable

molecule that was private to the cell producing it, evolution produced a population of cells with a

high level of drug resistance. In contrast, when a simulated drug targeted a highly transferred

‘public good’ molecule, evolution produced a population of cells with a much lower level of drug

resistance
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evolution of vaccine resistance or ‘vaccine escape’, rendering the vaccine ineffec-

tive. In contrast, other ‘antisocial’ vaccines instead prevent illness by targeting

secreted toxins that function as bacterial public goods. These have retained effec-

tiveness worldwide, over much longer time spans of many decades [12].

The first controlled experiment designed to test the expected advantage of an

antisocial therapy against an evolving pathogen was conducted only last year [13].

In a laboratory study using the bacterial pathogen Pseudomonas aeruginosa and an

insect host, the conventional cytotoxic antibiotic gentamicin drove the evolution of

antibiotic resistance within just 12 days. In the same system, gallium was used as an

antisocial therapy to inactivate the siderophores secreted by bacteria to make iron

available as a public good. This drug was also effective in suppressing bacterial
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Fig. 12.3 Graphic depiction of the differing effect of Darwinian selection on mutant cells resistant

to a standard cytotoxin (left) versus an antisocial drug (right). Each grid depicts a fixed total

capacity to support 100 cancer cells. In each scenario, before therapy, only two (2 %) of these cells

(shaded red) are mutants that resist the effect of the drug in question. Left panel: Cytotoxin

scenario: a cytotoxin kills all cancer cells except the two cytotoxin-resistant mutants. After tumour

re-growth from these surviving cells, the next cell generation will go from containing 2 % to

100 % drug-resistant cells. Right panel: Antisocial drug scenario: all cancer cells produce a

diffusible public good necessary for cancer cell survival, and an antisocial drug blocks the ability

of susceptible cells to provide this shared benefit. Only the two mutant cells resist this effect and

continue to produce the shared public good benefit. This allows the 40 cells within the diffusion

neighbourhood of the mutants (shaded yellow) to receive the required benefit and therefore survive

and contribute to the next cell generation. After tumour re-growth from these surviving cells, the

next cell generation will go from containing 2 % drug-resistant cells to containing 2/40 = 5 %. The

other 95 % will be descended not from the mutants, but from the drug-sensitive neighbours they

protected by continuing to provide the shared benefit they needed to survive
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growth, but unlike the cytotoxic antibiotic, it remained effective throughout the

experiment, with no evidence of evolved drug resistance.

Even before this test, both theoreticians and practitioners have noted the parallels

between evolved drug resistance in bacteria and in cancer cells and have suggested

that antisocial strategies may succeed against both [4, 11, 14, 15]. Both cytotoxic

and antisocial drugs fall short of total eradication of every last pathogen cell.

However, cytotoxins act as powerful drivers of Darwinian evolution by ‘selecting’

only the most drug-resistant cells to survive and proliferate in the absence of

competitors, thereby founding an entirely drug-resistant new cell population.

12.2.4 AntiSocial Therapies Against Cancer

Several specific targets have been proposed and in some cases tried for antisocial

therapeutics against cancer. The first target was the signalling of cancer cells in

solid tumours to collectively recruit more blood vessels to support continued cell

proliferation. The prediction that suppressors of these angiogenesis factors could

forestall relapse due to acquired drug resistance [16] soon found empirical support

[17], although anti-angiogenic drugs are not perfect in this regard [18]. The growth

of a solid tumour is also limited by its ability to destroy the normal tissues that stand

in its way. Cancerous tumours typically overcome this limit by secreting acids that

break down surrounding tissues. In animal studies, those destructive acids have

been successfully targeted by buffers such as bicarbonate that neutralize the

secreted acid in the tumour’s environment [19, 20]. Cancer cells also use secreted

proteases to break through barriers to their growth, and in animal studies, those

shared ‘public good’ proteases have been successfully targeted with the drug ver-

apamil to suppress cancer cell proliferation, invasion and metastasis without killing

cancer cells [21]. Finally, many cancer cells are limited in proliferation by the

availability of diffusible growth factors, which they sometimes secrete themselves,

as another public good. These cancer-produced growth factors present further

potential targets for antisocial therapies [22].

12.2.5 Future Directions

The most immediate and promising future direction is to test, specifically in cancer,

the theoretical prediction that some antisocial therapies already developed and

tested for short-term efficacy will also retain effectiveness better than do cytotoxins.

While some specific antisocial cancer therapies listed above have been shown to

be effective against cancer, none has yet been directly compared with targeted

cytotoxins in their ability to provide a sustained benefit. Such tests are a needed

next step in this promising direction. It will also be possible to systematically search

for further targets for antisocial cancer therapies, as diffusible public good
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secretions are likely involved wherever there are cooperative effects between

genetically different cancer cell lineages, or clones. Such cooperation between cells

with different genetic lesions has been observed in cell line models of transfor-

mation and in mouse models of several cancers [9, 23].

12.3 Implications for Policy and Practice

To date, the approach of ‘personalized’ or ‘precision’ cancer medicine is largely

based on molecular targeting and does not address the issues of cancer’s cellular

genetic heterogeneity and consequent acquired drug resistance. Any policies that

promote continued development primarily of targeted cytotoxins will continue to

face the limitation of temporary effectiveness described here. Developing and

testing potentially sustainable treatments such as antisocial therapies should also be

pursued.

Because their origins and molecular biology are human, and because of their

inherent adaptability, endogenous and heterogeneous human malignancies will

never yield easily to the kind of targeted cytotoxins that have succeeded against

infectious diseases with stable non-human molecular biology. This makes primary

prevention the necessary top priority for cancer, with treatment as a sometimes

necessary, but better avoided, ‘plan B’ [2].

Glossary

Acquired drug

resistance

A situation where a cancer that is initially susceptible to a

therapeutic drug becomes resistant to it during therapy often

leading to tumour re-growth and patient relapse

Tumour

heterogeneity

The observation that cells within the same tumour differs in

their genes and their traits

Antisocial

therapies

A class of therapeutic drugs that block the ability of cancer

cells to provide mutual benefits to each other rather than

killing susceptible cancer cells directly (and selectively)

Darwinian

evolution

Population change by natural selection in which only those

individuals (or cells) best able to survive and reproduce in a

given environment will pass on their genes to the next gen-

eration, with the result that only those genes and traits

allowing the most survival and reproduction will persist over

time
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Somatic cells In contrast to germ cells (eggs and sperm) that create off-

spring somatic (within-body) cells make up the tissues of an

individual during its single lifetime. Mutations in these cells

can change cell traits and be inherited by daughter somatic

cells, but are not passed on to offspring

Cytotoxin A drug to kill cells often of a single targeted type (‘targeted

cytotoxins’)
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Chapter 13

Why Chemotherapy Does Not Work:

Cancer Genome Evolution and the Illusion

of Oncogene Addiction

Aleksei Stepanenko, Ph.D. and Prof. Vadym Kavsan, Ph.D.

Lay Summary To shift from largely palliative chemotherapy to tumour

control and cure, a tumour should be considered through the prism of evo-

lutionary biology. In a tumour, the genome level alterations produce profound

phenotype leaps and fast adaptations to micro-environmental stresses that are

not achievable through simple gene mutations. Constant chromosome changes

create striking intercellular genomic heterogeneity, drive dynamic expression

changes of hundreds of genes, rewire metabolic and signalling pathways, and

give rise to genetic and phenotypic diversification of tumour cells, which is a

basis for cancer evolutionary selection. Overall, genomic heterogeneity can be

used as a predictor of tumour evolutionary potential; treatment applied at

different phases of genome evolution may have differential impact on tumour

evolution and patient survival; efforts directed at pushing the genome of cancer

cells towards a stable phase may lower the evolutionary potential of a tumour

due to reducing population genetic/phenotypic diversity.
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13.1 Introduction

The long-held and dominating view that cancer is a genetic disease caused by the

deterministic sequential mutations in a restricted number of cancer-driver genes

(oncogenes and tumour suppressor genes), occurring in a continuous linear pattern

of tumour progression (linear clonal model), and directly determining the hallmarks

of cancer, has now been disproved. The cancer sequencing studies revealed a large

number of stochastic gene mutations and multiple genetic subclones evolving in

parallel (branching clonal model) (Fig. 13.1). The majority of somatic mutations are

not detectable in all tumour regions; some genes undergo multiple distinct and

spatially separated mutations within a single tumour, and diverse mutations emerge

Fig. 13.1 Linear versus branching clonal evolution. a The linear clonal model of cancer evolution is

based on assumption that tumour progression occurs in a continuous linear pattern due to sequential

dominant clones (clonal sweep), which accumulate mutations in the key cancer “driver” genes in a

deterministic stepwise manner and overwhelm earlier clones carrying only some of the mutations.

b The branching structure of the phylogenetic tree demonstrates the number of simultaneous

subclonal populations (represented by different coloured cell cartoons) within the cancer samples and

their genetic relationships. The length of the trunk (represents the complement ofmutations shared by

all malignant cells within the cancer) and individual branches (represents the complement of

mutations shared only by subclones on a branch) is proportional to the number of non-synonymous

mutations separating the branching points. The size of a cell cartoon denotes the size/frequency of a

subclone. Unique subclones emerge as a consequence of random genome alterations and gene

mutations and may individually be capable of giving rise to disease relapse and metastasis. The

dynamic clonal architecture is shaped by environmental selection pressures, including cancer

treatments. The complexity of branching is underestimated on this figure for simplicity
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and disappear during tumour progression to metastases and recurrences. There is a

substantial evidence for mutation and amplification heterogeneity of the key cancer

genes within individual tumour specimens and among multiple specimens from

individual patients. The unprecedented level of inter- and intra-tumour heterogeneity

is reflected in the statistics of the COSMIC database (http://www.sanger.ac.uk/

genetics/CGP/cosmic/) [1]. The list of cancer genes and mutations within them is

constantly growing in the Cancer Gene Census (http://cancer.sanger.ac.uk/census)

and the Network of Cancer Genes databases (http://ncg.kcl.ac.uk/; http://bio.ieo.eu/

ncg2/) [2]. Thereby, Heng [3] concludes:

Now it is clear that cancer progression is a stochastic process both at the genome and gene

levels, and is not a stepwise process defined by sequential genetic aberrations.

Similarly, Salk et al. [4] deduce:

The large number and breadth of diversity in genes mutated among individual tumor

specimens emphasize the fundamentally stochastic nature of cancer evolution.

Both cancer sequencing and genome instability studies strongly support the view

that cancer evolution is not the sequential order of genetic alterations (specific

cancer genes and common chromosome alterations) but, instead, represents mul-

tiple cycles of punctuated/discontinuous and gradual/step-wise evolution where

stochastic (random, non-clonal) genome-level alterations are the primary and most

important driving force of genetic heterogeneity and phenotype diversity.

Todorovic-Rakovic [5] makes a conceptual deduction:

oncogene mutation profiling now reveals all the complexity of cancer and provide the final

explanation of the oncogenic pathways, based on stochastic (onco)genomic variation rather

than (onco)genic concepts

and Brosnan and Iacobuzio-Donahue [6] emphasize:

The evolution of cancer is not as straightforward as a stepwise series of mutations. As a

result of genetic instability… cancers are often a heterogeneous mix of genomes.

Thereby, there is an appeal to shift “from the generally accepted view of cancer as a

disease of a gene into that of a genome-based disease” [5], “from cancer gene-focused

research to genome-focused research” [7], and from “analysing tumours not just as a

ground-up bulk tissue, but as a population of individual tumour cells” [8].

13.2 Research Findings

13.2.1 The Genome Theory of Cancer: Building

a Framework for Cancer Biology

There are two levels of genetic information organization: gene and genome. The

gene mutation theory of cancer states that cancer somatic evolution is stepwise,
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clonal occurring by progressively acquiring more and more genetic and epigenetic

abnormalities, whereas the hallmarks of cancer (e.g. self-sufficiency in growth

signals, replicative immortality, resistance to growth suppressors and apoptosis,

sustained angiogenesis, invasion, and metastasis) are driven by the several key

oncogenes and tumour suppressor genes. The advocates of this concept disregard

genome instability and judge it largely as a by-product of tumourigenesis. They

focus on the identification of the shared gene mutations in cancer cells and on the

individual molecular pathways responsible for the initiation and progression of

disease. In contrast, the genome theory of cancer is based on the concept that

genome-level instability (structural and numerical chromosome aberrations) toge-

ther with random gene mutations serves as a driving force of cancer somatic

evolution by increasing the cell population diversity, which is the raw material for

evolutionary selection (reviewed in [9–15]). Genome is not just total DNA

sequence (all genes and regulatory elements). Instead, genome is a self-organizing

three-dimensional chromatin structure that governs the physical relationships

between thousands of genes and regulatory elements through both cis and trans

mechanisms along and between chromosomes (genome topology). It means that the

loss of a chromosome not only results in reduction of expression of majority of

genes located on that chromosome by half, but also leads to the disruption of the

regulatory interactions within the nucleus that were established by that chromo-

some. Similarly, the chromosome translocation may or may not affect the gene

structure at the break point but it inevitably entails changes in the expression pattern

of genes located not only on the translocated chromosomes but also on

non-translocated chromosomes, by in trans mechanism. An altered distribution of

chromatin (changes in genome topology) and an aberrant expression of transcrip-

tion factors favour the deregulation of transcriptome and cellular functions.

Genome-level alterations rewire protein interaction network, alter timing and

amplitude of signalling response, and change the functions of signal transduction

pathways by multiple mechanisms. Altogether, these modifications affect cellular

growth, division, migration, death, and other cellular processes. Moreover, tran-

scriptome and proteome including protein–protein interactome are under constant

change in cells with unstable genome. Therefore, the genome-level alterations play

a key role in cancer evolution [9–15]. Single-cell analysis studies confirmed bio-

chemical individuality of each cancer cell (different types and strengths of protein–

protein interactions, proliferation rate, variation in responsiveness to stimuli and

drugs, and potential to invade) and showed that a cancer cell relies on a unique

series of pathways that ensure survival upon drug treatment [16, 17].

Heng et al. [10] describe the evolutionary mechanism of cancer as encompassing

three components: (1) diverse stresses induce genome instability (e.g. mutagenic

and non-mutagenic chemical and physical carcinogens, viral/bacterial infection,

inflammation, ageing), (2) genome instability produces genetic and epigenetic

heterogeneity, which is the raw material for evolution, and (3) cancer somatic

evolution, based largely on random genome alterations, results in overcoming the

system constraints such as cell death, tissue architecture, or immune system

surveillance (Fig. 13.2). There are two phases of somatic genome evolution. One is
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the discontinuous phase characterized by heterogeneous karyotypes between cells

and ongoing progressive karyotype changes; the other phase is the stepwise con-

tinuous phase within which the majority of cells share similar karyotypes for a long

time. These two phases represent punctuated (or macro-) evolution and Darwinian

(or micro-) evolution, respectively. Relationship between these two phases and

genome system stability, measured by the level of stochastic genome alterations,

showed that the punctuated phase is characterized by genome system instability

(high frequencies of non-clonal chromosome aberrations (NCCAs), whereas the

Darwinian stepwise phase demonstrates relative genome system stability (dominant

clonal chromosome aberrations (CCAs) and low frequencies of NCCAs).

Extremely high genome-level heterogeneity in the punctuated phase provides the

genetic underpinning of the high degree of heterogeneity universally detected in

Fig. 13.2 Cancer somatic evolution in the light of the genome theory of cancer. Cancer evolution

is based primary on genome-level alterations rather than gene mutations. A cell population

without/low genome instability has a low diversity and, therefore, low evolutionary potential to

overcome system constraints such as cell death, tissue architecture, or immune system

surveillance. However, exposure of cells to high-level stresses (internal: e.g. oxidative stress,

replication stress, endoplasmic reticulum stress, metabolic stress; external/environmental: e.g. drug

treatment, radiation, viral/bacterial infection, metabolic, mechanical; experimental manipulations:

e.g. gene overexpression, gene knock out/down, chemical inhibitors, culture conditions) promotes

genome instability and results in an increase in population genetic, epigenetic and non-genetic

heterogeneity and, therefore, high evolutionary potential and probability of cancer formation. Due

to stress-induced genome chaos, many cells are not viable and undergo mitotic cell death or

apoptosis. Eventually, more stable rare cancer-causing karyotypes are selected. NCCAs:

non-clonal chromosome aberrations
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cancers. Follow-up experiments evidenced that all factors, genetic/non-genetic,

internal/external, functioning as a stress to a given system, can contribute to cancer

evolution, either through micro- or macroevolution [10, 17–22].

System stress (CIN-promoting factors such as drug treatment, radiation exposure,

metabolic perturbations, oxidative stress, infections/inflammation or experimental

manipulations) during the different phases may lead to very different responses [12].

During the stepwise phase, acute stress may increase instability, destabilize CCAs,

and abolish growth advantage that those CCAs endowed. While stabilizing genome,

selection and spread throughout the population of chromosome aberrations result

eventually in the fixation of newly formed advantageous dominant CCAs able to

continue tumour progression. During the punctuated phase, acute stress may result in

such instability when most of unstable cells are not viable [12]. Actually, high-level

aneuploidy has a negative impact on cellular fitness and generates non-neoplastic

and nonviable cells [23, 24]. However, genome chaos significantly increases the

population genome diversity and the evolutionary potential of tumour. These phases

of cancer cell evolution may shed light on the tumour-promoting and suppressing

effects of CIN in tumourigenesis as well as on the “paradoxical” relationship

between excessive CIN and improved survival outcome in cancer [25, 26].

Karyotypic heterogeneity has been linked to tumourigenicity. All cell lines

displaying high tumourigenicity were characterized by high levels of genome

heterogeneity (the high frequencies of NCCAs), regardless of which molecular

mechanisms were deregulated. In contrast, all cell lines with low tumourigenicity

displayed distinctly lower frequencies of NCCAs.

Genomic instability drives resistance in two ways. First, it generates population

heterogeneity which increases the probability to survive drug treatment. The more

different combinations of molecular mechanisms exist within a cancer cell popu-

lation, the more likely a population survives. Second, drug treatment-mediated

stress may induce genome chaos, which is accompanied by large-scale genome

changes and increased population heterogeneity. This favours the emergence of

resistant cells. Altogether, cancer genome evolution is the key event in cancer

initiation-progression and drug resistance (reviewed in [10–15, 20, 27], see also

Chap. 12).

In building a framework for cancer biology, Nicholson and Duesberg [28]

conceptualized:

Neoplastic transformation occurs because carcinogens, including conventional mutagenic

and nonmutagenic carcinogens, or activated oncogenes destabilize the karyotype by

inducing random aneuploidy. Aneuploidy destabilizes the karyotype by unbalancing teams

of proteins that segregate, synthesize and repair chromosomes ˗ in proportion to the degree

of aneuploidy. Aneuploidy initiates and maintains karyotypic evolutions automatically

because of the inherent instability of aneuploidy… Occasionally, rare cancer-causing

karyotypes evolve stochastically… Flexibility and heterogeneity of cancer karyotypes is

also the basis for the further, spontaneous evolutions that are known as tumor progression,

such as metastasis and drug resistance.

In support of this argument, induction of aneuploidy by carcinogens and activated

oncogenes is well documented (reviewed in [29–34]).
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Dr. Peter Duesberg and colleagues formulated questions of great experimental and

clinic importance that the gene mutation theory of cancer founds difficult answering:

why do transgenes produce conditionally reversible hyperplasias and dysplasias early

versus irreversible cancers late in conditional transgenic mice models? Why do a

single transgene or a group of the same transgenes induce diverse cancers with dif-

ferent karyotypes, phenotypes, and transcriptomes in mice models? Why do some

cancers of transgenic mice continue growing despite loss of or failure to express

transgenic oncogenes? What does maintain the transformed phenotype of

transgene-negative cancers? Why is cancer caused by non-mutagenic carcinogens?

Why do cancers develop years to decades after the initiation by carcinogens (long

latent periods) and follow pre-neoplastic aneuploidy? Why is cancer chromosomally

and phenotypically unstable and generates much more complex phenotypes than

conventional mutation as well as non-selective phenotypes (i.e. phenotypes that are

unnecessary for tumour formation at the site of its origin), such as metastasis or

multidrug resistance? Another set of questions referred to (multi-)drug resistance, in

particular: why are cancer cells intrinsically resistant or rapidly acquire resistance

against numerous drugs, and sometimes loose drug resistance in the absence of drugs?

Howdo cancer cells generate complex resistance phenotypes against dozens of drugs?

Why are drug treatment response and the acquisition of drug resistance accompanied

by alterations of the genome, DNA methylation, transcriptome/proteome, metabo-

lome, morphology, etc.? These fundamental questions remain unanswered by the

advocates of the gene mutation theory of cancer. By contrast, these issues are faith-

fully explained by the genome theory of cancer (reviewed in [28, 35–42]).

13.2.2 The Illusion of Oncogene Addiction: Why Cancer

Models Do Not Recapitulate a Natural Tumour

The term “oncogene addiction” was introduced by Bernard Weinstein to describe

the dependency of tumour cells on a single activated oncogenic protein or pathway

to maintain their malignant properties [43]. The oncogene addiction concept is

based on results derived from tumour culture cell lines and conditional transgenic

animal models in which acute inactivation of the overexpressed wild-type or

mutated oncogenes resulted in rapid apoptosis or growth arrest and consequent

tumour regression. However, many research groups monitoring long-term tumour

response in diverse mouse models after oncoprotein withdrawal repeatedly

observed tumour relapses. Tumour escape from oncogene addiction upon the pri-

mary oncogene inactivation was attributed to the acquisition of the diverse novel

genetic lesions through CIN (reviewed in [34]).

The advocates of the concept of oncogene addiction name chronic myeloid

leukaemia (CML) and the drug imatinib as the most successful example of this

concept application in clinic. However, imatinib is an exception in cancer research

and its success does not carry over to most solid tumours (reviewed in [27]).

Actually, CML patients in the chronic phase of disease (characterized by a relatively
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stable genome and comparable to the benign phase of solid tumours), but not in the

late phases (accelerated or blast crisis characterized by highly dynamic genome

instability), perfectly respond to imatinib treatment. Imatinib was originally

designed to target BCR-ABL fusion tyrosine kinase and a “magic bullet” effect of

imatinib was ascribed due to the specific inhibition of BCR-ABL tumour “driver”.

However, it is now well documented that imatinib also inhibits the receptor tyrosine

kinases and non-receptor tyrosine kinases, as well as RAF kinase family members,

and the oxidoreductase NQO2. Thus, imatinib should be referred to as a

multi-targeted cytotoxic drug (reviewed in Stepanenko and Dmitrenko, 2015).

Moreover, recent studies revealed that imatinib fails to eradicate BCR-ABL-positive

CML stem cells even at high concentrations. Authors concluded that “cancers are

never truly oncogene addicted” [44].

The models, which afforded grounds for establishing the oncogene addiction

concept, have obvious shortcomings and pitfalls. Cell lines display the markers of

genetic drift and are characterized by low genomic heterogeneity as a consequence

of selection and adaptation for cell culture conditions [45]. Furthermore, pure

cultures of cells ignores the fact that tumours are surrounded by stromal cells that

can provide nutrients and additional signals needed for cell growth [46].

In addition, other simplicities significantly reduce the generalization potential of

in vitro tests: lack of cells of the immune system; lack of a complex of vessels

supplying and removing fluids with many different parameters of flow, pressure,

and nutrient levels; lack of spatial and temporal variations in external drivers of

cancer evolution and growth; and lack of gradients in oxygen tension, CO2 levels,

applied drugs, etc. Gillet et al. [47] investigated the multidrug-resistant transcrip-

tome of six cancer types in established cancer cell lines (grown in monolayer, 3D

scaffold, or in xenograft) and clinical samples and revealed that:

All of the cell lines, grown either in vitro or in vivo, bear more resemblance to each other,

regardless of the tissue of origin, than to the clinical samples they are supposed to model.

Authors [47, 48] invoke investigators “to be aware of the associated caveats and

temper their extrapolations so as not to infer direct applicability to clinical medi-

cine”. Furthermore, many anticancer agents have dose-limiting organ toxicities that

are not represented in model systems such as cultured cancer cells [49].

Advantages and disadvantages of orthotropic xenografts of human tumours and

genetically engineered mouse cancer models are thoroughly considered elsewhere

(reviewed in [50–53]). Due to a limited number of initiating genetic alterations,

transgenic mouse tumours are typically more homogeneous than human tumours

[54]. In transgenic models, the initial conditions (such as the overexpression of

specific oncogenes) form a dominant pathway through artificial selection that dras-

tically reduces genome heterogeneity and artificially favours cancer progression [11].

Artificially activated oncogenes, benign levels of CIN, intra-tumour genetic

homogeneity, and fostered evolution of tumour cells and their microenvironment

make mouse tumour model inappropriate for the targeted treatment of human

cancers. As Richmond and Su [53] sharply notice, “If one wants to know whether a

patient’s tumor will respond to a specific therapeutic regime, one must examine the
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response of that human tumor, not a mouse tumor, to the therapy” and further “We

can cure many mouse tumors, but there is not a direct correlation between response

in the mouse and response in the clinic”.

Actually, cancer therapy based on the oncogene addiction concept is palliative

rather than curative. Targeted drugs are highly successful from a financial per-

spective but have little curative impact/beneficial effect on patient survival. The

unprecedented level of intra-tumour heterogeneity, the existence of myriads of

genetic networks, and the complex protective phenotype response to chronic drug

treatment make solid tumours independent from any particular oncogene and

clinical utility of many cancer genes as targets for cancer treatment uncertain and

challengeable. A failure of targeted therapies in clinical trials and the limited rel-

evance of the oncogene addiction concept for the majority of tumours should lead

researchers to abandon the idea of seeking for and targeting the putative addictive

oncogene that maintains one’s cancer.

13.3 Implications for Policy and Practice

Firstly, genomic heterogeneity may be used as a predictor of evolutionary potential

as heterogeneity provides a greater chance to adapt and survive. Indeed, the overall

genomic heterogeneity significantly correlates with tumourigenic potential of cells,

tumour disease progression, patient survival, intrinsic and acquired (multi)drug

resistance, and radio resistance [55, 56].

Secondly, the phase of cancer evolution should be monitored. Treatment applied

at the different phases of genome evolution may have differential impact on tumour

aggressiveness and patient survival [12, 57].

Thirdly, we should not aim at killing tumour cells with the highest tolerable drug

concentrations. High-dose chemotherapeutic-mediated stress may significantly

increase tumour evolution by generating novel phenotypes through induction of

genome chaos. Therapy-induced genome instability should be avoided; instead,

efforts should be directed at pushing the genome of cancer cells towards a stable

phase and supporting the immunological system as well as homeostasis of the

individual. These should lower the evolutionary potential of a tumour and constrain

its dynamics due to reducing population diversity [14]. By contrast, the therapeutic

promotion of excessive instability of the genome in tumour cells is a double-edged

sword: while the primary objective response in the form of reduced cell viability

will be positive, the price for a moderate inhibition of tumour growth will be

changes in the genomic landscape, tumour subclonal architecture, and, eventually,

promotion of cancer evolution that impacts both the patient survival and the ther-

apeutic management of recurrence [13, 57, 58].
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Fourthly, we should stop cataloguing putative cancer genes and classifying them

on tumour suppressor genes and oncogenes. Context-dependent antagonistic

functional duality of cancer genes is widely documented (reviewed in [16, 59]). The

genome changes rewire the genetic network and may result in alterations of the role

and function of the same genes and pathways within different genetic background.

Cells within the same tumour may differentially respond to a drug, succumbing to

senescence and death or on the contrary demonstrating enhanced growth and

invasion. These are the instructive examples of “paradoxical” effects of anticancer

drugs depending on the cellular genetic background/signalling network [16].
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Glossary

Aneuploidy Refers to a state of karyotype when whole chro-

mosome(s) or parts of chromosome(s) are lost or

supernumerary

Chromosome instability

(CIN)

Is a high rate of genome changes of a given cell

population (cell to cell variation). It implies a con-

stant process of generation of numerical (loss or

gain of whole chromosomes) and structural (loss of

chromosome arm, translocations, amplifications,

deletions, insertions) aneuploidy variants

Clonal chromosome

aberration

Is an aberration found in two cells or more among

at least 20 examined metaphases

Dysplasia Is appearance of the tissue as disordered, with the

increased number of immature cells, and great

variability between cells

Evolutionary potential Is a probability of cell population to persist, adapt,

and survive the harsh microenvironment, intrinsic

or extrinsic stresses

Genetic network of a cell Includes the whole gene content, RNA, and protein

expression and their interaction in space and time

Genetically engineered

mouse cancer model

Is a model when a mouse genetic profile is altered

such that one or several genes thought to be

involved in tumourigenesis are mutated, deleted, or

overexpressed
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Hyperplasia Is a condition when cell number increases due to

hyperproliferation unbalanced by cell elimination

that results to an increase in the amount/volume of a

tissue/organ

Non-clonal chromosome

aberration

Is an aberration found in only one cell among at

least 20–50 examined metaphases

Orthotopic xenograft Is the transplantation of a primary human tumour

mass or the injection of human tumour cell line into

a mouse tissue from which a tumour mass/cell line

naturally originated

Transcriptome Is the complete set of mRNA, rRNA, tRNA, and

other non-coding RNA transcripts produced by the

genome of a cell or a population of cells at any

given time

Transgene Is a foreign gene that has been deliberately trans-

ferred into genome of a cell/an organism by the

genetic engineering techniques

Transgene-negative

tumours

Are tumours formed by cells, which lost a transgene

that endowed advantageous traits and accelerated

propagation

Somatic evolution Is the accumulation of heritable (through mitosis)

variations such as mutations, epigenetic changes,

and sporadic aneuploidy in somatic cells within a

body during a lifetime

Stochastic nature of cancer

evolution

Implies that cancer is mainly driven by random,

non-clonal, and transitional genome alterations, and

these dynamic genome changes are neither shared

by cells of the same tumour nor by the different

tumours
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Chapter 14

Evolution, Infection, and Cancer

Prof. Paul W. Ewald, Ph.D. and Holly A. Swain Ewald, Ph.D.

Lay Summary The occurrence of cancer depends on three evolutionary

processes: normal cells evolve into cancer cells, humans and other species

have evolved biological protections against cancer, and disease organisms

have evolved countermeasures that subvert these protective mechanisms.

Evolutionary thinking has led not only to the recognition of these three

processes, but also to the emergence of a more balanced and comprehensive

understanding of cancer, which emphasizes that causes of cancer need to be

understood through the interplay among genes, germs, and the environment.

This understanding is framed by a focus on the function of genes that promote

oncogenesis and the effects of these genes on the environment both within

and outside of the cells; cancer-promoting genes may belong to cancer cells,

parasites, or both. An evolutionary perspective helps to identify the processes

that most importantly contribute to cancer—and are therefore the most

important to prevent—even though innumerable processes are altered during

oncogenesis. It suggests that generation of cancer solely by mutations is

difficult because several critical barriers must be abrogated in succession

without the occurrence of other mutations that make the cell non-functional.

On the other hand, although natural selection commonly moulds parasites to

compromise simultaneously the critical protections against cancer, infection

alone is also insufficient to bring about human cancer.

Parasites are known to contribute about 20 % of all human cancer and may

play a role in much, if not most, of the remaining 80 %. Evolutionary con-

siderations and epidemiological evidence suggest that pathogens transmitted
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by sexual contact, saliva, and hypodermic needles are disproportionately

important infectious causes of human cancer. The possible influence of

reducing these routes of transmission can be evaluated by comparing cancer

incidences among populations in the context of the full spectrum of risk

factors, as illustrated by comparisons among residents of Utah. Overall,

evolutionary considerations suggest that inadequate attention has been given

to possible infectious causes of cancer, and that control of infection may

prove to be one of the most effective ways to control cancer.

14.1 Introduction to Evolution and Selection

in Oncogenesis

Three evolutionary actions of selection are important in oncogenesis, the process by

which normal cells acquire the characteristics of cancer cells. First, oncogenic

selection acts through the increased survival and reproduction of cells that are

genetically modified relative to normal cells in the body [1]. Second, natural

selection generates adaptations in multicellular organisms that reduce their risks of

cancer [2–6]. Third, natural selection also moulds infectious agents in ways that

may compromise the adaptations that multicellular hosts have evolved to reduce

cancer risk [1, 7, 8]. We consider each of these selective processes below.

14.1.1 Oncogenic Selection

Normal cells evolve into cancer cells in part through selection acting on genetic

variation that arises from genetic mutations. This process is similar to natural

selection in that genetic composition of a population changes over time as a result

of differences in survival and reproduction. It is referred to as oncogenic selection

[1], however, because it differs from natural selection in two distinct ways.

The most basic difference is that oncogenic selection involves the differential

survival and reproduction of cells within the organism rather than that of the organism

itself. Oncogenic selection results in changes in genetic composition of a population of

cells within an organism rather than changes in the genetic composition of a popu-

lation of organisms. Natural selection has moulded normal cells to restrict their own

survival and reproduction when this regulation increases the survival and reproduction

of the multicellular organism to which they belong. In contrast, oncogenic selection

favours cells that lose such regulatory mechanisms when this loss increases their

number relative to other cells in the body. Oncogenic selection therefore tends to

involve the breaking rather than the refinement of regulatory adaptations.

192 P.W. Ewald and H.A. Swain Ewald



The second major difference between oncogenic and natural selection involves

long-term opportunities for evolutionary adaptation. Natural selection acting on an

organism is open-ended, whereas selection of somatic cells within an organism is

truncated by the death of the organism. Oncogenic selection therefore cannot

generate the unending cumulative change and sophistication of adaptations that

arises from natural selection. The reason is that cancer cells cannot, as a rule, be

transmitted from one individual to another. In the rare exceptions to this rule,

opportunities for future evolution become open-ended, and the cancer cells go

through the transition from being cells of a multicellular organism to becoming a

parasitic organism. When this transition occurs, oncogenic selection ends and

natural selection begins. Two cancers that have passed through this transition have

been well studied: transmissible venereal tumour of dogs and the facial tumours of

Tasmanian devils [9, 10].

14.1.2 Natural Selection on Multicellular Organisms

Natural selection has led to adaptations that guard against oncogenesis. Barriers are

defined as adaptations that block oncogenesis when they are in place [1]. The four

main barriers are cell cycle arrest, apoptosis, telomerase regulation, and cell

adhesion [1]. The presence of barriers may vary according to cell type, resulting in

different vulnerabilities to oncogenesis [1]. Restraints inhibit but do not block

oncogenesis [1]. Regulation of division rate of a dividing cell, for example, is a

restraint, which retards rather than prevents oncogenesis, because even a slowly

replicating cell can proceed down the path of oncogenesis. Alterations that com-

promise barriers are defined as essential causes of cancer; those that interfere with

restraints are exacerbating causes [1]. Understanding whether a target is part of an

essential or exacerbating cause is important for determining whether an intervention

could be preventive, curative, or just ameliorative.

14.1.3 Natural Selection on Infectious Agents of Cancer

Approximately 20 % of human cancers are caused by parasites [11], here defined as

self-replicating entities (e.g. viruses, bacteria, protozoa, or multicellular organisms)

that live in or on a host organism and harm it. The extent to which infection

contributes to the remaining 80 % of human cancer is not known, because a causal

role for parasites can be ruled out for very few of these cancers.

Natural selection moulds infectious agents to exploit their hosts in ways that

increase their own evolutionary fitness. When an infectious agent contributes to

oncogenesis, it is important to determine the extent to which this contribution

compromises restraints or barriers. If a parasite compromises one or more barriers,

then prevention or cure of the infection may prevent oncogenesis.
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Barriers to cancer can also be barriers to persistence within a host, particularly

for intracellular parasites such as viruses. Breaking cell cycle arrest allows the viral

genome within the cell to replicate in concert with cellular replication. By relaxing

control of the synthesis of telomerase, the viral genome removes the cap on the total

number of divisions a cell can undergo. By inhibiting apoptosis, a virus can reduce

the chance that it will be destroyed by cellular self-destruction. By altering cell

adhesion, viruses allow infected cells to disperse to new locations in the body.

Together, these compromises of barriers to cancer enhance persistence because they

allow a virus to replicate its genome with less exposure to the immune system than

would occur through the release of virions from cells. By favouring viruses that

subvert the host barriers to persistence, natural selection may lead to the evolution

of increased oncogenicity in viruses.

Several cancer-causing viruses of humans have been sufficiently well investi-

gated to evaluate whether they compromise these barriers: Epstein Barr virus

(EBV), Kaposi’s sarcoma-associated herpes virus (KSHV), hepatitis B virus

(HBV), hepatitis C virus (HCV), human papillomavirus (HPV), and human T-cell

lymphotropic virus type 1 (HTLV-1). Each of these viruses compromises all four

barriers (reviewed by [8]). Each virus therefore contributes to four essential causes

of cancer. This simultaneous compromising of four barriers to cancer is important

for oncogenesis because it can generate large populations of infected, dividing cells,

within which a relatively small number of additional mutations are needed to

complete the progression to cancer.

This emerging understanding of oncogenic viruses contrasts markedly with

earlier presumptions about the ways in which infectious agents contributed to

oncogenesis. When parasites were first associated with oncogenesis, it was gen-

erally presumed that they exacerbated the mutation-driven process of cancer.

Infection results in inflammation, which can increase rates of cellular proliferation

[12] and generate reactive compounds that cause mutations. Through these effects,

infection would generally contribute exacerbating rather than essential causes of

oncogenesis, because most mutations would tend to occur in genes other than the

few that maintain barriers. In contrast, oncogenic viruses contribute to multiple

essential causes of oncogenesis, because from the onset of infection they are

abrogating multiple barriers to cancer.

14.2 Research Findings

14.2.1 The Triad of Disease Causation

There are three general categories of disease causation: genetic, parasitic, and non-

parasitic environmental causes. Diseases are often referred to using other adjectives,

such as developmental, endocrinological, or neurological, but to explain aetiology

more deeply, one must invoke at least one of the three general categories of causation.

The triad of disease causation (Fig. 14.1) emphasizes that different aetiologies
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co-occur and interact. Genetic causes of cancer can be inherited or can arise because

of mutations that are generated by parasitic or nonparasitic environmental causes.

Parasitism can contribute to oncogenesis by compromising barriers and restraints but

rarely if ever generate cancers without contributions from mutations. In addition,

genetic variation in resistance to parasitism is ubiquitous and therefore must also

influence contributions of parasites to oncogenesis.

The precise placement of a cancer within the triangle is almost always tentative

and corresponds to the extent to which each of the three categories encompasses

essential causes. Retinoblastoma is the best example of a cancer for which evidence

implicates inherited alleles and additional mutations without contributions from an

infectious agent [1]; it is therefore placed directly on the genetic-environmental axis

in Fig. 14.1. Cervical cancer is placed close to the parasitic vertex because the

causal agent, HPV, encodes proteins that compromise four barriers to cancer.

Current evidence indicates that the frequencies of mutations in genes that maintain

barriers tend to be relatively low in cervical cancer; these mutations therefore are

not necessary for oncogenesis when viruses are present [13]. The arrows containing

a question mark in Fig. 14.1 are inserted to acknowledge the remaining uncertainty

about the overall contribution of environmentally induced mutations (e.g. by

compounds in tobacco smoke and the overall net effect of mutations).

Inherited vulnerability to cervical cancer contributes to the placement of cervical

cancer above the environmental/parasitic axis. Much of this contribution involves

variation in immunological defences against viral infection [14–16] and therefore

represents exacerbating causes of cervical cancer.

Consideration of the triad of causation guards against the error of overextending

one category of explanation. The strong association between tobacco smoke and

lung cancer, for example, has led to the sense that infection does not contribute to

lung cancer, even among experts who recognize a broad role for infectious cau-

sation of cancer (e.g. [17]). It is well known that smoking can increase the prob-

ability of pulmonary infections; yet until recently there has been little investigation

Genetic: inherited & mutated alleles 

Parasitic:

viruses, bacteria, 

protozoa, helminths

Environmental:

mutagenic chemicals, 

radiation

cervical

cancer
?

?
?

Fig. 14.1 The triad of disease causation: a visual aid for thinking about the spectrum of causation

and the interplay between different causes. Placement of a cancer corresponds to the degree to

which the cause compromises barriers (i.e. adaptations that block oncogenesis) as opposed to

restraints (i.e. adaptations that hinder oncogenesis)
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of the possible involvement of infectious agents in lung cancer. The few studies that

have addressed this issue have reported associations with JC virus, merkel cell

polyomavirus, EBV, and HPV [18–20]. Each of these viruses compromises three or

more barriers to cancer [8, 19].

14.2.2 The Extended Phenotype in Oncogenesis

Oncogenesis involves not only the evolution of cancer cells, but also modifications

of their microenvironments, including alterations of extracellular molecules and

effects on non-cancerous cells [21, 22]. Although these modifications may be

complex and diffuse, the role of the microenvironment can be grasped by applying

the concept of the extended phenotype, which is defined as the effects of a genetic

variant on its environment [23]. The extended phenotype of a cancer cell, for

example, includes elevated metalloproteases, which may degrade cell adhesion

molecules and influence proliferation, angiogenesis, and metastasis [24, 25]. Viral

effects on barriers to oncogenesis are part of the extended phenotype of the virus.

An important aspect of the extended phenotype of oncogenic viruses involves

epigenetic changes: alterations in gene expression that are not associated with

changes in DNA sequence but can be stable from one cellular generation to the

next. These modifications can be associated with tumour initiation and progression.

Tumours infected with oncogenic viruses have shown distinct epigenetic alterations

relative to non-cancerous patient tissue [26] and to uninfected cancers that are of the

same type [27]. Methylation of gene promoter regions has been shown to silence

genes involved in barriers to cancer; investigators have found this category of

epigenetic alteration associated, for example, with HPV-positive cervical cancer

[13], HPV-positive oropharyngeal carcinoma, [28], and EBV-positive cancers [29].

Telomerase expression is often up-regulated in virally associated cancers. HPV type

16 can increase telomerase expression in infected cervical carcinoma cell lines by

decreasing methylation of the promoter for the hTERT subunit of telomerase [30].

In addition, epigenetic modifications at gene loci associated with cell adhesion have

been identified in cervical cancer, HPV-positive oropharyngeal carcinomas, and

EBV-related nasopharyngeal carcinoma [27, 31, 32]. Importantly, because gene

expression abnormalities associated with epigenetic modifications are not muta-

tions, they are potentially reversible; for example, experimental knock down of the

E6 protein of HPV types 16 and 18 in cervical cancer cell lines restored silencing of

telomerase [30].

Without the conceptual structure provided by the extended phenotype, the vast

collection of microenvironmental and intracellular alterations during oncogenesis

could be overwhelming. Together with the concepts of barriers and essential causes,

the extended phenotype maintains the emphasis on a relatively small number of

processes that result directly or indirectly from oncogenic genes in the genomes of

the cancer cell and oncogenic parasites.
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14.2.3 Transmission of Oncogenic Parasites

An evolutionary perspective suggests that selection for persistence of viruses, and

hence potential oncogenicity, will be especially strong when opportunities for

transmission are widely spaced over time. This condition applies to sexual trans-

mission because opportunities for sexual transmission depend on changes in sexual

partnerships, which tend to occur less frequently than, for example, opportunities

for transmission by sneezing or coughing. Similarly, pathogens transmitted by

intimate kissing should be subject to strong selective pressure for persistence

because new intimate kissing partnerships tend to be temporally spaced. Selection

for persistence will also be strong when pathogens are maintained across genera-

tions by transmission through milk, because such transmission requires persistence

within a host from infancy until adulthood and is augmented by extended persis-

tence over periods that encompass successive births. Opportunities for needle-borne

transmission through intravenous drug use or blood donation are also relatively

infrequent. Because molecular mechanisms for persistence often compromise crit-

ical barriers to oncogenesis (as discussed in Sect. 14.1.3), evolutionary consider-

ations lead to the expectation that oncogenic capabilities should occur

disproportionately among pathogens transmitted by sex, saliva, needles, and milk.

This prediction is particularly applicable to viral pathogens because viruses infect

intracellularly.

This evolutionary logic accords with the transmission routes of viruses that are

accepted causes of human cancer. Among oncogenic viruses, the predominant route

of transmission is sexual, with needle-borne and salivary transmission being present

to a lesser extent (Table 14.1). In contrast, these routes apply to only about

one-quarter of all known human viruses. HTLV-1 is the only accepted tumour virus

that is known to be maintained substantially in humans across generations through

transmission by milk (Table 14.1). Candidate oncogenic viruses are transmitted

largely by these routes (Tables 14.1 and 14.2).

Two unicellular pathogens are also accepted infectious causes of cancer:

Plasmodium falciparum and Helicobacter pylori (Table 14.1). Oncogenic mecha-

nisms are less well understood for these pathogens than for oncogenic viruses.

Burkitt’s lymphoma can be caused by EBV in the absence of P. falciparum, which

apparently contributes to this cancer by enhancing EBV [33–36]. P. falciparum

therefore appears to be an exacerbating rather than an essential cause. H. pylori

enhances telomerase activity [37–39] but has complex and sometimes contradictory

effects on other barriers [40, 41]. One of its proteins exerts anti-apoptotic effects that

counter the host cell’s apoptotic responses to the bacterium [42]. H. pylori also

stimulates pro-inflammatory and growth factor signalling [43, 44], and is associated

with increased telomerase expression [45] as well as with reduced adhesion and

abrogation of cell cycle arrest [46]. H. pylori therefore can compromise the four

barriers to oncogenesis that are abrogated by oncogenic viruses. H. pylori can infect

intracellularly [47] and thus may benefit directly from the replication of its host cell.
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When infecting extracellularly, it may benefit from stimulating the replication of

host cells in its immediate vicinity if they provide some protection against stomach

acidity.

14.2.4 Environmental and Infectious Risk Factors:

An Illustration

The predominance of sexual and salivary transmission among tumour viruses suggests

that reduction in the numbers of intimate partnerships would reduce the prevalence of

a variety of cancers. Evaluation of this prediction is difficult because epidemiological

studies of cancer generally must rely on correlation rather than experimentation.

Table 14.1 Parasites for which a causal role in human cancer has been generally accepted

Virusa Mode of

transmission

Cancers for which the parasite is

An accepted cause A candidate cause

EBV Saliva, sex Burkitt’s lymphoma, Hodgkin’s

lymphoma, gastric carcinoma,

post-transplant proliferative

disease, nasopharyngeal

carcinoma

Breast, acute

lymphoblastic

leukaemia, ovarian,

lung

HPV Sex Cervical, oropharyngeal, penile,

anal, vulval, vaginal cancers

Breast, bladder,

oesophagus, prostate,

lung, skin

HTLV-1 Sex, needle,

milk

Adult T-cell leukaemia and

lymphoma

None

KSHV Saliva, sex Kaposi’s sarcoma Lung

HBV Sex, needle,

milk

Hepatocellular carcinoma Cholangiocarcinoma,

pancreas

HCV Sex, needle Hepatocellular carcinoma Cholangiocarcinoma

MCPyV Saliva Merkel cell carcinoma Lung

Helicobacter

pylori

Saliva?

Diarrhoea?

Vomit?

Gastric carcinoma;

Mucosa-associated lymphoid

tissue MALT lymphoma

None

Plasmodium

falciparum

Mosquitoes Endemic Burkitt’s lymphoma None

Schistosomal

and

opisthorchid

trematodes

Water

contact, fish

consumption

Cholangiocarcinoma, bladder Colorectal

a
EBV Epstein Barr virus = Human Herpes virus 4; HPV Human papilloma virus; HTLV-1 Human

T lymphotropic virus type 1 = human T-cell leukaemia/lymphoma virus type 1; KSHV Kaposi’s

sarcoma-associated herpes virus = human herpes virus 8; HBV Hepatitis B virus; HCV Hepatitis C

virus; MCPyV Merkel cell polyomavirus. For references, see [1, 7, 8, 20, 67, 68]
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Measured variables may be correlated with cancer but not causally involved, and

important correlates may have been unmeasured. Quantification of the number of

sexual partners, for example, does not incorporate the amount of sexual contact per

partner and whether the sexual partners are themselves at high risk for infection.

Moreover, measured variables could be correlated with unmeasured variables in

unobvious ways. Smoking, for example, could be correlated with a tendency to be

more risk prone and hence with unmeasured aspects of risky sexual behaviour.

In spite of these drawbacks, comparisons of cancer in populations characterized

by different risk factors may provide a sense of the extent to which changes in

behaviour might reduce cancer incidence. They may also illustrate the importance

of considering alternative combinations of risk factors and unmeasured variables

when attempting to determine causes of cancers.

Among the best-studied subjects for such assessments are members of the

Church of the Latter Day Saints (LDS). LDS members have fewer sexual partners

than non-LDS comparison populations [48]. Accordingly, cervical cancer among

LDS women was about half as frequent as among non-LDS women [49–52].

Multivariate analyses indicated that about 40 % of this reduction was associated

with fewer sexual partners [51]. Among LDS women who regularly attended

church, the prevalence of cervical cancer was about 80 % lower, with just over

Table 14.2 Parasites that have been associated with cancers but are not yet accepted causes of any

cancer

Pathogena Mode of

transmission

Cancers for which virus is a

candidate cause

References

HCMV Saliva, sex, milk Brain (glioblastoma), prostate,

breast

[69–72]

HHSV-2 Sex Melanoma, prostate [73]

JCV Unknown Brain, colorectal, oesophageal,

lung, gastric

[18, 19,

74]

BKV Unknown Brain, bladder, kidney, ovary,

prostate

[72]

SV40 Unknown Brain, mesothelioma [75]

MMTV Milk in mice Breast [76]

BLV Milk in cows Breast [77]

XMRV Unknown Prostate [72]

Mycoplasma

hominis

Sex Prostate [72]

Propionobacterium

acnes

Skin contact Prostate [72]

Trichomonas

vaginalis

Sex Cervical [78, 79]

a
HCMV Human cytomegalovirus = Human Herpes virus 5; HHSV-2 Human herpes simplex virus

2 = human herpes virus 2; JCV JC virus; BKV BK virus; SV40 Simian virus 40; MMTV Mouse

mammary tumour virus = human mammary tumour virus; BLV Bovine leukaemia virus;

XMRV Xenotropic murine leukaemia virus-like retrovirus
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one-third of the reduction being attributable to fewer sexual partners [51]. About

10 % of the lower prevalence of cervical cancer among LDS women was inde-

pendently correlated with lower rates of smoking. Tobacco smoke contains car-

cinogenic compounds and is immunosuppressive [53, 54], and might therefore

increase cancer rates by increasing mutation rates or reducing immunological

control of precancerous lesions. Alternatively, as suggested above, smoking could

be correlated with unmeasured variables that cause the differences in cancer rates.

The difficulties in interpreting smoking-associated risk of cervical cancer were

addressed a quarter century ago. Two of the researchers involved with this debate

[55] wrote:

Definitive clarification of whether this association is causal will likely have to await

definitive identification of the sexually transmitted agent which is probably the most

important cause of cervical cancer. Only then will it be possible to clarify the contributions

of risk factors with weaker associations with cervical cancer, such as cigarette smoking and

socioeconomic status.

HPV was in the process of being recognized as the main cause of cervical cancer

at about the time their paper was published. A few years later, a multifactorial

analysis of the associations of smoking with cervical HPV infection showed that

smoking was not significantly associated with HPV infection once sexual behaviour

and other life-style variables were accounted for, leading the authors to conclude

that smoking, alcohol, and drug use were correlates but not causes of HPV infection

[56].

Most cancers are less prevalent among LDS members [49–52]. The lower rates of

smoking-associated cancers (e.g. lung, cervical, bladder, colon, and laryngeal)

among LDS members could be interpreted as a direct effect of lower exposure to

tobacco smoke. Indeed when these reductions are discussed, the smoking-associated

cancers are often grouped together implying that their lower rates result from lower

exposure to tobacco smoke [50, 52]. An association with smoking, however, does

not weaken the hypothesis that infectious causes are also involved, as illustrated by

the associations of sexual behaviour with cervical cancer. The associations of sex-

ually transmitted pathogens with smoking-associated cancers (e.g. lung, bladder,

colon, and laryngeal in Tables 14.1 and 14.2) raise the possibility that infectious

agents may be causally involved in more cancers than previously thought.

14.3 Implications for Policy and Practice

The control of infectious diseases through the use of vaccines, anti-infective agents,

and interventions that block transmission has been among the most significant

accomplishments in the history of medicine. Although the control of cancer remains

largely an unfulfilled goal, control of infectious causes rank among the most suc-

cessful interventions against cancer. These interventions include vaccination against
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HPV and HBV (for cervical and liver cancers), prevention of transmission of HBV

and HCV (for liver cancer), and control of H. pylori by improvements in hygiene

and antibiotic treatment (for stomach cancers) [57–62].

Evolutionary considerations suggest that the relative importance of infectious

causation is being underestimated, in part because pathogens evolve to compromise

multiple barriers to cancer. To induce cancer without infection, multiple mutations

(or epigenetic changes) must compromise several critical barriers in succession

without making the cell non-functional [1].

Infectious causation has been accepted for about 20 % of all human cancer, and

associations with infectious agents have been reported for most of the remaining

80 %. It is critically important to determine whether pathogens cause these cancers

by compromising barriers. If so, their prevention should prevent the cancers they

cause.

Many cancers may be controllable with the same interventions that are already in

place but are being restricted to a particular cancer. The recent prophylactic vac-

cines against cervical cancer, for example, probably provide protection against

other cancers induced by HPV, such as oropharyngeal, penile, and rectal cancers,

and may provide protection against other cancers for which HPV is at present just a

candidate cause, such as bladder cancer (Table 14.1).

Standard approaches of vaccination and prevention of transmission will

undoubtedly contribute much to the future control of pathogen-induced cancers,

once the causal pathogens are identified. Because pathogens differ from human cells

in their biochemical make-up, discovery of infectious causes of cancer also offers

new approaches to cancer prevention and control. Antivirals are becoming more

effective and may soon provide anti-cancer benefits that mirror the effects of

antibiotic treatment of stomach cancers. For example, researchers have identified

cytomegalovirus (CMV) in a majority of glioblastoma (brain tumours) samples, and

adjunctive treatment with antiviral therapy has shown a significantly extended

patient survival rate relative to non-treated individuals [63].

Some possibilities capitalize on the sophistication of immune control of foreign

organisms. Therapeutic vaccines based on oncogenic HPV proteins show efficacy

for treatment of cervical cancer [64, 65]. EBV-specific T-cell therapy has shown

promising results in the early phase clinical trials of recurrent and metastatic

nasopharyngeal carcinoma, and efforts are underway to develop effective thera-

peutic vaccines, anti-EBV antibodies, and therapies that target viral-associated

epigenetic changes [66]. Determining whether a therapeutic target is part of an

essential or exacerbating cause is crucial because interference with essential causes

offer promise for cures.

Concerted interventions on interacting causes of cancer have been enacted to

reduce incidence of hepatocellular cancer by vaccination against HBV and reduc-

tion in exposure to aflatoxin [61]. Similar concerted efforts may help to control

cancers caused by joint infections. A two-pronged attack on opisthorchid trema-

todes and hepatitis viruses is a promising example for the control of cholangio-

carcinoma [67].
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The progress and promise for controlling cancers by controlling their infectious

causes warrants attention from individuals working across the spectrum of health

sciences. Scientific policymakers need to weigh the benefits of funding research that

attempts to identify infectious causes of cancers and development of interventions

against known and candidate pathogens. Medical policymakers need to assess the

appropriateness of alternative guidelines for interventions, such as vaccines, when

the interventions have likely protective benefits against cancer in addition to doc-

umented benefits against other cancers (e.g. protection against oropharyngeal

cancer in addition to cervical cancer for HPV vaccines) or against other diseases

(e.g. vaccination against HBV for protection against hepatocellular carcinoma in

addition to liver cirrhosis, or antibiotic treatment of H. pylori for protection against

stomach cancer in addition to peptic ulcers). Similarly, practicing physicians need

to be able to advise patients about possible benefits of particular interventions (e.g.

protection against oropharyngeal cancer afforded by HPV vaccination in addition to

protection against cervical cancer). As this research is continually developing,

experts in each of these areas need to keep abreast of ongoing developments to

enhance the accuracy of their decisions.
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Glossary

Aflatoxin A toxin produced by a Aspergillus fungi; can damage liver

cells and contribute to liver cancer

Angiogenesis Generation of new blood vessels; can contribute to

oncogenesis by increasing supply of resources to a tumour

Apoptosis Programmed cell death; acts as a barrier to oncogenesis by

terminating precancerous lineages of cells

Barrier to

oncogenesis

A process that blocks oncogenesis

Cancer A tumour with cells that are invasive or metastatic

Cell cycle arrest The blocking of cellular replication by enforcement at a

checkpoint in the cell cycle; an important checkpoint for

oncogenesis is at the transition to the phase in which DNA

replication occurs

Cholangiocarcinoma A liver cancer derived from cells of the gall bladder
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Epigenetic changes Modifications to DNA that turn gene expression on or off

(e.g. through methylation) and may be inherited across

cellular divisions, but do not alter the DNA sequence

Essential causes of

cancer

Factors that abrogate barriers to oncogenesis

Exacerbating causes

of cancer

Factors that abrogate restraints on oncogenesis

Glioblastoma An aggressive tumour that forms from glial cells of the

brain or spinal cord

hTERT The catalytic subunit of telomerase

Oncogenesis The evolution of cancer cells from normal cells

Oncogenic selection The differential survival and reproduction of cells during

oncogenesis

Parasite A replicating agent that lives in or on a host organism, on

which it has a harmful effect

Pathogen A parasite at or below the single-cell level of organization

Restraint on

oncogenesis

A process that inhibits but does not block oncogenesis

T-cell therapy for

cancer

A process in which T-cells are activated and used clini-

cally to attack a tumour

Telomerase The enzyme that maintains telomere length through the

addition of telomere units that would otherwise be lost

during each cycle of DNA synthesis; maintenance of

telomeres allows the number of future cellular divisions to

be unlimited

Tumour An abnormal mass of new tissue growth

Virion A virus particle released from an infected cell
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Chapter 15

Microbes, Parasites and Immune Diseases

Gabriele Sorci, Ph.D., Emanuel Guivier, Ph.D., Cédric Lippens, M.Sc.

and Bruno Faivre, Ph.D.

Lay Summary In the last decades, post-industrial countries have experi-

enced spectacular advances in sanitary conditions and lifespan, yet many

debilitating diseases due to a dysfunctioning of the immune system have

increased in frequency. Even though the risk of becoming affected by

immune diseases is influenced by many factors, the rapid changes in their

frequency strongly suggest a major role of environmental factors. The rise in

frequency of many immune disorders has paralleled improved hygienic

condition, reduced exposure to environmental commensals (commensal

bacteria) and parasites that regulate the host immune response (helminthic

parasites). This “hygiene” hypothesis has received considerable attention and

has been backed up by both epidemiological and experimental studies.

Successive refinements of the hypothesis have shown that the triggering of

environmental factors can be the absence of a proper “education” of the

immune system in early life by commensal microbiota and parasites with

whom humans have co-evolved for hundreds of thousands of years.

Interestingly, this has led to the trial of novel therapies using parasites that

improve immunological tolerance and transplantation of commensal gut

bacteria. More fundamentally, the rise in immune disorders observed in
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wealthy countries shows that the theories and concepts of evolutionary

biology can help understanding the dynamics of many human diseases and

guide us to prevent and control them.

15.1 Introduction

Improved hygiene and sanitation, and the discovery of effective drugs and vaccines

have profoundly changed human exposure to microorganisms and parasitic agents,

even though this has been mostly true for wealthy countries. While improved

medical conditions have undoubtedly contributed to the spectacular rise in human

longevity that we have witnessed in the last decades, it is striking to note that many

debilitating diseases of which aetiology results from a dysregulated immune

functioning have increased in frequency during the same laps of time [1]. It is

therefore tempting to draw a parallel between the reduced exposure to infectious

agents and the rise of immune disorders [2, 3]. However, while epidemiological and

experimental results support the view that some parasite species do alleviate the risk

of immunopathology, others appear to exacerbate it [4]. The heterogeneity in the

outcome of the interaction between infectious agents and the host immune response

might reside in the evolutionary interests of the parasites [5]. On the one hand,

when parasites rely on a downregulated immune response for their own persistence

with the host (in other terms for their own Darwinian fitness), we do expect them to

exert a protective role against immune disorders. On the other hand, some parasites

adopt different strategies for their own survival, for instance hiding from or

escaping the immune response, and a protective role is hard to envisage.

Sometimes, pathogens can even benefit from an upregulated immune response in

terms of access to privileged sites, or accelerated spread within the host; in this case,

pathogens should even promote immunopathology. In addition to this, a long-term

coevolution between the immune system and parasitic organisms might have pro-

moted the evolution of tolerance strategies where the host better copes with the

pathogen by reducing the infection cost rather than eradicating it [6]. Even though

tolerance to an infection and immunological tolerance are not synonymous terms, in

many cases tolerant hosts pay a reduced cost of infection because they substantially

reduce the cost induced by an overzealous immune response [7, 8]. This very broad

view illustrates the need to bring in evolutionary thinking into the study of the

immunological and epidemiological determinants of immune diseases.

The aim of this chapter is to provide such an integrative view. We will first

briefly introduce the immunological mechanisms that promote or prevent

immunological damage. We will then discuss the epidemiological and experimental

evidence in support or against the view that the rise in incidence of immune
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disorders results from a change in the environmental conditions the immune system

is experiencing nowadays. We will finally put forward a few possible ideas on how

evolutionary thinking, beyond our fundamental understanding of the evolution of

immune diseases, might feed into decision-making for policy and practice.

15.2 Research Findings

15.2.1 The Immune System: A Double-Edged Sword

Despite its crucial role for protecting organisms from parasites and malignant cells,

and for repairing wound and injuries, the expression of immunity may also inflict

severe damages when it fails to distinguish between the self and the non-self [9]. An

erroneous recognition of self-antigens by T and B lymphocytes can have devas-

tating effects on host homeostasis, depending on the organ that is targeted by the

misoriented immune response. A classic example of such mistargeted immune

response is type-1 diabetes where T cells and antibodies attack pancreatic β-cells

[9]. In addition, immune disorders can also occur when the immune system, while

focusing on the right target (the invading pathogen) produces an overzealous,

poorly controlled, response. Overexpressed inflammatory responses that occur

during a septic shock are one of the most striking examples of how a dysregulated

cytokine storm can inflict overwhelming harm to the vital functions of the host.

Given the potential costs of a misdirected or dysregulated immune response, it is

not surprising that hosts have evolved regulatory filters that reduce the likelihood of

immune damage. These filters involve both central and peripheral mechanisms. For

instance, most autoreactive T lymphocytes are deleted in the thymus, or are ener-

gized (i.e. silenced) in peripheral organs if they escaped the deletion in the thymus.

Similarly, following a wound, injured cells produce danger signals that attract

immune cells into the area. These immune cells further produce signalling mole-

cules that constitute a sort of “switch on” signal that polarizes the immune response

towards a Th1/Th17 or a Th2 profile, thereby promoting the clearance of the

invading pathogen and the healing of the wound. However, to avoid an overzealous

response, the production of “switch on” signals is accompanied by the production

of “switch off” signals that contribute to the resolution of inflammation and cir-

cumvent its negative effects [10]. Regulatory T cells (Treg) are a particularly

important class of lymphocytes that secrete anti-inflammatory cytokines such as

interleukin (IL)-10 or transforming growth factor (TGF)-β with strong inhibitory

effects on pro-inflammatory cytokines.

It is therefore straightforward to see that ensuring host homeostasis requires a

finely tuned balance between effectors that promote the immune response and

regulatory feedbacks that prevent the immune response to get out of control.

However, the necessity to have regulatory mechanisms to avoid immune damage

opens up the possibility for a possible exploitation by pathogens and parasites [11].
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The evolutionary success of pathogens and parasites resides in their capacity to

survive and multiply within a host and transmit to other hosts. Ineluctably, this

requires escaping the host immune response [12, 13]. Therefore, while immune

regulation is essential to avoid immunopathology, it can be used by parasites as a

Trojan Horse to promote their establishment within the host.

Pathogenic microorganisms and metazoan parasites exhibit an astonishing

diversity of mechanisms of interference with the host immune system, and not all of

them imply a downregulated immune response. For instance, Plasmodium and

Trypanosoma escape immunity by providing a moving target to immune effectors,

that is, by expressing highly polymorphic surface proteins, only one gene being

expressed at a time. Consequently, different surface proteins are expressed over the

course of the infection and the expression of a novel surface protein leaves the

immunity behind, providing an escape route to the parasite [14, 15]. Interestingly,

the same parasite species may rely on several escape mechanisms since the rodent

malaria (Plasmodium yoelii) has also been shown to directly downregulate the host

immune response by inducing the differentiation of Th0 lymphocytes into Treg with

immunosuppressive properties [16].

Helminths are probably the masters of immune regulation among parasitic

organisms [17–19]. Contrary to many microparasites that rapidly multiply within

the host, macroparasites usually require a long developmental time to mature into

the adult stage and adults can reproduce and shed eggs for weeks, months or even

years for some human diseases [20]. This suggests that parasitic worms have to

cope with the host immune system for very long periods of time.

Infection with helminths usually polarizes the immune system towards a

Th2 response [19]. A Th2 response is indeed required to expel the worms in most

cases. Effectors of the Th2 response are crucial for the wound healing process, and

it has been recently suggested that the Th2 response may represent a mechanism of

tolerance to helminths by contributing to the repair of wound induced by migrating

worms [21]. Polarization of the immune response towards a Th2 profile has a

number of consequences for the host since Th2 cytokines tend to inhibit the pro-

duction of Th1, pro-inflammatory, effectors. Therefore, by polarizing the immune

response towards a Th2 type of response, helminths downregulate the more harmful

Th1-type response. In addition to this, and perhaps more importantly, helminths

induce the differentiation and expansion of Treg which further downregulate

overzealous inflammatory responses (both Th1 and Th2). Several worm species can

induce the production of the anti-inflammatory TGF-β or directly produce a TGF-β

mimic [17–19]. They also stimulate alternatively activated macrophages [19].

Finally, helminth secretion and excretion products interfere with dendritic cells

during early infective stage by inducing their apoptosis and tolerogenic properties

(elicitation and maintenance of immunological tolerance; [22]). These mechanisms

generate an immunosuppressive environment beneficial for the helminths, espe-

cially during their most vulnerable stage, but also for the host because the harmful

Th1-type response is downregulated.

Evidence that induction of Treg is an essential component of parasite fitness has

been provided in several experiments. For instance, experimental infection of mice
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with the nematode Litomosoides sigmodontis, a rodent model of human filariasis,

induces the differentiation and proliferation of Treg. Once infection has been

established, experimental neutralization of Treg results in parasite mortality and

reduced parasite burden by comparison with control mice [23]. This study clearly

shows that interference with the immune system improves parasite fitness.

Paradoxically, an upregulation of the immune response may in some cases

benefit the parasite. This is the case when leucocytes are themselves targeted by the

pathogen to spread within the host. For example, Ebola virus, which infects

monocytes and macrophages, stimulates the attraction and recruitment of even more

macrophages, which provides further potential targets for viral replication and

dissemination [24].

Benefits of an upregulated inflammatory response can also arise when pathogens

use the host immune response as a weapon against competitors. Salmonella

enterica serovar Typhimurium triggers an inflammatory response that confers a

selective advantage during competition with commensal bacteria. Avirulent strains

of the bacterium lack the capacity to trigger inflammation and fail to establish

unless the inflammatory response is experimentally induced [25].

The above consideration shows that individual species of parasites may trigger

or suppress immune disorders, depending on their own evolutionary interest; and

the picture may become very complex once the communities of parasites and

commensals exploiting a host are considered.

15.2.2 Epidemiology of Immune Diseases

While it is now well established that many immune diseases have increased in

frequency during the last 60 years in Europe and North America, the underlying

causes are still debated [26, 27]. Epidemiological studies have highlighted a number

of environmental factors that are either positively or negatively associated with the

likelihood of being affected by immune disorders.

One of the most popular hypotheses put forward a few decades ago postulated

that the improved hygiene and sanitation conditions of households in Western

countries have changed the risk of exposure to infectious diseases, thereby pro-

ducing a dysregulation of the immune system [28]. This hypothesis, first coined

“the hygiene hypothesis”, has gone through a series of refinements (“old friends”

[29] or the “biodiversity” hypothesis [30]). These refined hypotheses postulate that

the observed rise in autoimmune and inflammatory disorders is not simply due to

improved hygiene but rather to a mismatch between the environment our immune

system is currently exposed to and the environment it has co-evolved with for

hundreds of thousands of years [29]. This line of argument has received support on

the basis of the association between a number of traits associated with lifestyles and

the risk of developing allergic and autoimmune diseases. For instance, Strachan

[28] reported that household size is negatively correlated with the incidence of hay

fever, possibly because in families with several siblings the probability of
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transmission of microbial diseases (childhood diseases) among sibs increases with

the number of children per family. Subsequent work has, however, shown that the

benefits of having older siblings (in terms of reduced risk of immune disorders)

might be due to the colonization rate of commensal bacteria [31]. Similarly, chil-

dren living in farms have been shown to have much reduced risk of suffering from

allergies and atopy compared to children living in urban settings [32], and these

observations have recently been backed up by gene expression studies showing that

the expression of regulatory cytokines (such as IL-10 and TGF-β) was increased in

children living in farms [33]. The impact of environmental changes on the incidence

of atopy and allergic diseases can be astonishingly rapid, as suggested by a recent

study. Poland acceded to the European Union in 2004. Becoming a member of the

European Union resulted in a number of changes in the agricultural policies adopted

by farmers. Sozanska et al. [34] compared the incidence of atopy and asthma

between 2003 and 2012 in people living in villages and urban settings. They found

that the prevalence of atopy increased from around 8 to 18 % in rural settings, while

it remained constant in towns (around 20 %). The increased prevalence of atopy in

rural areas correlated with major changes in exposure to animals and animal

products (contact with cows decreased from 24 to 4 %, and the percentage of

villagers who drank unpasteurized milk decreased from 35 to 9 %). Therefore, a

nine-year period was long enough to witness major changes in the risk of immune

disorders following environmental exposure to cows and cow products.

At a larger scale, the incidence of immune diseases (i.e. multiple sclerosis and

type-1 diabetes) follows a clear north to south cline, with higher disease prevalence

in the northern European countries and North America compared to South Europe

and South America, respectively [1]. While these geographic trends might be

explained by genetic differences between populations, comparisons of disease

incidence among migrating and resident populations consistently point towards a

major role of environmental conditions, since immigrants tend to rapidly acquire

the risk profile of resident populations [35]. For instance, immigrants from Pakistan

to the UK tend to acquire the risk of developing type-1 diabetes as local residents,

which is 11-fold higher than the incidence of the disease in Pakistan [1].

Although these epidemiological studies strongly suggest a major role of the local

environment on the aetiology of immune disorders, they incompletely inform us on

the nature of these environmental factors. In support of epidemiological studies, a

large body of literature shows that in animal models, exposure to certain

microorganisms and parasitic metazoan does indeed reduce the risk of autoimmu-

nity or ameliorates disease symptoms.

15.2.3 Coevolution with “Old Friends”

For hundreds of thousands of years, humans have been exposed to a diversity of

microorganisms whose effect ranges from lethal, highly exploitative pathogens, to
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beneficial symbionts. Faced with this diverse set of foreign organisms, the immune

system does not behave in the same way. Actually, in many instances, hosts might

benefit from tolerating the infection instead of adopting an aggressive strategy

towards the invader. Tolerance is clearly a strategy that confers benefits to both the

parasite (it can persist within the host in the presence of a permissive immune

response) and the host (it reduces the cost of an overreactive immune response,

which in many cases outweighs the direct cost of parasite exploitation [36]).

Gut microbiota and helminths have attracted considerable attention in the last

years as potential organisms with tolerogenic effects [26, 27]. Parasitic helminths

usually induce long-lasting relatively benign infections, unless the immune system

does overreact against them [37, 38]. A classical example of devastating conse-

quences of helminthic infections is illustrated by the filarial nematode Wuchereria

bancrofti. While the infection is mostly clinically asymptomatic, it may induce

lymphedema in hyperreactive hosts and, in its most severe form, elephantiasis.

There is no ultimate explanation to this hyper reactivity, but the mechanisms have

been partly elucidated. Lymphedema is associated with enhanced Th1/Th17

responses and reduced Treg population [39].

Similarly, our gastrointestinal tract is the natural habitat for an extremely

complex community of commensal organisms that include bacteria, viruses, pro-

tozoa and helminths. One of the daunting tasks of the immune system is to tease

things apart, not only the self from the non-self, but also commensal from

potentially pathogenic organisms. Gut bacteria are regularly sensed by the immune

system, but they do not generally elicit an improper immune response, unless the

immune system overreacts to them. Inflammatory bowel disease is a debilitating

syndrome that has increased in prevalence during the last decades and which is

believed to result from a dysregulated inflammatory response against gut bacterial

stimuli [40]. It is therefore possible that the current “epidemics” of immune dis-

orders does arise as a consequence of the disruption of a long-lasting coevolu-

tionary history between our immune system and these “old friends” [29], the

improved hygiene experienced by post-industrial societies being among the

proximal causes of this disruption.

There is a wealthy of experimental evidence supporting this view. Disruption of

the gut microbiota during infancy due to an overuse of antibiotics has been shown

to induce a number of pathologies during adulthood, including a higher risk of

several inflammatory diseases [41, 42]. More generally, reduced contact with the

natural environment and biodiversity, which characterizes the modern lifestyle in

highly urbanized settings, can also disrupt the composition of the microbiota

[30, 43]. For instance, the biodiversity around the house of Finnish teenagers

suffering from atopy has been shown to be lower compared to healthy individuals,

and this goes in parallel with reduced diversity of gamma proteobacteria on the skin

[30] (Fig. 15.1).
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15.3 Implications for Policy and Practice

Even though there is a general consensus that understanding why we are susceptible

to diseases requires taking into account evolutionary theory, it is less clear whether

we could or should bring in evolutionary thinking into policy and practice.

Actually, in some cases, our policy already follows such “evolutionary” guidelines.

For instance, we use treatments that do not aim at killing pathogens but at reducing

symptoms, which parallels the tolerance strategy many hosts adopt when faced with

a parasitic attack. Commonly used non-steroidal anti-inflammatory drugs, for

example, ibuprofen or aspirin, do boost tolerance. They limit the symptoms of

infection, such as inflammation and the associated pain, without directly affecting

pathogen burden. Conversely, in other cases, medical practice goes against evo-

lutionary guidelines. For instance, the classical antibiotic treatment against bacterial

infection aims to reduce symptoms by eradicating the pathogen. Interestingly,

evolutionary thinking also tells us that each of these strategies has its drawbacks

(see also Chap. 14). First, tolerating the infection reduces the symptoms but does

not stop parasite transmission. When we take an aspirin, we certainly feel better, but

we keep spreading the virus, and potentially contribute to the selection of more

virulent viral strains. Second, strategies that aim at killing the pathogen strongly

select for mechanisms that allow the pathogen to escape them, the evolution of

antibiotic resistance being one of the most dramatic examples. In addition, undue or

excessive use of antibiotics, especially during infancy (or in utero), has been shown

Fig. 15.1 Association pattern between environmental biodiversity, skin microbiota and atopy in

Finnish teenagers. Land-use types around the houses of the studied subjects affect the generic

diversity of skin microbiota and more marginally the generic diversity of gammaproteo-bacteria

(dashed line). Skin microbiota correlates with the occurrence of atopy and IL-10 expression.

Land-use types and the diversity of flowering plants in the yard of the studied subjects also

correlate with the occurrence of atopy. Land use was characterized by the percentage of 15 land

cover types (e.g. pastures, forests and permanent crops) estimated in the area of the yard

surrounding the houses of the studied subjects. Redrawn with permission from Hanki et al. [30]
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to have profound effects on the community of gut bacteria with potentially negative

consequences on the risk of developing several inflammatory diseases in adulthood

[41, 42, 44].

Taking into account the coevolutionary history humans have had with parasites

and commensals has also promoted the idea that we might use the tolerogenic

properties of helminths and bacteria as therapeutic agents (Fig. 15.2). Patients

suffering from multiple sclerosis fortuitously infected by intestinal helminths

entered a phase of remission compared to non-infected patients and the course of

the disease resumed when the patients were treated with anti-helminthic drugs

([45, 46], see also Chap. 17). Similar results have been obtained in many studies

using animal models [47, 48]. Mice experimentally induced to develop a form of

inflammatory bowel disease (ulcerative colitis) have much attenuated symptoms

(reduced diarrhoea and reduced colon inflammation) when infected with the

nematode Heligmosomoides polygyrus [49, 50].

Following these promising results, several clinical trials have been started with a

few helminth species to cure immune diseases, such as inflammatory bowel dis-

eases and multiple sclerosis [51, 52]. However, there are a number of limitations

due to the potential undesirable effects of using living organisms. Current efforts are

devoted to isolate the effectors that promote the tolerogenic effect of helminths and

use them instead of living organisms [53] (Fig. 15.3).

Fig. 15.2 Crohn’s disease is a form of inflammatory bowel disease that is characterized by the

shift towards a pro-inflammatory status driven by Th1/Th17 cells and cytokines, and M1

macrophages and dendritic cells (DC). Helminth therapy is thought to restore intestinal integrity by

expanding Treg, tolerogenic DCs, alternatively activated macrophages (M2) and Th2 cells and

cytokines. Redrawn with permission from Heylen et al. [47]
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The tolerogenic properties of helminths also have very interesting potential for

the treatment of organ-transplanted patients. Solid organ transplantation is

accompanied by long-lasting immunosuppressive drug treatment to prevent rejec-

tion. However, immunosuppressive treatment has a number of very undesirable side

effects, including the risk of contracting opportunistic diseases or developing

cancer. An alternative strategy to immunosuppression might be improved

immunological tolerance (silencing the immune response towards the allograft

while preserving general immunocompetence). Johnston et al. [54] reviewed the

current evidence for a role of helminths on allograft survival and found that several

worm species do indeed improve the survival of the allograft in the absence of

immunosuppressive drug treatments.

Faecal transplant or bacteriotherapy is another promising avenue to fight a

number of immune disorders that might be rooted into a disrupted microbiota

[55–57]. Faecal transplants have been successfully tested in randomized controlled

trials to treat type-2 diabetes and Clostridium difficile intestinal infection, and in

case series studies against irritable bowel syndrome, inflammatory bowel disease

and multiple sclerosis [56].

Beyond the exciting development of novel therapies for diseases that have

proved difficult to cure, evolutionary thinking might provide a useful guide to adopt

a lifestyle that might minimize the risk of becoming sick. The spectacular rise in

immune disorders is certainly due to the environmental changes that our modern

post-industrialized societies are facing. However, it is becoming increasingly clear

that improved hygiene per se is not the causal agent but rather the reduced exposure

to certain commensals and tolerogenic parasites. It seems that in turn, our immune

system has to be educated to learn how to distinguish between harmful and benign

Fig. 15.3 Non-obese diabetic (NOD) mice develop spontaneous hyperglycaemia and type-1

diabetes. However, when treated with the excretory/secretory products of the trematode parasite

Fasciola hepatica (FhES), only 15 % of the individuals were hyperglycaemic compared to 82 %

for control (PBS) mice. Reproduced with permission from Robinson et al. [53]
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tolerogenic microorganisms. It follows that failure to promote early education of the

immune system with the proper environmental stimuli can produce the undesirable

immune disorders observed nowadays [58, 59].
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Chapter 16

Evolutionary Principles and Host Defense

Prof. Neil Greenspan, M.D., Ph.D.

Lay Summary On multiple timescales, evolution plays critical roles in the

processes by which humans respond to infectious agents and other foreign

substances and the ways that infectious agents try to evade immune mecha-

nisms and exploit the resources of the hosts they infect. The human immune

response depends on white blood cells known as lymphocytes, and the suc-

cess of the responses these cells mount against such well-known causes of

infection as HIV-1 depend critically on cellular proliferation, variation in

antigen receptor genes, and selection, i.e., differential survival and replication

of cells that differ with respect to these immunity-related genes. Similarly, the

capacities of bacteria, viruses, and other infectious agents to harm hosts in

transforming host resources into pathogen progeny, to transmit to new hosts,

and to evade drugs and vaccine responses depend critically on mutation and

selection, i.e., pathogen evolution. Some of the evolutionary changes that

affect the abilities of infectious agents to successfully infect hosts, replicate,

and transmit to additional hosts can occur within the time frame of a single

host infection, creating a sort of ‘arms race’ between the pathogen and the

cells of the host immune system.

16.1 Introduction: Evolutionary Timescales

and the Immune System

Practitioners of the medically important fields of immunology andmicrobiology have

recognized the relevance of evolution for their disciplines for over a century [1, 2]. As

understanding in these fields has progressed to characterizing the roles of cells, genes,
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and molecules in determining the specificity, magnitude, and quality of immune

responses, and the molecular mechanisms responsible for pathogen-mediated trop-

isms, virulence, transmissibility, and resistance to pharmacologic agents, the rele-

vance of evolution has become even more sharply defined. In this chapter, the goal

will be to employ selected examples to illustrate some of the many aspects of host–

pathogen relationships for which knowledge of evolutionary mechanisms is relevant

and arguably essential.

Evolution shapes the human immune system and the immune response on three

timescales (Fig. 16.1). First, over millennia, phylogenetic evolution produced

extraordinarily complex and highly networked sets of cellular and molecular

responses in vertebrates, to both external and internal stimuli, that we generally

refer to as the immune system [3, 4]. This system includes responses that depend on

receptors, known as innate immune receptors, for microbial components that are

present, with relatively modest structural variations, in many species of pathogen

[5, 6]. These structures are often referred to as pathogen-associated or (more

accurately) microbial-associated molecular patterns (PAMPs or MAMPs). The

innate immune receptors for these microbial molecules are typically referred to as

pattern recognition receptors (PRR).

Phylogenetic

hundreds of millions of years

Ontogenetic

Somatic

speciation and 

genomic 

divergence 

origination of new cells 

and molecules 

participating in immunity

years

weeks to months or years
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development of adult B 

and T lymphocyte clonal 

repertoires

B or T cell clonal 

competition; B cell 

antigen-specific

recept or

diversification 

change over time in relative 

proportions of individual 

clones 

Fig. 16.1 The immune system evolves in clinically relevant ways on three timescales:

phylogenetic, ontogenetic, and somatic
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Second, the antigen-specific cells of the immune system, B and Tlymphocytes

originate primarily from hematopoietic stem cells in the bone marrow, like other cell

types found in the blood. They develop intomature forms in primary lymphoid organs

(bone marrow for Bcells and thymus for Tcells) through a complex process of

diversification of the genes encoding antigen-specific receptors (ASR) and selection.

Differential fitness arises in part from differences in antigen-specific receptor

(ASR) amino acid sequence and, therefore, antigen specificity [7, 8]. Over a period of

weeks to months, these ontogenetic selection events, both positive and negative,

determine which B or Tcells contribute to the naïve immune repertoire, which cor-

responds to a sort of dynamic library of receptor structures that confer on the organism

its unique abilities to respond to exogenousmolecular stimuli in the form of pathogens

and their components, toxins, and other substances originating from non-human

species. These processes represent evolution of populations of somatic cells, not

populations of organisms. They are relevant to medicine both because they establish

the ASR repertoires for B and Tlymphocytes and because aberrations of these

developmental pathways can lead to deficiency or malignant diseases.

Third, immune responses involve competition amongwhite blood cells, either B or

Tlymphocytes, expressing ASR differing in amino acid sequence. Typically, at a

given time, two or more B or Tcells may share the same precise ASR amino acid

sequence. Cells displaying ASR with structurally identical antigen-recognition

domains are referred to as a clone. Thus, the immune response can be viewed as a

process in which B or Tcells displaying ASR with different amino acid sequences

(encoded by genes with different nucleotide sequences) exhibit differences in fitness,

i.e., a process of clonal competition [9–12]. Particularly in the case of Blymphocytes,

the cells that produce antibodies, the clonal competition underlying an immune

response can involve both ongoing mutation (through a unique process known as

somatic hypermutation) and selection, and represents a truly neo-Darwinian evolu-

tionary process played out (i.e., on the level of somatic cells as opposed to independent

organisms), like the processes critical for B and Tlymphocyte repertoire development.

This physiological form of evolution occurs in a time frame of days to weeks or

months as opposed to the years, centuries, or millennia generally associated with

phylogenetic evolution.

The outcome of this somatic cell competition can make the difference between

life and death in the setting of an infection by a pathogen for which neutralizing or

opsonizing antibodies provide the main mechanism of protective immunity and that

produces progeny at a rate comparable to or more typically much greater than the

rate at which Blymphocytes proliferate. In theory at least, a tenfold increase in

average antibody affinity from an initially modest value can substantially reduce the

time necessary to reach the threshold of protective antigen-binding activity by a time

interval in which the pathogen burden could increase substantially. Blymphocytes,

in mice, require on the order of 7 h to divide [13] while bacterial pathogens can

divide as frequently as every half hour and viruses can increase at even more

impressive exponential rates. Thus, the selection of somatic cells can influence the

fitness of the whole organism and the trajectory of organismal evolution.
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16.2 Research Findings and Implications for Policy

and Practice

16.2.1 B- and T-Cell Evolution and HIV Vaccine

Development

A particularly salient example of the medical relevance of B-cell and

immunoglobulin gene evolution is in the context of HIV vaccine development.

HIV-1 has an exceptionally high mutation rate [14] and a proclivity for recombi-

nation [15]. These two attributes contribute to extremely rapid genomic diversifi-

cation [14] and evolution, both within-host and between-host [16]. The scale of

HIV-1 genomic diversity is exemplified by the claim from Korber et al. that the

HIV-1 viral genomes in one infected individual encompass the same approximate

extent of nucleotide sequence diversity exhibited by the worldwide population of

influenza A viral genomes over the course of a year.

Although a single virus is responsible for the transmission of HIV in most cases

[17], diversification of the virus in individual hosts implies that different subjects

are likely to be infected by genetically distinguishable viruses. Therefore, a vaccine

that elicits antibodies that interact effectively with only a subset of circulating HIV

viruses is unlikely to be highly effective on a population basis. These realities have

prompted intense interest in identifying and characterizing what are known as

potent broadly neutralizing antibodies (pbnAb) that will prevent infection of host

cells by the vast majority of extant HIV viruses. A number of prominent investi-

gators are hoping to be able to design HIV-derived immunogens (i.e., viral proteins

that can stimulate an immune response) that can elicit pbnAbs.

What has been revealed in studying numerous monoclonal human pbnAb is that

they have a very high number of somatic mutations (see Glossary) in the variable

domains [18–20], which are the portions of antibodies that are primarily responsible

for determining the affinity and specificity of interactions with antigens. Somatic

mutations only in the portions of immunoglobulin genes that determine the amino

acid sequences of variable domains result from a process that couples highly

localized (i.e., affecting only variable and not other antibody domains) genetic

variation with intense clonal competition and selection based on access to follicular

helper T-cells. These helper cells are CD4+ Tlymphocytes that provide signals

critical to activating the somatic hypermutation mechanism (see Glossary) and also

isotype switching. These processes are most often, although not always, localized to

specialized structures in secondary lymphoid tissues known as germinal centers

(GC) [21]. Consequently, the antigen elicits an intense evolutionary process that

offers one of the several currently plausible pathways to developing a vaccine that

can counter the rapid evolution of HIV-1 [22] (Fig. 16.2).

In the case of HIV-1, only a minority of infected individuals develops pbnAbs,

and in these individuals, it can take two or more years for pbnAbs to be produced.

At that late stage of infection, these antibodies cannot eliminate the virus from all

infected cells, some of which harbor the virus in latent forms that do not express
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sufficient quantities of viral protein for the antibodies or other elements of the

immune response to recognize and destroy these cells. In contrast, in the vaccine

context, pbnAbs would be present in the circulation prior to initial infection,

thereby permitting the antibodies the chance to prevent infection at the start.

Of course, similar if less extensive evolution of Bcells and immunoglobulin

genes are associated with antibody responses to most protein antigens. Such evo-

lution is undoubtedly of importance for protective antibody responses elicited by

vaccines for many bacterial and viral pathogens.

T-lymphocytes do not exhibit somatic hypermutation (or class switch recom-

bination) but they still engage in intense clonal competition. Therefore,

cell-mediated immune responses (which are mediated by T-lymphocytes) can also

display changes over time in relative proportions of different clonal lineages; i.e.,

T-cell populations also evolve in a neo-Darwinian sense in the time frame of an

immune response. A particularly interesting example of this process leading to an

autoimmune disease, scleroderma, in patients with cancer was described recently

[23]. Mutations in a gene that encodes a subunit of RNA polymerase III (an enzyme

involved in synthesizing ribosomal and transfer RNA molecules) appear to facilitate

tumorigenesis and also contribute to the elicitation of CD4+ T-cell responses that

cause the pathology associated with scleroderma. Both the process of tumor for-

mation and the immune response to the new antigen generated by the

tumor-promoting mutations in the cancer cells represent examples of somatic cell

evolution with clinical consequences.

Fig. 16.2 Coevolutionary conflict between HIV and host Blymphocytes and antibodies. Selection

of viral envelope variants (indicated by trimer color change) by neutralizing antibodies leads to

altered viral envelope proteins that in turn select for altered antibody V domains. Selected amino

acid substitutions confer better binding along with more potent and broader neutralizing activity.

These events occur in the germinal centers (GC) of lymph nodes or other secondary lymphoid

tissues. During this process, the Blymphocytes involved proliferate in the dark zone of the GC and

interact with helper T-cells in the light zone (LZ) of the GC. Reprinted from [46] with the

permission from RightsLink
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16.2.2 Pathogen Evolution

The evolution of pathogens affects many medically relevant attributes including

pathogen virulence, transmissibility, drug resistance, and the effectiveness of vac-

cines (Fig. 16.3). Below, I briefly provide examples for each of the above.

16.2.2.1 Virulence

Consider Toxoplasma gondii, which is an intracellular protozoan parasite that

infects many different vertebrate species asexually and undergoes a sexual cycle

after infecting cats [24]. Parasite oocysts are potentially introduced into the human

environment in cat feces. T. gondii is of interest in clinical medicine because

humans can serve as accidental intermediate hosts when they ingest oocysts in, for

example, undercooked, contaminated meat or ingest mature parasites in contami-

nated drinking water. Mother-to-child transmission can also occur.

In most healthy individuals, the infection does not cause illness, but in indi-

viduals with immune deficiencies and in fetuses, it can cause substantial morbidity.

In the case of congenital infection of a fetus, morbidity, including vision loss,

cognitive deficits, and seizures, tends to be more severe with earlier infection. Fetal

infection can result in either miscarriage or stillborn birth. Sibley and colleagues

[25] have now further clarified the molecular basis for the variation in virulence

among different T. gondii lineages for mice, an important prey species for cats and

therefore an important intermediate host species.

There are three lineages of T. gondii in North America and Europe, and these

lineages vary substantially in virulence for mice. With respect to typical laboratory

mice, Type I is highly virulent, Type II exhibits an intermediate degree of virulence,

and Type III is avirulent. In previous work [26, 27], Sibley and his associates used
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genetic crosses among these three lineages to identify key genes that contribute to

virulence. Specifically, they identified a gene (ROP18) that encodes a protein

(ROP18) released from the secretory organelle known as the rhoptry [26, 27]. In the

most recent study in this line of investigation, Etheridge et al. reveal that two other

genes (ROP5, ROP17) and their gene products (ROP5, ROP17) contribute critically

to virulence in mice.

These parasite proteins promote virulence by inactivating multiple mouse pro-

teins, including those known as immunity-related GTPases (IRGs) that are

expressed at increased levels by cells exposed to interferon-gamma (IFNg) and are

involved in killing parasites inside mouse cells [28]. However, the detailed

molecular basis for T. gondii virulence in humans or even other mouse species does

not conform to the pattern in the typical inbred mouse strains used in the laboratory.

Humans do not appear to have IRG proteins [29]. So, the ROP proteins that are so

crucial in laboratory mice are not the key to virulence in humans. Furthermore, the

degrees of virulence of T. gondii of Types I, II, and III that are so discernible in

mice are not important in the human context. While IFNg is important in humans as

in mice for cell-autonomous immunity to T. gondii, the key effect of IFNg is

increased expression of indoleamine 2,3-dioxygenase (IDO), an enzyme that

degrades the amino acid tryptophan. Conversely, IDO is not important in

cell-autonomous mouse immunity to T. gondii.

The preceding illustrates that virulence in T. gondii is both a relational property

and a dynamic property that depends on the evolution of the parasite and each host

species that it infects. Genetic differences among members of each host species and

betweenhost species presumably drive the diversification of the parasite into dif-

ferent lineages with different strategies for optimizing virulence and transmissibility.

16.2.2.2 Transmissibility

A central challenge confronting physicians and other healthcare professionals

focused on infectious diseases is tracking the transmission of pathogens both inside

and outside of hospitals. One key step in the process of controlling outbreaks of

infectious diseases in hospitals is determining whether infections in any particular

patient are caused by person-to-person transmission. The traditional approach to

addressing this challenge for bacterial infections involves taking account of epi-

demiological data, assessment of antibiotic sensitivities, and identification of alleles

at a limited number (<1 %) of bacterial loci using multi-locus sequence typing

(MLST).

A 2012 study [30] demonstrates that whole-genome sequencing (WGS) of

infectious isolates from patients involved in a presumed outbreak and covering

>95 % of pathogen loci can contribute to determining the transmission network. In

this particular study, focused on infection by methicillin-resistant Staphylococcus

aureus (MRSA), both inpatients and outpatients were likely involved.

This study began in 2011 when the authors identified three simultaneous cases of

MRSA carriage in the special care baby unit (SCBU) at a university hospital in
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England. Infection-control specialists identified thirteen other SCBU patients with

one or more positive screen for MRSA. The team was unable to confirm an out-

break stretching over the relevant time period using conventional approaches.

Application of WGS to the relevant pathogen isolates permitted the mapping of a

plausible network of infection transmission events.

The WGS provided a number of key insights that might have otherwise

remained hidden. First, the team identified a new sequence type (ST) of MRSA,

ST2371 that was found to be phylogenetically related to a ST of MRSA, ST22,

known to be involved in a high percentage of hospital-associated MRSA infections

in the United Kingdom. Thus, it is likely that ST2371 was derived from ST22 but

differed (i.e., evolved) from ST22 in having acquired genes encoding an exotoxin,

Panton-Valentine leucocidin (PVL), which kills host white cells and has been

associated with a dangerous form of pneumonia.

Another important contribution derived from analysis of the WGS data was the

demonstration that infants in the SCBU transmitted MRSA to their mothers. There

were also transmission events from mothers to other mothers in a postnatal hospital

unit and from mothers to their partners outside of the hospital.

The result of applying WGS as part of a prospective longitudinal surveillance

program in the SCBU was that a new MRSA infection, after a deep clean of the

SCBU and an absence of new SCBU MRSA cases over more than two months, was

inferred to be part of the outbreak. The authors therefore screened SCBU staff

members for MRSA, and one member of the staff, out of 154, was found to be

positive for MRSA. WGS confirmed that the staff member carried the outbreak

MRSA, ST2371. These results suggested to the infection-control team that this staff

member reintroduced the outbreak-associated strain to at least one patient in the

SCBU.

16.2.2.3 Drug Resistance

Perhaps the iconic exemplar of the relevance of evolution to biomedicine and even

direct clinical care of individual patients is the development of resistance to antibi-

otics by bacterial pathogens. The first widely used antibiotic, penicillin, was intro-

duced for mass use in 1943 and over the next seventeen years, its use reduced the

incidence of infection-related mortality by more than 93 % compared to 1900 [31].

Nevertheless, already in the 1940s it became clear that some bacteria possessed the

capacity to degrade and inactivate penicillin. In fact, it is now clear that antibiotics

and antibiotic resistance genes have existed for many millions of years [32].

After the introduction of penicillin, as each subsequent antibiotic was introduced

in ensuing decades, resistance followed after varying time intervals but with virtual

certainty [31]. The close correlation between antibiotic consumption and the rates

of antibiotic resistance in a comparison of European countries [33] supports the

inference that chemotherapeutic agents intended to kill bacteria will have the

consequential effect of selecting resistant variants that will then increase in fre-

quency. This phenomenon exemplifies the broader phenomenon documented in a
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publication by the American Academy of Microbiology that summarizes a 2012

colloquium on the common mechanisms involved in the development of resistance

to antibiotics, antivirals, pesticides, herbicides, and anti-cancer drugs [34].

An example of the intricate molecular mechanisms responsible for the devel-

opment and spread of resistance is provided by the ability of some influenza A

viruses to escape treatment with the antiviral agent, oseltamivir. Beginning in 2007,

oseltamivir-resistant influenza A viruses containing N1 neuraminidase (NA), a

virion surface glycoprotein involved in releasing maturing virions from the surfaces

of infected cells, started to increase in frequency. Mutation of histidine to tyrosine at

position 274 (H274Y) of the neuraminidase was associated with this resistance [35].

Yet, when this mutation alone was introduced into viruses and the resulting fit-

ness in mice and ferrets, as assessed both in vitro, (in tissue culture), and in vivo,

was reduced. Bloom et al. [36] investigated this apparent paradox suspecting that

other mutations in the neuraminidase might permit the H274Y mutation to occur

without greatly diminishing fitness. Analysis of a phylogenetic tree for NAs in

seasonal H1N1 viruses from 2006 led to identification of two candidate mutations

(V234M and R222Q) that could have counteracted the otherwise negative effects of

the H274Y mutation on viral fitness among naturally circulating viruses. Additional

experiments verified that both of these mutations restored fitness by preventing loss

of either total NA enzymatic activity or replication ability.

Structural studies suggest that the molecular mechanism for H274Y-mediated

resistance was based on the ability of the tyrosine to limit the motion of the side

chain of the glutamic acid at NA position 276 that is necessary for oseltamivir to

bind [37, 38]. Understanding the evolution of resistance in biophysical terms at the

molecular level offers the possibility of further efforts in drug development to regain

therapeutic efficacy.

16.2.2.4 Vaccine Effectiveness

Vaccination is arguably the single greatest contribution to public health and the

reduction of morbidity and mortality made by modern medicine [39, 40]. I would

not be surprised if the many investigators in this field regarded the elimination of

infection by smallpox virus by a worldwide vaccination campaign the single

greatest triumph in the application of immunization. One possible consequence of

this spectacular achievement may be to regard the implementation of a successful

vaccine as the end of the battle to defeat a particular pathogen, but such a per-

spective takes insufficient account of the potential evolutionary responses of

pathogens to such intervention as long as eradication is not achieved. Because many

pathogens have non-human reservoirs and may be much more diverse and rapidly

evolving than smallpox virus, it is not plausible, as a public health objective, to

eliminate most pathogens.

Consider the challenge posed by Streptococcus pneumoniae (pneumococcus).

This encapsulated bacterial pathogen exists as at least 90 serotypes, with each ser-

otype expressing a distinctive polysaccharide capsule. Although there are serological
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cross-reactions among these different capsule structures, antibody-mediated immu-

nity is largely serotype-specific.

As a consequence of this relative serotype specificity in the protective host

immune response, the two types of vaccines currently in use clinically to provide

immunity to the pneumococcus are both multivalent. The polysaccharide-only

vaccine contains 23 different capsular polysaccharides representing the most

common serotypes associated with clinical infections. Since this vaccine is rela-

tively ineffective in children less than two years of age, there is also a conjugate

vaccine with as many as 13 different capsular polysaccharides independently and

covalently attached to a carrier protein.

Studies of the epidemiology of pneumococcal infection after implementation of

the conjugate vaccine among young children in various geographic settings have

revealed the expected decline in frequency of infection with serotypes represented

in the vaccine. Of particular interest for present purposes, infections caused by

non-vaccine strains have increased in frequency in some settings [41], a phe-

nomenon called “serotype replacement.” Such results suggest that conjugate vac-

cines can act as reasonably potent agents of selection on the pneumococcal

population, thereby shaping the evolutionary trajectory of the pathogen.

The authors of a 2011 [42] study of 240 isolates of a particular multi-drug-resistant

strain of pneumococcus from geographic locations on four continents used

whole-genome sequencing to address the sources and pace of evolutionary change of

this pathogen. Among the interesting findings reported were the following: (1) the

majority of genetic variation was due to horizontal gene transfer and recombination

between the imported DNA and the host chromosomal DNA as opposed to more

classical base substitutions in the chromosomal genes, and (2) loci involved in

producing cell surface proteins or capsular polysaccharide were involved more fre-

quently than average loci in such recombination events strongly suggesting selection

by the human antibody response. Consistent with the preceding inference, ten of the

studied isolates were found to have switched serotypes (determined by the structure

of the capsular polysaccharide) to serotypes not represented in the conjugate vaccine

available prior to the study.

Such evolution resulting in serotype replacement has implications for vaccine

design. In particular, the notion of a universal pneumococcal vaccine based on

surface proteins that are relatively conserved in structure among different capsular

serotypes may need to include multiple variants of multiple surface proteins

encoded in different genomic regions to minimize the chances that one horizontal

gene transfer event could eliminate susceptibility to vaccine-elicited antibodies.

16.2.2.5 Chronic Diseases

Beyond the direct relevance of evolution to immunology and microbiology/

infectious disease, both immune processes and microbes have been shown in recent

years to contribute to the causation of a growing number of medical conditions not

previously suspected of involving immune or microbial mechanisms. Examples
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include type-2 diabetes [43] and obesity [44]. In 2014, a leading authority on

infectious diseases, Martin J. Blaser, published a thorough and accessible discus-

sion of one perspective on the increased risks of allergic, autoimmune, and meta-

bolic disease caused by major perturbations in the relationship that evolved over

millennia between the many bacterial species that have historically composed the

human microbiome and humans [45]. This book documents the growing body of

evidence that substantiates major health effects of heavy antibiotic use by drasti-

cally altering the selective pressures on bacteria.

16.3 Conclusion

Evolution on multiple timescales is central to immune responses and immunity to

pathogens. Reciprocally, evolutionary phenomena are critical to pathogenetic

mechanisms of infectious agents, pathogen transmission, and the development of

resistance tomedical interventions. So for example, the near-certainty that single-drug

therapy for viruses and bacteria will elicit drug resistance has critically informed the

design of more effective and more resilient combination chemotherapy regimens. In

addition, determining the origins of infectious disease outbreaks and making accurate

predictions regarding the qualitative and quantitative features of their spread often

rely, respectively, on assessing the phylogenetic relationships of disease isolates and

understanding the selection pressures to which specific pathogens are subject.

Therefore, a grasp of evolutionary concepts and principles is an essential foundation

for both biomedical scientists and clinicians interested in specializing in fields of

medicine related to immune system function or interactions with infectious agents.

Glossary

Immunity-related

GTPases

A family of proteins in humans, mice, and other mammals

that are encoded by genes that can become active in

response to the cytokine interferon-gamma. These proteins

can catalyze the hydrolysis of guanosine triphosphate to

guanosine diphosphate and orthophosphate and can be

involved in immunity to vacuolar pathogens by triggering

the process of autophagy, which also participates in normal

cellular recycling of cellular components. Opsonization—

the process by which molecules such as antibodies or pro-

teolytically derived components of the serum proteins that

are participants in the complement cascade facilitate the

ingestion of bacteria, other microbial pathogens, or other

particulates by phagocytes, such as neutrophils, monocytes,

macrophages, or dendritic cells.
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Pathogen A microbe or macroscopic parasite that can infect host

organisms and can cause cellular dysfunction, tissue dam-

age, and fitness reduction in those hosts.

Phylogenetic

relationship

A relationship between species, cells, or genes based on

relative temporal proximity to shared common ancestors;

thus if we consider three species or three genes, A, B, and C,

if A and B shared a more recent common ancestor than

either A or B shares with C, A and B are more closely

related, phylogenetically, to one another than to C.

Somatic cell

competition

A process in which survival and proliferation of non-germ

cell body cells, such as Blymphocytes, depends on com-

parative abilities to acquire a limiting resource, such as

critical signals from CD4+ T-cells (so-called helper T-cells)

in the case of germinal center Bcells.

Somatic

hypermutation

A process affecting Blymphocytes following their activation

by antigens in which the portions of immunoglobulin

encoding genes that determine the structures of the antibody

domains responsible for directly binding to antigen are

subjected to an increased rate of mutation. This process

typically occurs in germinal centers within lymph nodes or

other secondary lymphoid tissues.

Tropism A characteristic of a virus or other pathogen that pertains to

which cell types or tissues of which species can support the

replication of that pathogen.

Virulence Frequently regarded as an attribute of a pathogen pertaining

to the extent of debilitation that follows infection; in evo-

lutionary terms, virulence is a relational property attribu-

table to a particular host–pathogen pair that measures the

extent to which infection of that host with that pathogen

reduces host reproductive fitness.
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Chapter 17

Helminth Immunoregulation and Multiple

Sclerosis Treatment

Jorge Correale, M.D.

Lay Summary Multiple sclerosis (MS) is a disease of the central nervous

system (CNS) (brain, spinal cord and optic nerve), characterized by loss of

myelin, an insulating cover of fat and proteins surrounding structures of the

nervous system. As a consequence of this damage, conduction of nerve

impulses is slower and patients present different symptoms, which can lead to

irreversible disability. MS is the second cause of disability in young adults

after traumatic brain injury. Although its origin remains unknown, there is

scientific evidence to support the hypothesis that the individual’s own

immune system damages myelin, making MS a so-called autoimmune dis-

ease. During the last half of the twentieth century, the number of MS cases

has increased significantly, probably due to different environmental factors,

including decline of infections resulting from better public health practices.

Epidemiological studies have demonstrated that patients infected with certain

kinds of parasites, particularly those called helminths, present a more benign

disease course. Parasites are often long-lived and inhabit hosts with an intact

immune system; consequently, it is not surprising that they would acquire

modulatory molecules enhancing their survival. Studies of autoimmune dis-

eases in different animal models have corroborated these epidemiological

findings. Mice infected with helminths show protection from disease or

attenuation of symptoms. These observations have triggered interest in

exploring the clinical efficacy of establishing controlled parasite infections in

patients with allergic and autoimmune diseases. To date, clinical trials using

this approach are based on small sample sizes and oriented to reproduce

epidemiological data and confirm observations in animal models. Clearly,
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more prolonged and extensive studies including larger numbers of patients

are needed to assess this novel therapeutic strategy. Alternatively, identifi-

cation of parasite-derived molecules responsible for the modulation of the

host immune system would allow the treatment of autoimmune diseases

without the risk of potential side effects observed using live parasites.

Although positive results have been reported administering parasite products

in mouse models of autoimmunity, much remains to be explored before the

field can move from experimental animal models to clinical practice.

17.1 Introduction

Multiple sclerosis (MS) is an inflammatory demyelinating disease of the CNS,

affecting an estimated 2 million people worldwide and representing the second

cause of nervous system disability in young adults after traumatic brain injury. The

disease affects mainly young adults between 20 and 40 years of age and is

approximately 2–3 times more frequent in females than in males. Its symptoms vary

both over time and among patients, and their broad spectrum exerts considerable

impact on health-related quality of life experienced by patients and their families

compared to other chronic, debilitating diseases. MS course is highly variable, but

most classically characterized by a relapsing–remitting (RR) pattern in which acute

exacerbations are followed by periods of stability (remissions). However, in up to

50 % of patients, the pattern evolves to a secondary progressive course after

10–15 years of disease, characterized by relentless neurological deterioration over a

period of several years, something that may occur from the onset (primary pro-

gressive course) in a minority of patients (*15 %; [1]).

Although the aetiology of MS remains elusive, several lines of evidence support

the hypothesis that autoimmunity plays a major role in disease pathogenesis [2].

Autoimmune diseases are currently considered to result from complex interactions

between individual genetic susceptibility and external environmental factors [3, 4].

Based on the findings of several genomewide association studies, the genetic

component of MS is believed to result from common allelic variants in several

genes acting as cooperative networks [5].

One of the most striking illustrations of the importance of the environment in

MS pathogenesis is the particular geographical distribution of the disease.

Prevalence rates are greater in high-latitude regions and uncommon near the equator

[6]. Additionally, population migration studies indicate that individuals moving

from areas of low, to areas of high risk, particularly before the age of 15, show

similar incidence to host country populations, suggesting the presence of either a

protective factor in the region of origin or, alternatively, a harmful factor in the
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adopted region [7]. Space–time cluster analyses performed both in Norway and in

Sardinia have shown clustering between 13 and 20, and 1 and 3 years of age,

respectively [8, 9]. The hypothesis analysed in these studies suggests that the

higher-than-expected disease prevalence in individuals living close to one another

during the same time period may have resulted from exposure to putative envi-

ronmental risk factor(s) prior to disease onset and considers the probable cause to

be infection acquired either in adolescence or in early childhood by individuals not

protected through previous infection, depending on population-specific suscepti-

bility. Furthermore, serial cross-sectional comparisons of MS epidemiology from

various continents provide compelling evidence in favour of a significant rise in MS

incidence and prevalence in recent decades [10]. Given the short duration over

which these population changes have occurred, genetic factors alone seem an

unlikely cause, indicating that MS risk is likely influenced by the environment.

Therefore, MS most likely results from the combination of both genetic and

environmental factors. Identifying these environmental factors and elucidating how

they increase autoimmune disease risk would help develop new MS treatment

strategies. Candidates likely to be responsible for the development of MS, alone or

in combination, include most notably sunlight–UV exposure/or vitamin D defi-

ciency, and viral infections, and cigarette smoking. Factors may not only influence

disease onset at any time in the life of an individual, but also affect relapse rates in

patients presenting relapsing–remitting forms of MS (RRMS) [11–14].

17.2 Research Findings

17.2.1 The Hygiene Hypothesis and the “Old Friends”

Hypothesis

An ongoing debate persists as to whether infections prevent or precipitate

autoimmune diseases (see also Chap. 15). Several studies implicate infectious

environmental factors present during childhood and young adulthood as strong

determinants of MS risk. Microbial infections have also been identified as triggers

inducing autoimmunity, resulting in clinical disease manifestations in genetically

predisposed individuals. Alternatively, infections might accelerate subclinical

autoimmune processes [15, 16].

Conversely, however, certain epidemiological and experimental studies support

the hygiene hypothesis, which considers infections protect rather than induce or

accelerate autoimmune diseases such as MS [17]. In line with this concept,

Leibowitz and coworkers suggested, in 1966, that greater MS prevalence correlated

with high levels of sanitation in childhood environments [18]. There is increasing

evidence that lack of exposure to organisms that were part of mammalian evolu-

tionary history is leading to disordered regulation of the immune system and hence

to increases in several chronic inflammatory disorders [19]. Epidemiological data
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have demonstrated an inverse relation between infections, and allergic and

autoimmune diseases in the developed world during the last five decades, even after

adjusting for improvements in access to medical attention and diagnostic capabil-

ities [17]. The rise observed in autoimmune disease prevalence is too rapid to be

considered secondary to genome alterations, implying some critical environmental

change must have taken place. Progressive industrial development has pushed

human migration from rural areas to cities, exposing the immune system to new

environments, and the decreased incidence of many infectious diseases resulting

from better public health practices has likely increased autoimmune disease

emergence. Organisms changed or depleted from the modern environment and

shown to be relevant to immunoregulation include the following: firstly microbiota,

commensal organisms on the skin and in the gut; secondly environmental sapro-

phytes like lactobacilli and many actinomycetes species; and finally helminths [19].

The component of the hygiene hypothesis implicated in faulty induction of

immunoregulation is explained as the “old friends” hypothesis [19]. This hypoth-

esis excludes childhood diseases as a requisite factor and focuses on organisms that

have coevolved with mammals for a very long time, ones that were always present

(lactobacilli, a variety of saprophytic mycobacteria and helminths), were tolerated

by the immune system and were absent from the pathogen load in developed

nations. Thus, induction of appropriate levels of immunoregulation by “old friends”

becomes a physiological necessity, in which genes involved in this immunoregu-

latory setting are located in certain micro-organisms rather than in the mammalian

genome. The theory postulates that reduced exposure to “old friends” would

therefore not allow ending appropriately inflammatory episodes, leading to a range

of chronic inflammatory disorders.

Allergies and autoimmune diseases have increased both their prevalence and

incidence with decreasing helminthic infection. Individuals infected by helminths

are less likely to suffer allergic sensitization or allergic disorders [19]. Likewise,

epidemiological investigations demonstrating an inverse correlation between the

global distribution of MS and that of the parasite Trichuris trichiura, a common

human pathogen, further strengthen the hygiene hypothesis [20]. MS prevalence

appears to fall steeply once a critical threshold of T. trichiura prevalence (about

10 %) is exceeded in any given population. Thus, the dichotomous distribution of

MS and T. trichiura infection suggests that helminth infection protects against MS

development. Indeed, regions of the world where poor sanitary conditions generate

endemic areas of parasitoses show lower prevalence of allergic and autoimmune

diseases. Additionally, evidence for a causal effect of parasites on reducing allergies

and autoimmune diseases stems from reports that clearance of infection using

antihelminthic treatment increases reactivity to skin tests against different allergens,

as well as disease activity in MS patients [21, 22]. This protective effect of hel-

minths might depend on parasite load. Elevated numbers of organisms may trigger

regulatory circuits, while lower ones may act as immune adjuvants, enhancing

allergic sensitization.
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Animal models have confirmed the hypothesis that helminths can dampen

allergic manifestations and autoimmune disease by driving immune regulation.

Many examples exist in both spontaneous and induced models of human autoim-

mune diseases, where helminth infection or products thereof influence the course of

autoimmune pathology [23–26]. One particular animal model, experimental

autoimmune encephalomyelitis (EAE), which mimics essential clinical and

pathological characteristics of MS, has been used in several studies investigating

the impact of helminth infections, or their products, on disease severity and

immunological response. In most EAE models, prior infection with helminths, or

exposure to non-viable ova, or to parasite-secreted products reduced both incidence

and severity of the disease. These observations would indicate the presence of a

systemic anti-inflammatory milieu generated by multiple cell types and molecular

mediators, influencing autoimmune response [23, 27]. Heterogeneity of immuno-

logical response can be attributed to specific helminth species, helminth-derived

products, age at which infection was acquired and infection intensity. Helminths are

often considered a homogeneous species, but significant differences exist between

organisms. Conversely, there is evidence from mouse models to suggest that hel-

minth infections, under certain conditions, can also exacerbate disease [28]. For

these reasons, caution is recommended when interpreting data from animal models.

17.2.2 Induction of Immunoregulatory Circuits

by Helminths

The immune system is made up of different cell types able to recognize and

eliminate pathogens. Type-1 immune responses protect against intracellular

pathogens, type-2 responses are directed mainly against parasites, and type-17 cells

are important in the control of extracellular bacteria and fungi. However, these

different cell populations can also inflict damage to tissues when acting in

uncontrolled manner. T helper (Th)-1 and Th-17 cells release proinflammatory

cytokines necessary to attack pathogens. However, inappropriate activation is

associated with several autoimmune diseases. Likewise, Th-2 cells drive different

antiparasite mechanisms, but when overactivated can lead to allergic disorders.

Th cells are under the control of regulatory networks, represented mainly by T cells,

which produce different inhibitory molecules.

In endemic areas, many if not most helminth-infected individuals are relatively

asymptomatic. Manifest disease occurs often in individuals with reduced immunity,

more susceptible to infection or presenting very high worm burden. Maintaining a

disease-tolerant or asymptomatic state requires adequate balance between regulatory

immune mechanisms present both in the host and in the helminth. Chronic helminth

infections cause continuous and profound effects on the immune system function

[29, 30]. Finely tuned immune regulatory networks governing susceptibility and

17 Helminth Immunoregulation and Multiple Sclerosis Treatment 245



resistance to helminths exist, which are both redundant and parallel, in order to

exclude parasites while minimizing collateral pathology. Current investigations have

shown that peripheral T cells from infected patients are unresponsive to stimulation

with parasite antigens, and response to other antigens is also reduced, with the

regulatory T cells being one of the most common mechanisms in play [31].

The “old friends” hypothesis suggests helminths are recognized by dendritic

cells (DCs), and these in turn mature into regulatory DCs and drive regulatory T

cell responses against parasite antigens, leading to the release of regulatory

cytokines exerting bystander suppression. Furthermore, regulatory DCs increas-

ingly process self-antigens, further elevating regulatory T cell numbers, specifically

triggered by these antigens and downregulating autoimmune response [19].

Induction of alternatively activated macrophages has also been identified as key

component of immune regulatory networks functioning during helminth infections

[29]. In this case, helminths and their excretory–secretory molecules are endowed

with the ability to act through a broad array of cellular mediators to temper host

immune responses.

Evidence of these protective mechanisms has been demonstrated in patients

suffering from MS [32]. In an observational prospective double-cohort study, we

demonstrated that RRMS patients infected with different parasites (Hymenolepis

nana, T. trichiura, Ascaris lumbricoides, Strongyloides stercolaris and Enterobius

vermicularis) showed significantly lower number of exacerbations, minimal chan-

ges on disability scores as well as significantly lower radiological activity, com-

pared to uninfected MS individuals. Parasite-driven protection leads to the

development of interleukin (IL)-10 and transforming growth factor (TGF)-β

secreting cells, as well as CD4+CD25+FoxP3+ regulatory T cells, while simulta-

neously inhibiting T cell proliferation and suppressing interferon (IFN)-γ and IL-12

production [32]. In addition, helminth infection in MS patients induces regulatory B

cells capable of dampening the immune response through IL-10 production [33].

Interestingly, when some patients received antihelminthic drug treatment for

worsening of parasite-associated symptoms, a major reduction in parasite egg

numbers per gram of faeces was observed, as well as significant increase in clinical

and radiological MS activity. Flares were accompanied by substantial increase in

IFN-γ- and IL-12-producing cell numbers and a decline in IL-10, TGF-β and

regulatory T cells, providing evidence of direct autoimmune response suppression

as a result of helminth infection [22]. These observations indicate that helminth

therapy can induce protection not only through prevention, since helminths can be

present before an autoimmune disease develops, but also after the disease is

established. Figure 17.1 illustrates the major mechanisms involved in the control of

the autoimmune response and allergic processes during helminth infections.

Moreover, it is important to note that immunosuppressive effects mediated by

parasite infections end once the parasite has been eliminated, suggesting that

immune regulation is a transient process requiring constant induction.
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17.3 Implications for Policy and Practice

On the basis of the findings here described, helminth therapy has been used in

clinical trials associated with allergic and autoimmune diseases including inflam-

matory bowel diseases (IBD) and MS [34–36], and several more clinical trials are

currently underway in other diseases. It must be pointed out that not all helminth

infections can be deemed therapeutically equal, and some might worsen the disease

[28, 37]. Therefore, parasite species selection is crucial. In this respect, most current

studies use either Trichura suis (T. suis, pig whipworm) or Necator americanus

(human hookworm). Using parasites that do not permanently colonize humans

(T. suis) or organisms that can be administered at low infection intensity and

eliminated with antihelminthic drugs (N. americanus) decreases the potential for

Fig. 17.1 The immune system is educated under different stimuli received by pathogens or the

environment. Dendritic cells (DC) can differentiate into different populations according to the type

of stimulus they receive and the magnitude of it. Dendritic cells can be stimulated by autoantigens,

viruses, bacteria or helminths, inducing the development of Th-1, Th-17, Th-2 or regulatory T

cells. Uncontrolled Th-1 or Th-17 activity leads to the development of autoimmunity, whereas an

abnormal Th-2 response determines allergic responses. A high parasitic load changes the

physiology of the microenvironment, endowing the dendritic cells with the ability to induce

regulatory T cells producing IL-10 and TGF-β, generating an anti-inflammatory environment able

to inhibit inflammatory responses that affects the development of autoimmunity or allergic

reactions. The dotted lines represent inhibitory processes
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accidental disease transmission to healthy subjects. In this line, T. suis ova

(TSO) has recently been approved as an investigational medicinal product (IMP) by

both the US Food and Drug Administration and the European Medicines Agency,

while N. americanus has been granted IMP licence by the Medicines and

Healthcare Regulatory Authority in the UK.

Nevertheless, possible caveats should be considered when assessing these trials.

Data from animal models demonstrating favourable influence on EAE outcome

have preferentially been observed during preimmunization and inductive phases

[23, 38], suggesting it may be more difficult to suppress ongoing reactions than

prevent their development. Moreover, many trials use asymptomatic infection

doses, which are significantly lower than those of natural infections and therefore

possibly insufficient to suppress pathology [39].

Initially, encouraging results on the effects of helminth infections in IBD [35, 36]

led to trials to establish whether T. suis had any effect on MS. The first clinical trial

of helminth therapy in MS was the helminth-induced immunomodulation therapy

(HINT) study [40]. In this small scale, safety-oriented trial, five newly diagnosed

RRMS patients received TSO, administered orally every 2 weeks for 3 months.

Mean number of gadolinium (Gd)-enhancing MRI lesions fell from 6.6 at baseline,

to 2.0 at the end of treatment and rose again to a mean of 5.8 lesions 2 months after

TSO treatment was discontinued. Treatment was associated with relative increases

in IL-4 and IL-10 levels in serum, as well as elevation of C-reactive protein and

antibodies to T. suis excretory/secretory products (IgG1 and IgA), indicating robust

systemic immune response to T. suis colonization. Peripheral CD4+CD5+FoxP3+

cells increased modestly in 2 of the five study subjects, and TSO was well tolerated.

Minor gastrointestinal symptoms observed in 3 of 5 subjects were transient.

Although MRI study results seem promising, they should be interpreted with

caution due to the small sample size and the short follow-up duration. After

reviewing HINT study results, regulatory authorities approved a follow-up clinical

trial (HINT 2) with 18 relapsing–remitting MS patients, studied for 20 months

using a baseline versus treatment design. Final results of this trial are expected to be

published in 2015.

In another study (Trichuris suis ova therapy for relapsing multiple sclerosis—a

safety study, TRIMS A) conducted at the Danish Multiple Sclerosis Center of

Copenhagen University Hospital, 10 RRMS patients were treated with TSO every

2 weeks for 3 months [41]. The primary outcome measure was MRI activity based

on the number of new or enlarging T2 lesions, the number of Gd-enhancing lesions

and the volume of T2 lesions. Brain MRI testing was performed every 3 weeks. The

investigators concluded that TSO seemed to be safe and well tolerated. However,

no clinical, MRI or immunological signals indicating benefit were observed.

Investigators at Charite University in Berlin conducted the first exploratory study

in secondary progressive MS patients [42]. Four patients were surveyed during

6 months of therapy with TSO, given orally every 2 weeks. The study focused on T

cell modulation as well as on innate immune response. Stimulated peripheral blood

mononuclear cells showed slight downregulation of Th-1-associated cytokine pat-

terns, with temporal increase of Th-2-associated cytokines such as IL-4.
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A double-blind placebo-controlled phase II trial (Trichuris suis ova in recurring–

remitting multiple sclerosis and clinically isolated syndrome, TRIOMS) has been

initiated by the same investigators [43]. The study will recruit 50 patients with

RRMS or clinically isolated syndrome with clinical activity, not undergoing any

standard therapy. Patients will receive either TSO every 2 weeks or placebo for a

12-month treatment period and will be followed for an additional 6 months.

Another phase II double-blind placebo-controlled study (worms for immune

regulation of multiple sclerosis, WIRMS; NCTO1470521) has begun at the

University of Nottingham. The study will enrol 72 RRMS and secondary pro-

gressive MS patients with superimposed relapse, who will be treated with dermally

administered live larvae of N. americanus or placebo. Worms will be allowed to

remain within host for a full 9 months. Investigators speculate that this period of

residence will establish and maintain immunoregulatory mechanisms of sufficient

magnitude to translate into the anti-inflammatory effect and consequently generate

therapeutic benefit. The cumulative number of new and active lesions on

T2-weighted MRI will be the primary outcome measure. Regulatory network

induction (regulatory T cell induction, regulatory B cells, Tr1 cells and natural killer

cells) will be the secondary outcome measure.

Clearly, at this time, a number of critical issues need to be addressed in further

investigations. Questions remain regarding which helminth is most effective, and at

what dose, which is the best route of administration or optimal timing for intro-

ducing infection in relation to disease onset, whether helminth-derived molecules

have the same efficacy as live parasites and what the optimal treatment schedule

should be.

Although effects of helminth therapy on vaccine efficacy have not been evalu-

ated, several studies have shown that helminths can influence vaccine efficacy by

modulating host immune response, in particular when Th-1-like and cell-dependent

responses are required. S. mansoni infection was shown to reduce BCG-induced

protective response against Mycobacterium tuberculosis in mice [44]. Likewise,

helminth infections dramatically reduced malaria DNA vaccine immunogenicity

[45]. Moreover, epidemiological studies have demonstrated that Schistosoma

sp. infections decrease the efficacy of vaccines against tetanus and hepatitis B virus

[46, 47]. Overall, effects of helminth therapy on vaccine efficacy need to be further

investigated.

TSO safety profiles have been extensively studied in IBD patients, even while on

concomitant immunosuppressive drugs, without observing any significant side

effects. In the HINT 1 study, some patients presented transient diarrhoea and upper

abdominal pain 30–50 days after TSO treatment initiation (lasting 3–5 days),

symptoms possibly related to an innate inflammatory immune response in the gut

induced after initial T. suis larvae colonization [40]. These had not been observed in

earlier TSO studies in IBD patients, perhaps because they were occurring in the

context of moderate gastrointestinal pathology in the study population [48]. Nor did

these symptoms interfere with patient daily life activities. An additional concern in

helminth therapy is whether helminth colonization may worsen other pathogenic

infections (bacterial, parasitic or viral) especially in immunocompromised hosts.
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Enhancement of disease and pathology by coinfection of T. suis and Campylobacter

jejuni or T. Trichiura has been described. However, this has never been observed in

TSO-treated patients [49, 50].

Another helminth studied in clinical trials thus far is the hookworm

N. americanus. In previous studies of helminth therapy, the most common

hookworm-related side effect was localized maculopapular rash at skin entry site,

which began within a day or so of infection and typically lasted 2–5 days. In some

patients, rash recurred approximately 2–3 weeks after infection for up to 10 days

before disappearing. The most troublesome adverse effects were gastrointestinal

symptoms, such as diarrhoea and abdominal pain. The other most commonly

reported symptoms were malaise and fatigue, which occurred between week six to

seven of treatment and have been associated with systemic eosinophilia, rather than

with a direct parasite effect. Dose-ranging studies of therapeutic N. americanus

infection have shown side effects to be dose dependent. Doses higher than 10 larvae

correlated with more frequent and severe adverse events than low-dose inocula. All

symptoms disappeared completely after subjects were treated with the anti-

helminthic drug, mebendazole [48, 51]. It is strongly recommended at this time that

live helminths or parasite ova should not be administered outside strictly monitored

controlled clinical trials.

17.4 Future Directions

Helminth infections are often long-lived and inhabit immunocompetent hosts; it is

therefore not surprising that these organisms may have acquired modulatory

molecules attenuating host responses and enhancing their own survival.

Understanding host–parasite interactions and identifying different parasite mole-

cules possessing immunomodulatory effects will help combat allergic and

autoimmune diseases, without the costly price of infectious side effect. During

recent decades, a number of helminth-derived immunomodulatory molecules have

been characterized, in terms of both structure and bioactivity [52, 53]. Although this

approach might overcome some of the safety concerns regarding the use of live

helminths as therapeutic agents, controversies still exist as to whether live infection

is a prerequisite for suppression of inflammatory responses in different disease

models of autoimmunity.

ES-62, a glycoprotein from the rodent nematode Acanthonema vitae, has been

widely investigated as an immunomodulatory molecule. Its administration in mice

with collagen-induced arthritis resulted in significant reduction in disease severity

and slowing down of progression [54]. Likewise, when rDiAg, a product from the

filarial parasite Dirofilaria immitis, was administered to non-obese diabetic

(NOD) mice, it prevented insulitis and diabetes onset [55]. Furthermore, treatment

with soluble products from T. suis, S. mansoni and Trichinella spiralis caused

strong reduction in the severity of EAE in mice, significant suppression of

pro-inflammatory phenotype in human DCs, as well as subsequent generation of
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human Th-1 and Th-17 effector cells [56]. Finally, lacto-N-fucopentaose III (LNFP

III), a Lewis X-containing glycan found in S. mansoni eggs, suppressed EAE

through enhancement of IL-10 and Th-2 cytokines [57]. These few examples of

helminth-derived immunomodulatory products illustrate the potential of these

molecules to serve as drugs, or templates for drug design. Nevertheless, it would be

dangerous to ignore the fact that this regulatory environment could hamper essential

and necessary responses to other antigens, vaccinations and life-threatening

pathogens. As chronic helminth infections establish and accumulate, suppression

may become more generalized and render the host susceptible to secondary

infections. At this stage, both beneficial and deleterious consequences of helminth

infection need to be clearly identified. Individual species may develop very different

infection dynamics over time and/or during peak infection intensity. Moreover, the

same species may trigger opposite effects under varying conditions. Finally, if

susceptibility to autoimmune diseases is genetically influenced, so too must be the

propensity for infections to modulate disease immunopathology, making particular

infections protective only in certain genotypes, rather than in the population at

large. It is evident that future studies in this area will be required to establish

whether certain infections, particularly those produced by helminths during critical

periods of infancy, truly exert a protective effect against MS. Clearly, much remains

to be explored to move the field from observations in animal models to clinical

practice; issues relating to in vivo stability and helminth-derived molecule phar-

macodynamics, delivery methods, as well as immunogenicity need to be overcome,

if new therapeutic modalities are to be developed.

Overall, these observations raise a paradox, namely that deworming populations

with helminth-associated morbidity could cause emergence of chronic inflamma-

tory conditions and autoimmune diseases [58]. Therefore, well-designed trials in the

context of large-scale deworming programs are warranted, to assess benefits of the

intervention, weighed against potential adverse effects such as increased chronic

inflammatory disease risk.

Glossary

Actinomycetes Group of terrestrial or aquatic bacteria

Allergy Hypersensitivity disorder of the immune system.

Symptoms include red eyes, itchiness, runny

nose, eczema or asthma attacks

Antibodies Protein produced by the immune system to rec-

ognize or neutralize foreign molecules or

micro-organisms

Antigen Any substance inducing a response of the

immune system
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Autoimmune disease Diseases arising as a result of an abnormal

immune response by the body, directed against

substances and tissues normally present in the

body of the host

Clinically isolated syndrome First episode of a demyelinating disease. It is the

step prior to MS development

Commensal organisms Organisms that obtain benefits from other

organisms without producing any damage

Cytokines Broad and loose category of small proteins that

are important in cell signalling. They are

released by several cells but particularly by cells

of the immune system and affect the behaviour

of other cells, or even of the releasing cell itself

Deworming To give an antihelminthic drug to a person or

animal to rid it of intestinal parasites

Demyelinating disease Disease produced by the loss of myelin

Dendritic cell Cells that recognize, process and present anti-

gens to T cells, inducing their activation

Experimental autoimmune

encephalomyelitis (EAE)

Animal model that mimics essential clinical and

pathological characteristics of MS. It can be

induced in different species such as rabbit, gui-

nea pigs, rats, mice or monkeys

Gadolinium Contrast medium used in magnetic resonance

imaging studies to highlight abnormalities or

disease process. In the brain, a

gadolinium-positive lesion means the presence

of inflammation

Gut microbiota Also known as gut flora is a complex group of

micro-organism species inhabiting the digestive

tract of animals and humans and the largest

reservoir of commensal micro-organisms

Helminths Wormlike organisms living in and feeding on

living hosts

Incidence Measure of the risk of developing some new

condition within a given time period

Interferon-γ A type of cytokine that has most often a

pro-inflammatory effect
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Interleukins A group of cytokines produced by white blood

cells

Macrophage Type of white blood cell that engulfs and digests

cellular debris, foreign substances, microbes and

cancer cells in a process called phagocytosis

Magnetic resonance imaging

(MRI)

Also known as nuclear magnetic resonance

imaging (NMRI) is a medical imaging technique

used in radiology to investigate the anatomy and

physiology of the body. MRI scanners use strong

magnetic fields and radio waves to form images

of the body without exposure to ionizing

radiation

Multiple sclerosis Inflammatory disease in which the insulating

covers of nerve cells in the brain, spinal cord and

optic nerve are damaged. This damage disrupts

the ability of parts of the nervous system to

communicate, resulting in a wide range of signs

and symptoms

Mycobacteria Widespread bacteria, typically living in water

and food sources. Some, however, including

tuberculosis and the leprosy bacteria, appear to

be obligate parasites and are not found as

free-living members of the genus

Natural killer cell Type of cytotoxic lymphocytes that induce the

death of tumour cells or virally infected cells

Prevalence Proportion of a population found to have a

condition, typically a disease or a risk factor

Saprophytes Organisms obtaining nutrients from dead organic

matter

T helper cell (Th) Type of T cell that helps the activity of other

immune cells by releasing T cell cytokines.

These cells help, suppress or regulate immune

responses

Transforming growth factor-β Is a cytokine that controls proliferation, cellular

differentiation and other functions in most cells
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Lay Summary The growing number of elderly and the increase in age-related

diseases are pressing issues formedicine and public health. Inflammaging (i.e. a

chronic, low-grade inflammatory status that occurs during ageing) represents a

commonmechanism to the vast majority of age-related disorders. Accordingly,

inflammaging and inflammation are strategic targets for prevention and treat-

ment of these conditions. Inflammation and stress response are the result of a

complex network of interactions between genes and environment. They are

ancestrally interconnected and can be considered a most ancient and

evolutionary-conserved maintenance/repair mechanism owing to its crucial

capability to cope with and neutralize damaging agents. Evolutionary adapta-

tion is thus treated as a “plural model”, according to Ingold [1]. In this chapter,

we illustrate the evolution of inflammation/stress response, the role of

inflammation during ageing, includingwhat we propose to call “immunological

biography”, which includes all the immune adaptive mechanisms that occur

lifelong. We contextualize inflammaging within a human eco-anthropological

perspective to better understand the role that changes occurred in the human

environment in the last 200 years played in the demographic explosion of the

elderly population. This comprehensive view on inflammation and inflam-

maging can have a far-reaching beneficial impact in the medical field and, in

particular, could represent a strong, evolutionary-based conceptual framework

to identify the most effective strategies (e.g. dietary interventions) to slow

ageing and avoid/postpone age-related pathologies.

18.1 Introduction

Population ageing and age-related diseases are pressing issues for modern health-

care systems. Accumulating evidence suggests that ageing and the major

age-related diseases are characterized by a chronic low-grade inflammation, referred

to as inflammaging [2] to indicate its central role in the ageing process. High levels

of inflammatory markers such as IL-6 and others are the powerful predictors of

mortality and morbidity [3]. The major sources of inflammatory stimuli with age

and inflammaging and are as follows: (1) endogenous self-derived debris that

accumulate during ageing as a consequences of an increased production of and a

reduced clearance of dead cells and damaged organelles, (2) senescent cells and

cells which harbour a DNA damage and are capable of a “DNA damage response”

that secrete a variety of pro-inflammatory cytokines that alter the microenvironment

or tissues and organs, (3) persistent infections that accelerate immunosenescence,

(4) products of the gut microbiota that undergo profound changes during ageing and

(5) increasing activation of the coagulation system [4]. Thus, we have proposed the

new word garbaging to indicate the exogenous and endogenous inflammatory

stimuli that, as a whole, increase progressively with age and trigger inflammaging.

In the medical field, inflammation is often considered a pathological process that

contributes to diseases, but from a biological point of view, inflammation has to be
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considered a fundamental process crucial for survival and an adaptive/protective

response to damaging agents/stressors. Indeed, as first suggested by Metchnikoff,

inflammation is an evolutionary-conserved “positive” phenomenon, enabling the

body to react to and neutralize foreign damaging agents. It can be predicted that the

capability to mount a strong inflammatory process can contribute to fitness and

survival at younger ages (development and reproduction) and that genetic variants

that codes for this trait have been positively selected for.

In this chapter, we will first describe the evolution of stress response to

understand the evolutionary mechanisms that lead to inflammation. The stress

response is at the heart of the matter to understand the physiological phenomena of

immunosenescence and inflammaging within an evolutionary context. Then, we

will described the pool of molecules involved in inflammatory pathway that are

common to different systems (NES and IS). This pool of molecules, that is well

conserved during evolution, reduces the semantic boundaries between inflamma-

tion, stress response and immune response. The bow tie architecture revealed how

the organisms/individuals could mediate between the wide range of signals origi-

nating from the environment and the limited pool of effector molecules. The

antagonist pleiotropy theory helps us in understanding how certain genetic char-

acteristics and biological responses could exert a beneficial effect at young age and

a deleterious effect later in life (and vice versa), and we surmise that this scenario

can explain the double and apparently contradictory (beneficial and deleterious) role

of inflammation lifelong. The beneficial effects of inflammation early in life and in

adulthood become a detrimental/damaging process late in life, in a period where

positive selection fades. However, inflammation and inflammaging are likely not

the only cause of an unhealthy ageing, and the “two-hits” theory was proposed to

explain such a complex outcome. Then, we will describe the link between

inflammation and environment, introducing the concept of “immunological biog-

raphy”. We and others [5] suggest that the inflammatory response in humans has

been optimized through evolution to cope with an environment that has been lar-

gely modified in the last ten thousand years and particularly in the last two hundred

years and that in most cases does not exist anymore. Here, the variety of cultural

habits of human beings will be discussed, to connect inflammation and inflam-

maging with cultural and anthropological settings, with particular attention to the

effects of transitions.

In conclusion, it is fundamental to posit this intricate scenario in a broader

context both at the macro- and micro-evolutionary level. Using the well-defined

framework of evolutionary biology could be crucial to explain in depth the phe-

nomena observed by clinicians, such as inflammaging and to identify public health

and individual strategies to reduce the progressive age-related increase of inflam-

matory process that constitute an inherent characteristic of major chronic

age-related. We suggest nutrition and dietary interventions as important tools for

intervention to slow down ageing rate of several domains (cognitive, cardiovas-

cular, immunological and among others).
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18.2 Research Findings

18.2.1 The Evolution of Stress Responses

The stress response is at the heart of the physiological phenomena of immunose-

nescence and inflammaging in an evolutionary context. A brief outline is needed to

understand the meaning and the complexity of stress response. In the past, changes

in the immune system (IS) have often been proposed to be the direct consequences

of the activation of the neuro-endocrine system (NES) after a stress signal, and the

IS has often been suggested to be a target of the stress response itself.

However, about 15 years ago, new hypotheses and data on the influence of the

IS on the NES emerged, leading to something of a conceptual revolution in the

field. The idea that the IS was not only a target of the stress response but also an

active component of this response began spreading. It is now accepted that a stress

response can be induced (1) by cognitive stimuli through the five senses and (2) by

non-cognitive stimuli that may impact the IS. An example of the latter is illustrated

by antigens, which might be considered as stressors from an evolutionary point of

view [6]. Several studies showed that antigens, like stressors, are capable of

inducing an increase in the blood concentration of ACTH and corticosterone, and a

concomitant increase of the overall electrical activity of neurons. Furthermore,

antigens and stressors are able to activate a complex network of common responses,

which include chemotaxis, phagocytosis, the release of biogenic amines (BA) and

others. This is the main reason why antigens can be considered as one particular

type of a broader category of stressors. The interaction between the IS and the NES

is also supported by various data, including the possibility of neuropeptides and

hormones to bind to receptors on immune cells (lymphocytes). It follows that the IS

may be considered as a “sensory organ” which alerts the organism of those danger

signals coming from the inside (i.e. antigens) and cannot be perceived by the

classical five senses, as already hypothesized by Blalock [7].

The stress response is an adaptive mechanism that has played a key role for the

survival of species, as demonstrated by the fact that it is a highly conserved

mechanism from a phylogenetic point of view. Across our evolutionary history,

while the structural and hierarchical organization of the immune–neuro-endocrine

system has changed, the pool of effector molecules remained largely conserved [8].

From invertebrates to humans, the cellular response to a number of stressors appears

to be highly maintained and involves the up-regulation of a variety of

evolutionary-conserved mediators, such as oxygen-free radicals, nitric oxide (NO),

pro-inflammatory cytokines (IL-1, IL-6, TNFα), propiomelanocortin-derived pep-

tides (ACTH, β-endorphin, α-MSH), steroids (cortisol), BA (noradrenaline, adre-

naline, dopamine) and neuropeptides (CRH) [2]. These observations formed the

basis for the hypothesis of “a common origin of the immune and neuro-endocrine

systems” [6, 8]. Macrophages, i.e. the cells with phagocytic activity first described by

Metchnikoff and present from invertebrates to man, play a primary role in defence

mechanisms and are able to release all the above-mentioned molecules. Thus, we
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argued that this cell could be considered the eyewitness of the common evolutionary

origin of the immune and neuro-endocrine systems. For this reason, we argued that

the macrophage is the best candidate to play a central role in inflammaging, a

condition linked to the chronic activation of the macrophage with age (“macroph-

aging”) [2]. We also argued that owing to the capability of the macrophage to secrete

such a variety of immune and neuro-endocrine molecules, this cell could be con-

sidered a sort of “mobile immune brain”. The link between macrophages and

inflammation is particularly striking in the fat tissue. The visceral fat that increases

with age is a source of inflammation as this tissue tends to become infiltrated of

macrophages that, in turn, produce large amounts of pro-inflammatory cytokines.

The increasing of complexity observed through evolution, it is likely to be linked

to a host–pathogen co-evolution. In this complex system, an anatomical subdivision

between the immune and the neuro-endocrine systems as well as a new organization

at the level of organs and systems (thymus, hypothalamus, pituitary and adrenal

gland) and new uses of the above-mentioned “old” conserved molecules emerged

during evolution. In conclusion, a progressive increase in complexity is the main

difference between vertebrates and invertebrates, while the immune–neuro-endocrine

responses continue to use the same pool of basic molecular mediators such as

POMC-products, NOS, CRH and cytokines, which are still fundamental for the

maintenance of body homeostasis (Fig. 18.1). Thus, the NES and the IS are deeply

Fig. 18.1 The ancestral response to stress is exerted by a multifunctional cell called “the mobile

immune brain” to indicate its immune–neuro-endocrine functions. During the evolution of

vertebrates, moving towards a higher level of complexity, the same immune–neuro-endocrine

properties have been organized in new interconnected organs (thymus, pituitary adrenal gland,

etc.)
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interconnected by a bidirectional communication system [7, 9]. Within such a con-

ceptual evolutionary framework, the distinction between “hormone”, “neurotrans-

mitter” and “cytokine” is more blurred and less defined than previously assumed.

The pool of molecules shared by the IS and the NES—cytokines, CRH, ACTH,

BA, NO and glucocorticoids—plays a major role in inflammation as well as in natural

immunity, supporting the view that natural immunity, inflammation and the stress

response can be considered as highly linked and connected processes. It is clear that a

limited pool of molecules has to react to many input signals. The organism needs to be

able to dynamically respond to an enormous amount of ecologically defined envi-

ronmental stimuli that could potentially constitute a danger for the organism itself

(input signals) [10]. Concomitantly, a high variety of fine-tuned responses are

required in order to ensure survival (output signals). These complex input and output

signals are mediated by the above-mentioned limited pool of molecules (which may

be conceived as a kind of “compressed” information network). It has been suggested

that these processes could be represented by the bow tie architecture (Fig. 18.2), as

originally proposed by Csete and Doyle [11]. The advantage of this architecture is to

save on the energy costs associated with the stimulation of the neuro-endocrine and/or

the IS, thereby reducing and minimizing the pool of mediators involved. This process

is closely dependent on the environment, the context in which the body is living and

therefore this type of phenomena is often referred to as ecoimmunology [12].

18.2.2 Inflammaging, Immunosenescence

and the Antagonistic Pleiotropy Theory

From an evolutionary perspective, immunosenescence could be considered as the

progressive impairment of the IS (at the level of cells, organs and system) which

Fig. 18.2 Bow tie architecture. The highly conserved pool of molecules involved in natural

immunity, inflammation and the stress response constitutes the core of this architecture. The bow tie

architecture ensures that the high number of stimuli is compressed, but at the same time allows a high

variety of responses in order to maintain the homeostasis of the organism. Figures adapted from [12]
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occurs with age. It is important to note that the ancestral innate immunity is highly

preserved, while the recent adaptive immunity (lymphocyte-centred) deeply dete-

riorates during ageing [13]. T cell reactivity indicates that the body is able to react

to antigenic load even at high and extreme age, but at the same time, the response

tends to run out with ageing. The evidence is that during ageing an accumulation of

clones of memory cells that fill the “immunological space” occurs, while naive T

cells are much less represented, contributing to the reduced response to new

antigens/stressors, as observed during vaccination towards a variety of bacteria and

viruses [13]. If antigens are compared to stressors, immunosenescence could be

considered to be the result of the continuous attrition caused by the exposure to

biological (bacteria, viruses, parasites and xenobiotic) and non-biological (life

events, emotional and socio-economical stress) stressors lifelong.

Age-related diseases and longevity could be conceptualized as the result of the

adaptation of the body to continuous stimuli and stressors occurring over time. Age

remodelling is a universal physiological process that occur in all individuals and

represents the basis of the “remodelling theory of ageing” [14, 15] proposed in

1995 to conceptualize the results emerged from studies on human immunosenes-

cence. This hypothesis suggests that immunosenescence is the result of the con-

tinuous adaptation of the body to the deteriorative changes occurring over time. The

continuous stimulation by antigens/stressors leads to the decline/exhaustion of the

adaptive IS and concomitantly to the increased pro-inflammatory status (innate

immunity) that we indicated as inflammaging. Healthy old subjects and centenar-

ians could be considered as those individuals with the best ability to adapt to

damaging agents and immunological and non-immunological stressors [15] by

setting up a variety of anti-inflammatory responses capable of neutralizing, at least

in part the detrimental effects of inflammaging [16].

From an evolutionary and ecological perspective, each individual is character-

ized by an ability to cope with environmental insults, and this ability may move the

effect of stress towards hormesis. “Hormesis refers to the beneficial effects of a

treatment that at a higher intensity is harmful. In one form of hormesis, sublethal

exposure to stressors induces a response that results in stress resistance. The

principle of stress-response hormesis is increasingly finding application in studies

of ageing, where hormetic increases in life span have been seen in several animal

models” [17]. Thus, in order to understand the subtle shift from a harmful outcome

to a hormetic beneficial effect of a given stimulus, a characterization of the envi-

ronment where an individual is embedded is mandatory. Environment is expressed

by local practices (i.e. “concrete matrixes” for a set of specific skills) and can be

understood as a silent and incorporated knowledge within a specific context [18].

The term “dwelling” is used in cultural anthropology in general and by Ingold in

particular to illustrate how human beings are always “embedded” in their experi-

ence of being with a specific body within a specific environment.

This ability to adapt to the surrounding environment through a pro-inflammatory

status and then to deal with the associated stress is presumably a complex trait with

a genetic and socio-cultural component. It is also presumed that genotypes that can

generate a strong inflammatory response have been positively selected [19]. From
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an evolutionary perceptive, the framework just described can be understood by

invoking the antagonistic pleiotropy theory, first suggested by Williams in 1957

[20–23]. This theory suggests that many of the genes that have deleterious effects

later in life may be favoured by natural selection because those same genes are

associated with beneficial effects at a young age. Ageing is thus thought to have

evolved as the result of optimizing fitness early in life. Accordingly, it can be

predicted that inflammatory genes have been positively selected because they

contributed to the survival of individuals, at least until they attain reproductive age

[19]. A two-hits theory was proposed to better explain this phenomenon (Fig. 18.3):

the first hit is constituted by the inflammatory background, and a second hit is

necessary for the onset of age-related diseases. The second hit can be identified in

the absence of robust gene variants and/or the presence of frail gene variants.

18.2.3 Immunological Biography and Socio-Cultural Life

Histories: A Case Study

The study of what the body recognizes as “self” or as a stressor is very important.

The attempt to understand the immune response in an evolutionary perspective

leads to a reappraisal of the concept of the immunological self. Indeed, an abstract

and well-established dichotomy between self and non-self is simplistic, and to

reduce the concept of the immunological self to a fixed entity within a static

scenario is misleading. It is better to adopt an integrated dynamic approach (the

immunological biography), where the immunological self can undergo continuous

changes in a personalized space- and time-dependent manner [24]. All the processes

involved in the immune response are and have been shaped by, at least, two

dimensions: (1) the spatial and ecological dimension constituted by the relations

between human beings and their environment, according to the geography and

history of the populations to which they belong (nutrition, climate, lifestyle, etc.)

and (2) the temporal dimension since each individual is the result of a lifelong

process of adaptation to the biological and non-biological (cultural/anthropological)

determinants of his/her environment(s) (Fig. 18.4).

Fig. 18.3 The two-hits

hypothesis of inflammaging.

A strong inflammatory

background and a genetic

make-up not apt to counteract

external or internal stressors

are the two conditions that

lead to unhealthy ageing
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Indeed, it is true that each individual constantly changes over time according to

the different ages and phases of life (nutrition, school, work, housing, marriage(s),

diseases, stress stimuli), concomitantly with changes in the surrounding environ-

ment. The environment undergoes profound remodelling during an individual’s

lifetime, but also in a wider timescale, such as the major changes that have occurred

during the period spanning from the Palaeolithic to the Neolithic or the changes that

have taken place over the last 200 years. Knowing these significant environmental

modifications allows us to understand the conditions in which humans have evolved

and adapted. Ultimately, this approach enables us to understand how the cultural

and anthropological context may have shaped the human genetic and immuno-

logical make-up. If we consider the life of an individual, for example a living

centenarian, it is likely that during his/her life, a very profound reshaping of the

social and cultural scenario occurred.

In more general terms, the industrialization process, which started about

250 years ago in Europe has led to rapid and extreme changes in the social, biotic

Fig. 18.4 Environmental and individual changes in space and time shape the immunological

biography. Inflammation and the stress response are complex processes that must be analysed as a

whole: an individual undergoes a lot of changes during development, adulthood and ageing. These

changes could include a physiological dimension (nutrition, lifestyle) as well as a pathological one

(infection, diseases). Moreover, individuals live in environments that have changed according to

past migrations, adaptation and biodemography, and are changing during an individual’s lifetime
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and abiotic environments. Epidemiological studies generally identify two main

transitions during the history of modern populations. The first concerns the tran-

sition from Palaeolithic (200,000 years ago) to Neolithic times (10,000 years ago),

from a subsistence mode based mainly on hunting and gathering to a diversification

of subsistence modes, including pastoralism, horticultural and agriculture [25, 26].

In populations relying on large-scale agriculture, sedentarism and greater contact

with animals have increased the risk of infection via the oro-faecal route. With the

organization in small cities (about 3000 years ago), the incidence of communicable

diseases (such as influenza and mumps) has significantly increased to become

endemic. The second major epidemiological transition took place at the beginning

of 1900. This transition indicates a shift from the rural small cities towards a more

organized idea of industrialized cities, and hygiene behaviour itself changed dra-

matically in the West (clean and chlorinated water, soaps, detergents, antibiotics,

etc). These changes have greatly reduced the rate of death from infectious diseases,

placing the chronic and degenerative diseases at the first place among the leading

causes of death in the developed world [27, 28].

The picture is further complicated by population genetics, that is, the result of

biodemographic dynamics and adaptations characterizing the different history of

human populations. The immunological biographies, as fluid, dynamic and mal-

leable entities, need to be rethought and reconceptualized in relation with

socio-cultural and anthropological aspects, and an ethnographic example is pro-

posed below, regarding a population we have direct experience of and we have

thoroughly studied from a biological, cultural and anthropological point of view

[29, 30].

The population here examined is that of the Wichí in the Argentine Chaco.

Traditionally hunters, fishers and gatherers, homogeneous in their social and

political subdivision and organized in bands, nowadays they are 50,419 (2010

Census) in the Chaco region, and about 3500 in the Misión Nueva Pompeya village,

where a series of ethnographical surveys have been carried out since 2004 [30, 31].

Up to the mid-nineteenth century, the Wichí of the Argentine Chaco engaged in

their traditional activities which they carried out following the rhythm of the sea-

sons and consequently practicing a regular semi-nomadic lifestyle. From the

mid-nineteenth century, though, salaried jobs on the sugar cane and later cotton

plantations, as well as the creation of missions (both Catholic and Anglican) on

their territories, slowly but inevitably led them to become sedentary; this sedentary

lifestyle was then reinforced by ever increasing schooling. The indigenous popu-

lations were to be educated through schools and religion to abandon their ancestral

customs (whether religious, economic or political). Indigenous lands have been

confiscated by the state, and today, the biggest multinational companies are culti-

vating soy on these lands (especially in the Salta area) and what is not cultivated has

been cleared, falling prey to the animals farmed by the Criollo breeders who have

settled in this area together with the Wichí. We are now facing a native population

that, although trying to save the integrity of its knowledge (of local flora and fauna,

and in general their mythical corpus) lives in an environment that is degraded [32],

has changed lifestyle and consequently its nutritional habits [33, 34]. The Wichí no
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longer live on the proceeds of hunting and gathering, rather they feed themselves

thanks to state-issued pensions, with which they are able to buy most of the food

they consume (bread, pasta, flour, corn meal, meat); the balanced, seasonally dri-

ven, protein-rich diet has given way to a high-carbohydrate one. Immune responses

in this sense are certainly moulded by the environment, by the climate, by local and

global policies. Issues relating to identity are also dictated by incidental political

and economical convenience. Thus, the ethnic blending between the Wichí and the

Criollo often allows them to define as indigenous or Creole according to the needs

of the moment [30]. The relationship with one’s environment, with one’s body (a

“rotund” body certainly signals economic wellbeing), with traditional knowledge,

the taste of new food and the memory of ancient foods, these are all elements that

must be taken into account to understand the answers in cultural and biological

terms. What we have very succinctly summarized here has happened very rapidly.

The transition undergone by the Wichí has not been neither slow nor gradual,

without any of the features of the above-mentioned historical transitions

(Palaeolithic/Neolithic). The social and cultural history of the elderly Wichí who

have lived the semi-nomadic lifestyle, who experienced the salaried work on the

plantations and who today receive state pensions is that of grandparents who today

see their children or their grandchildren malnourished and obese: misfits, both from

an evolutionary and a cultural and environmental point of view.

This and other examples of social structure (another well-known example is the

caste system in India) is of great importance to study inflammation and the stress

response because the social structure could easily be linked to the so-called social

stress that occurs as a consequence of social confrontation. The importance of social

stress for immunology has been clearly demonstrated in studies on fish.

Experiments showed that two fish randomly selected from a group sharing the same

environment when put into a small aquarium start to combat for establishing

hierarchy. After a fighting, one fish emerges as dominant (alpha) and the second as

subordinate (beta). The most important observation is that many immunological

alterations, due to the stress response, were present only in the beta fish and not in

the alpha fish, despite the fact that both fishes experienced the fight. Moreover, only

the alpha fish was able to successfully counteract the infection of pathogenic

bacteria, while the beta fish succumbed. Thus, every type of intervention to slow

down inflammaging and age-related diseases should be planned into a

population-context perspective. Strategies that consider the population and the

individual dimension can best maximize health benefits, preventing healthcare

resources from being wasted.

18.3 Implications for Policy and Practice

Inflammation is a process that is beneficial, and also stress, in a broader sense, can

be considered a type of positive/adaptive reaction. What is relevant is the threshold

above which an individual is no longer able to cope with inflammatory stimuli and
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stressors and inflammaging and its deleterious effects start. This threshold is strictly

linked to the concept of immunological biography, depending on social and cultural

histories of communities and individuals, and marks the divide between healthy and

unhealthy ageing (inflammaging and anti-inflammaging).

Inflammaging must also be contextualized from a population point of view,

because the evolutionary history of each population may have shaped the ability to

cope with specific stressors (e.g. infectious agents and food) typical of the context

and of the specific environment. The study of inflammaging and immunosenes-

cence and the understanding of rearrangements that occur lifelong are often

neglected and should be carefully considered to appreciate not only the individual

capability to adapt to damaging agents and stressors but also to quantify the whole

immunological/stressful load, which is likely critical to explain most of the chronic

pathologies which start usually decades before their clinical onset. Therefore, the

population genetic structure and evolutionary processes such as selection, drift and

migrations should be taken into account in the clinical setting. This is especially

true in our century, where globalization and migration are increasing, and people of

different ancestry need to cope with environments different from those they were

exposed to in early/adult life, and despite a genetic background that might not be

the best to cope with the new context. Thus, the concepts of healthy ageing and

inflammaging should be analysed as a dynamic and integrated process with the final

aim of promoting public health.

Thus, we can argue that a profound link exists between garbaging, inflammaging

and the demographic revolution in which humans experienced a more than a

doubling of human life expectancy in about 100 years and four generation [35].

During this period, people experienced a decreased rate of inflammaging, due to a

decreased production/exposure to external danger signals, such as:

• less microorganisms and “hygienized” environment;

• sanitation;

• better nutrients and better gut microbiota;

• improvement in life conditions of: (1) pregnant women and (2) newborns and

children in their first years of life

and to internal/self-generated danger signals such as:

• less cellular and molecular damages as a consequence of (1) less physically and

emotionally stressful work, (2) more, comfortable housing, etc.

Thus, the identification of the major sources of inflammaging paves the way for a

variety of possible interventions aimed at eliminating and neutralizing the “un-

necessary” “excessive” inflammatory stimuli, thus slowing down the rate of

inflammaging. This approach has the potential to postpone or even avoid the onset

of age-related phenotypes and pathologies altogether instead of one by one.

Possible strategies include the following: (1) elimination of senescent cells

(2) healthy nutrition (Mediterranean diet) and physical exercise and (3) gut

microbiome modulation (Fig. 18.5).
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Nutritional interventions are expected to give promising results targeted towards

some impairments of the aged IS. Such interventions could have a relevant impact

on age-related diseases such as diabetes, brain disorders and heart diseases as

dietary interventions hit the process of inflammation that is central for many sys-

tems. An example of nutritional intervention capable of neutralizing genetic risk

factors regards the role of the Mediterranean diet in preventing a specific

age-associated disease. A recent study observed that individuals having the TT

genotype of the TCF7L2 gene (rs790316), a top ranking gene for type 2 diabetes

risk in all the genome-wide association studies (GWAS) reported to date, have also

a higher risk of cardio- and cerebrovascular diseases. However, it has been reported

that TCF7L2 TT subjects that consumed and where strictly adherent to a

Mediterranean diet neutralized completely the risk of stroke, in comparison with

TCF7L2 TT who followed a controlled diet [36], suggesting that a healthy diet can

counteract a strong genetic risk for an important age-related disease. Evidence that

nuts by themselves or as part of a cholesterol-lowering diet may significantly reduce

markers of inflammation has also been reported [37–39]. Fibre consumption was

inversely associated with inflammatory markers (such as C-reactive protein and

interleukin-6) [40] and molecular mechanisms to explain this phenomenon have

Age-related
diseases
onset

I N F L A M M A G I N G

• Healthy nutrition (Mediterranean diet)

• Physical exercise

• Gut microbiome modulation

• Elimination of senescent cells

MODULATE

Fig. 18.5 Possible strategies

to modulate inflammation and

to slow down the rate of

inflammaging. This approach

has the potential to postpone

or avoid the onset of

age-related pathologies
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been proposed [41]. Curcumin is also a widely studied phytochemical which has a

variety of anti-inflammatory activities [42].

Dietary interventions have also the potential to modulate the gut microbiota

composition, and targeting the gut microbiota biodiversity could constitute a new

therapy for the modulation of inflammation during ageing. Indeed, we showed that

a decrease of gut microbiota diversity and of “good” bacteria capable of producing

short chain fatty acids (SCFA) and an increase of “bad” bacteria (pathobionts) is a

characteristic of the gut microbiota of the elderly, highly correlated with the

increase of pro-inflammatory cytokines in the blood [43, 44]. The IS in fact has

evolved not only in response to external pathogens but also in response to the gut

microbiota, which is also highly connected with many organs including the brain

(gut–brain axis). The co-evolution of the gut microbiota with their host has been

strongly influenced by the specific diet of the different populations during human

evolution since modern humans had to face different environmental challenges

(such as food availability, climate changes and pathogen loads) after they moved

out of Africa [45]. The diet could be a target for new therapy that aims to modulate

the composition of the microbiota to reduce inflammaging.

Glossary

Antagonistic pleiotropy

theory of ageing

This hypothesis was first proposed by Williams in

1957 who suggested that a certain gene variant can

be beneficial in early life (fitness), while it can

become detrimental later in life

Biodemographic

dynamics

The analysis of demography within an evolutionary

biology context, with particular attention on events

that impact on human population structure, such as

colonization, migrations and expansion

Ecoimmunology Discipline that integrates the analysis of the immune

system function within animal biology and that

considers the interaction between an organism and

their ecological environment during evolution

Garbaging The exogenous and endogenous inflammatory stim-

uli that, as a whole, increase progressively with age

and trigger inflammaging

Heterochronic parabiosis Parabiosis is an experimental model where two ani-

mals, here mice, are joined together surgically to

create shared blood circulation. Heterochronic para-

biosis indicates that the two animals joined together

are of different ages (one old and one young)
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Hormesis Literally from Greek it means “to stimulate”, and it

indicates the ability of respond positively to low

amounts of substances (or stressors) that would

otherwise be highly toxic at higher concentrations

IL-6 Interleukin 6 (IL-6) is a cytokine with various bio-

logical functions, among which a role in the acute

phase response. It is secreted by T cells and macro-

phages to stimulate the immune response and acts as

both a pro-inflammatory and an anti-inflammatory

cytokine. It is also a myokine discharged into the

bloodstream after muscle contraction and acts to

increase the breakdown of fats and to improve insulin

resistance

Immunological space is a metaphor to conceptualize the IS as a whole from

a spatial (volume) point of view. During

immunosenescence, a progressive accumulation of

clones of memory cells tends to fill the “immuno-

logical space”, reducing the number of other immune

cells, such as naïve T cells, and the possibility to

respond to new antigens

Inflammaging Human ageing is characterized by a chronic,

low-grade inflammation (high levels of inflammatory

cytokines and other inflammatory markers such as

C-reactive protein), and this phenomenon has been

termed “inflammaging”. Inflammaging is a highly

significant risk factor for both morbidity and mor-

tality in the elderly, as the vast majority of

age-related diseases share an inflammatory

pathogenesis

References

1. Cartledge B (1998) Mind, brain, and the environment. Oxford University Press, Oxford/New

York

2. Franceschi C, Bonafè M, Valensin S et al (2000) Inflamm-aging. An evolutionary perspective

on immunosenescence. Ann NY Acad Sci 908:244–254

3. Morrisette-Thomas V, Cohen AA, Fülöp T et al (2014) Inflamm-aging does not simply reflect

increases in pro-inflammatory markers. Mech Ageing Dev 139:49–57. doi:10.1016/j.mad.

2014.06.005

4. Franceschi C, Campisi J (2014) Chronic inflammation (inflammaging) and its potential

contribution to age-associated diseases. J Gerontol A Biol Sci Med Sci 69:S4–S9. doi:10.

1093/gerona/glu057

18 Inflammaging and Its Role in Ageing and Age-Related Diseases 273

http://dx.doi.org/10.1016/j.mad.2014.06.005
http://dx.doi.org/10.1016/j.mad.2014.06.005
http://dx.doi.org/10.1093/gerona/glu057
http://dx.doi.org/10.1093/gerona/glu057


5. Okin D, Medzhitov R (2012) Evolution of inflammatory diseases. Curr Biol CB 22:

R733–R740. doi:10.1016/j.cub.2012.07.029

6. Ottaviani E, Franceschi C (1996) The neuroimmunology of stress from invertebrates to man.

Prog Neurobiol 48:421–440

7. Blalock JE (1989) A molecular basis for bidirectional communication between the immune

and neuroendocrine systems. Physiol Rev 69:1–32

8. Ottaviani E, Malagoli D, Franceschi C (2007) Common evolutionary origin of the immune and

neuroendocrine systems: from morphological and functional evidence to in silico approaches.

Trends Immunol 28:497–502. doi:10.1016/j.it.2007.08.007

9. Holzer P, Farzi A (2014) Neuropeptides and the microbiota-gut-brain axis. Adv Exp Med Biol

817:195–219. doi:10.1007/978-1-4939-0897-4_9

10. Kitano H (2007) Towards a theory of biological robustness. Mol Syst Biol 3:137. doi:10.1038/

msb4100179

11. Csete M, Doyle J (2004) Bow ties, metabolism and disease. Trends Biotechnol 22:446–450.

doi:10.1016/j.tibtech.2004.07.007

12. Ottaviani E, Malagoli D, Capri M, Franceschi C (2008) Ecoimmunology: is there any room for

the neuroendocrine system? BioEssays 30:868–874. doi:10.1002/bies.20801

13. Franceschi C, Bonafè M, Valensin S (2000) Human immunosenescence: the prevailing of

innate immunity, the failing of clonotypic immunity, and the filling of immunological space.

Vaccine 18:1717–1720

14. Franceschi C, Monti D, Barbieri D et al (1995) Immunosenescence in humans: deterioration or

remodelling? Int Rev Immunol 12:57–74. doi:10.3109/08830189509056702

15. Franceschi C, Valensin S, Bonafè M et al (2000) The network and the remodeling theories of

aging: historical background and new perspectives. Exp Gerontol 35:879–896

16. Franceschi C, Capri M, Monti D et al (2007) Inflammaging and anti-inflammaging: a systemic

perspective on aging and longevity emerged from studies in humans. Mech Ageing Dev

128:92–105. doi:10.1016/j.mad.2006.11.016

17. Gems D, Partridge L (2008) Stress-response hormesis and aging: “that which does not kill us

makes us stronger”. Cell Metab 7:200–203. doi:10.1016/j.cmet.2008.01.001

18. Ingold T (2000) The perception of the environment: essays on livelihood, dwelling and skill.

Routledge, London/New York

19. Raj T, Kuchroo M, Replogle JM et al (2013) Common risk alleles for inflammatory diseases

are targets of recent positive selection. Am J Hum Genet 92:517–529. doi:10.1016/j.ajhg.

2013.03.001

20. Rose M, Charlesworth B (1980) A test of evolutionary theories of senescence. Nature

287:141–142

21. Hughes KA, Alipaz JA, Drnevich JM, Reynolds RM (2002) A test of evolutionary theories of

aging. Proc Natl Acad Sci USA 99:14286–14291. doi:10.1073/pnas.222326199

22. Parsons PA (2007) Antagonistic pleiotropy and the stress theory of aging. Biogerontology

8:613–617. doi:10.1007/s10522-007-9101-y

23. Capri M, Salvioli S, Monti D et al (2008) Human longevity within an evolutionary

perspective: the peculiar paradigm of a post-reproductive genetics. Exp Gerontol 43:53–60.

doi:10.1016/j.exger.2007.06.004

24. Grignolio A, Mishto M, Faria AMC et al (2014) Towards a liquid self: how time, geography,

and life experiences reshape the biological identity. Front Immunol 5:153. doi:10.3389/fimmu.

2014.00153

25. Ulijaszek SJ (1995) Human energetics in biological anthropology. Cambridge University

Press, Cambridge/New York

26. Ulijaszek SJ, Mann N, Elton S (2012) Evolving human nutrition: implications for public

health. Cambridge University Press, New York

27. Trevathan W, Smith EO, McKenna JJ (2008) Evolutionary medicine and health: new

perspectives. Oxford University Press, New York

28. Banwell C, Ulijaszek S, Dixon J (2013) When culture impacts health—global lessons for

effective health research. Elsevier, Amsterdam

274 C. Franceschi et al.

http://dx.doi.org/10.1016/j.cub.2012.07.029
http://dx.doi.org/10.1016/j.it.2007.08.007
http://dx.doi.org/10.1007/978-1-4939-0897-4_9
http://dx.doi.org/10.1038/msb4100179
http://dx.doi.org/10.1038/msb4100179
http://dx.doi.org/10.1016/j.tibtech.2004.07.007
http://dx.doi.org/10.1002/bies.20801
http://dx.doi.org/10.3109/08830189509056702
http://dx.doi.org/10.1016/j.mad.2006.11.016
http://dx.doi.org/10.1016/j.cmet.2008.01.001
http://dx.doi.org/10.1016/j.ajhg.2013.03.001
http://dx.doi.org/10.1016/j.ajhg.2013.03.001
http://dx.doi.org/10.1073/pnas.222326199
http://dx.doi.org/10.1007/s10522-007-9101-y
http://dx.doi.org/10.1016/j.exger.2007.06.004
http://dx.doi.org/10.3389/fimmu.2014.00153
http://dx.doi.org/10.3389/fimmu.2014.00153


29. Moretti E, Castro I, Franceschi C, Basso B (2010) Chagas disease: serological and

electrocardiographic studies in Wichì and Creole communities of Misión Nueva Pompeya,

Chaco, Argentina. Mem Inst Oswaldo Cruz 105:621–627

30. Sevini F, Yao DY, Lomartire L et al (2013) Analysis of population substructure in two

sympatric populations of Gran Chaco. PLoS ONE, Argentina. doi:10.1371/journal.pone.

0064054

31. Franceschi ZA, Dasso MC (2010) Etno-grafías: la escritura como testimonio entre los wichí.

Corregidor, Buenos Aires

32. Morello JH, Rodriguez AF (2009) El Chaco sin bosques: La Pampa o el desierto del futuro, 1a

ed. Orientación Gráfica Editora, Buenos Aires

33. Torres GF, Santoni ME, Romero LN (2007) Los Wichi del Chaco Salteño: ayer y hoy:

alimentación y nutrición. Crisol, Salta

34. Franceschi ZA, Peveri V (2014) Raccontare di gusto - Arti del cibo e della memoria in

America latina e Africa, ETS

35. Burger O, Baudisch A, Vaupel JW (2012) Human mortality improvement in evolutionary

context. Proc Natl Acad Sci USA 109:18210–18214. doi:10.1073/pnas.1215627109

36. Corella D, Carrasco P, Sorlí JV et al (2013) Mediterranean diet reduces the adverse effect of

the TCF7L2-rs7903146 polymorphism on cardiovascular risk factors and stroke incidence: a

randomized controlled trial in a high-cardiovascular-risk population. Diab Care 36:

3803–3811. doi:10.2337/dc13-0955

37. Jenkins DA, Kendall CC, Marchie A et al (2003) EFfects of a dietary portfolio of

cholesterol-lowering foods vs lovastatin on serum lipids and c-reactive protein. JAMA

290:502–510. doi:10.1001/jama.290.4.502

38. Ros E (2009) Nuts and novel biomarkers of cardiovascular disease. Am J Clin Nutr 89:

1649S–1656S. doi:10.3945/ajcn.2009.26736R

39. Kendall CWC, Josse AR, Esfahani A, Jenkins DJA (2010) Nuts, metabolic syndrome and

diabetes. Br J Nutr 104:465–473. doi:10.1017/S0007114510001546

40. Wannamethee SG, Whincup PH, Thomas MC, Sattar N (2009) Associations between dietary

fiber and inflammation, hepatic function, and risk of type 2 diabetes in older men: potential

mechanisms for the benefits of fiber on diabetes risk. Diab Care 32:1823–1825. doi:10.2337/

dc09-0477

41. Ghanim H, Chaudhuri A, Dandona P et al (2010) Associations between dietary fiber and

inflammation, hepatic function, and risk of type 2 Diabetes in older men: potential mechanisms

for the benefits of fiber on diabetes risk response to Wannamethee et al. Diab Care 33:e43–e43.

doi:10.2337/dc09-2127

42. Salvioli S, Sikora E, Cooper EL, Franceschi C (2007) Curcumin in cell death processes: a

challenge for CAM of age-related pathologies. Evid-Based Complement Altern Med ECAM

4:181–190. doi:10.1093/ecam/nem043

43. Biagi E, Nylund L, Candela M et al (2010) Through ageing, and beyond: gut microbiota and

inflammatory status in seniors and centenarians. PLoS ONE 5:e10667. doi:10.1371/journal.

pone.0010667

44. Collino S, Montoliu I, Martin F-PJ et al (2013) Metabolic signatures of extreme longevity in

northern Italian centenarians reveal a complex remodeling of lipids, amino acids, and gut

microbiota metabolism. PLoS ONE 8:e56564. doi:10.1371/journal.pone.0056564

45. Quercia S, Candela M, Giuliani C et al (2014) From lifetime to evolution: timescales of human

gut microbiota adaptation. Front Microbiol 5:587. doi:10.3389/fmicb.2014.00587

18 Inflammaging and Its Role in Ageing and Age-Related Diseases 275

http://dx.doi.org/10.1371/journal.pone.0064054
http://dx.doi.org/10.1371/journal.pone.0064054
http://dx.doi.org/10.1073/pnas.1215627109
http://dx.doi.org/10.2337/dc13-0955
http://dx.doi.org/10.1001/jama.290.4.502
http://dx.doi.org/10.3945/ajcn.2009.26736R
http://dx.doi.org/10.1017/S0007114510001546
http://dx.doi.org/10.2337/dc09-0477
http://dx.doi.org/10.2337/dc09-0477
http://dx.doi.org/10.2337/dc09-2127
http://dx.doi.org/10.1093/ecam/nem043
http://dx.doi.org/10.1371/journal.pone.0010667
http://dx.doi.org/10.1371/journal.pone.0010667
http://dx.doi.org/10.1371/journal.pone.0056564
http://dx.doi.org/10.3389/fmicb.2014.00587


Chapter 19

Dementias of the Alzheimer Type: Views

Through the Lens of Evolutionary Biology

Suggest Amyloid-Driven Brain Aging Is

Balanced Against Host Defense

Prof. Caleb E. Finch, Ph.D. and George M. Martin, M.D.

Lay Summary The major risk factor for Alzheimer’s disease (AD), like so

many other chronic diseases, is advancing age. Here, we ask whether certain

key pathological features of the disorder also appear in other species of

primates and how they are related to their marked variations in life spans.

Concentrating on two such alterations, one dealing with a “sticky” type of

protein called amyloid beta and a protein of importance in the transport of

cargo along nerves called tau, we find that there is indeed such evidence and

that the times of their appearance support the notion that they are responding

to some basic processes of aging, or even some yet unknown process. These

changes, however, do not reach the advanced pathology seen in our species

and which define AD. Why is that? First, environmental factors are important

influences upon disorders of aging: Captive, caged monkeys and apes show

significant amounts of amyloid beta in their brains. Second, genetic differ-

ences are of major significance as to why only some old people develop AD.

For the common sporadic, late-onset forms of the disease, by far the most

important risk factor involves genetic variations in apolipoprotein E (apoE),

which delivers lipids to our neurons. The gene comes in three “flavors”

(alleles) known as E2, E3, and E4. While neither necessary nor sufficient to

cause the disease, people with the E4 allele are far more likely to develop AD

as they age. Surprisingly, our primate cousins and our ancient human pre-

cursors appear to have an allele that is closer to this “bad” E4 allele. Why has

such allele not been eliminated by natural selection? We suggest that its lower

efficiency in delivering lipids to certain infectious agents may be the reason
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APOE4 evolved and persisted in certain populations of humans subjected to

great hazards of infectious diseases, including malaria. A great deal more

research is needed to clarify the relationships between infectious agents and

AD. In any case, it is important to consider an infectious etiology for AD.

19.1 Introduction: Species Variations

in Neurodegenerative Disorders of Aging

Aging is a lifelong process that plays out differently in each tissue. The ovary and

the brain both have irreplaceable cell populations: The ovarian oocytes are fully

formed before birth and are lost irreversibly at exponential rates with exhaustion at

menopause by midlife [1]. In contrast, brain neurons are rarely replaced in adults

and are largely stable into midlife, when they show increasing risk for damage

during pathological processes of brain aging [2]. Although humans may be unique

among mammals in developing the extremes of neurodegeneration found in later

clinical stages of AD [1], many primates also develop varying degrees of AD-like

changes. We focus here on the senile plaques containing amyloid β-peptide (Aβ)

and neurofibrillary tangles (NFT) with hyperphosphorylated tau, which are diag-

nostic of AD when they reach certain levels in particular brain structures.

Some levels of Aβ deposits and NFTs also arise at later ages in primate clades

(Fig. 19.1). This similarity in outcomes of aging implies that mild AD-like pro-

cesses are evolutionarily ancient and may have arisen in early mammals before

60 million years ago. The adult ages of mild AD-like changes range several-fold

and approximate the life span of each species. Primates show extreme variations in

brain aging over a fourfold range of life spans from pro-simians to great apes.

Chimpanzees and other great apes at advanced ages have modest accumulations of

brain Aβ aggregates that would not qualify as the senile plaques of AD [3, 4].

Moreover, among the great apes, NFT are rare [5]. While baboons show more

extensive neurofibrillary changes [6], aging macaque monkeys have modest

synapse loss [7], and little evidence of neuron loss [8]. However, definitive proof

awaits higher resolution analysis of neuron and synapse density by optical frac-

tionator techniques. Of great note, human neuronal loss is modest in individuals

who have no significant cognitive impairment at advanced ages, but among AD

individuals, neuronal loss becomes severe early, during preclinical stages. The

present evidence supports Rapoport’s hypothesis [9] that AD is unique to humans.

We can exclude one possibility that the Aβ peptide has undergone evolutionary

change in primates. Remarkably, the Aβ sequence is identical across most verte-

brates from zebra fish to human. However, the β-amyloid precursor protein

(APP) gene has species differences relevant to Aβ production [10, 11].
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Conclusions about possible AD-like changes in other species must be tempered

by two caveats. First, all studies are from captive animals under conditions of

housing and diet that differ widely from their natural habitat [12: 1]. Most captive

apes and monkeys, for example, are obese (see also Chap. 21), and small cage

spaces increased brain amyloid several-fold in monkeys [13]. While some field

observations suggest that older chimpanzees retain competence in foraging and in

complex social behaviors [14, 15], their numbers are too few for generalizations.

None from natural habitats have been killed for examination of their brains (un-

thinkable in this era of endangered species). Second, the advanced ages reached by

captives would represent an extreme minority in nature, where background mor-

tality is high from predators, injuries, and infections.

That said, the evidence shows that brain aging in primates and other mammals

varies widely in some proportion with differing species life spans and emerges later

in life span when most reproduction has been achieved by young adults, which are

always the majority age group. Thus, brain aging, as observed in captivity, arises at

later ages that are less subject to natural selection. The wide range of species

differences in primate brain aging, as well as life span differences, must represent

genetic differences between species that were at some level shaped by natural

selection. Many other phylogenetic comparisons such as those shown in Fig. 19.1

underscore the plasticity of aging in ovaries and other tissues [16, 17].

Fig. 19.1 Brain aging of primates organized by phylogeny. Aβ, deposits of the fibrillar Aβ

aggregates in brain parenchyma; M, menopause; P, puberty; NCy, neurocytoskeletal disorgani-

zation, identified as tau hyperphosphorylation only in species marked as t+. Mouse lemur,

Microcebus marinus, t+ [95–98]; squirrel monkey, Saimiri sciureus [99–102]. Common

marmoset, Callithrix jacchus [103–107]. Rhesus monkey, Maccaca mulata, t+ [108].

Chimpanzee, Pan troglodytes [3, 5, 109]
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19.2 Research Findings: Evolutionary Hypotheses

for the Origins of AD-like Dementias

19.2.1 Antagonistic Pleiotropy

We consider an evolutionary hypothesis to explain how APOE4, as the major

genetic risk factor for AD, could persist globally despite its adverse associations.

The possibility that this “bad gene” has benefits at an early stage of life but also

confers disease risk later in life is described in the antagonistic pleiotropy

hypothesis of aging.

The antagonistic pleiotropy hypothesis for the evolution of life spans was pro-

posed by George Williams five decades ago to involve hypothetical gene variants

showing advantage early in life but harm at older ages [18]. Extending the classical

concept of genetic pleiotropy as a multisystem effect of a gene variant, Williams

hypothesized that some alleles selected for benefits to early survival may have later

adverse consequences that were not selected against because most of the repro-

duction is accomplished by young adults [18, 19]. Although not discussed by

Williams, we emphasize that in natural populations the major causes of mortality

are infections, as observed in wild chimpanzees and in human foragers living with

limited access to modern medicine [20]. With the great reduction of infections in

the twentieth century that allowed the doubling of life spans, humans are experi-

encing greatly reduced selective pressure for resistance to infections. Moreover,

with greatly improved infant survival allowing reduction of family size, fecund-

ability is also under diminishing natural selection. APOE alleles can be considered

as having potential roles in both host resistance and reproduction.

The three APOE alleles may be the largest “public” allele system involved in

both AD and longevity: Depending on the population, a single copy of APOE4

increases the risk of AD by about twofold [21, 22] and shortens life expectancy by

about 5 years [23]. Women APOE4 carriers have twofold–fourfold greater vul-

nerability to AD than men [24, 25]. The minor allele APOE2, however, is

AD-protective [26, 27] and is also associated with exceptional longevity [23].

More than 10 genes are now associated with late-onset AD [28]. Among them,

the APOE allele system is the best understood in terms of its evolutionary history

and trade-offs, which show evidence of antagonistic pleiotropy. Another example

may be the Aβ peptide, which, as noted above, occurs in most vertebrates from fish

to great apes to humans. An adaptive role in host defense is suggested by its

antimicrobial activity against common human pathogenic infections [29].

19.2.2 Selective Advantage in Host Defense

The evolutionary history of the APOE alleles points to APOE4 as the human

ancestral allele. Here, we argue that the major genetic risk factor for the late-onset
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sporadic forms of AD, the APOE4 allele, was selected across evolutionary history

because of its selective advantage in host defense. The APOE protein is secreted by

the liver. By its binding to the LDL receptor, APOE plays a major role in the blood

transport and clearance of cholesterol and triglycerides. While APOE3 binds

preferentially to the phospholipid-rich HDL, APOE4 binds the triglyceride-rich

VLDL [30]. It is also important in the brain, where it is secreted by astrocytes to

supply lipids to neurons. While a role for resistance to Trypanosoma brucei was

initially suggested as a cogent example [31], a more significant selective advantage

may involve resistance of E4 carriers to the malaria plasmodia, which require host

lipids for replication. Several lines of evidence support this hypothesis.

First, we consider the evolutionary history of APOE. Chimpanzees, our closest

great ape relatives, share with human APOE4 the two arginine (R) residues 112 and

158 (Table 19.1). However, unlike humans, chimpanzees and other primates have

not shown APOE isoforms. By microsatellite dating, the human APOE3 allele with

112-cysteine emerged about 225,000 years ago (range 180,000–580,000 years ago)

[32]. This range spans the emergence of anatomically modern H. sapiens and

precedes our immigration from Africa [20]. Fossil DNA sequences of two

Denisovans further show that APOE4 existed even earlier in our genus, consistent

with the earlier limit above [33]. APOE2 appears to have arisen after APOE3 [32].

In modern populations, APOE3 is predominant (60–90 %), while APO4 prevalence

ranks second (5–40 %) and APOE2 is generally third (1–10 %) [34].

Second, while chimpanzees and other great apes share R112 and R158 with

humans, they differ at residue 61, which is R in human (R61R) but threonine

(R61T) in great apes (Table 19.1). The Mahley research group showed the critical

role of R61 in lipid binding with transgenic mice, which also resemble great apes at

these residues: By targeted APOE replacement of R61T, the mouse APOE protein

acquired human APOE4-like lipid binding [35]. To test these ideas further, the

Finch Lab made a mouse with targeted replacement of the chimpanzee APOE gene.

Preliminary data show that chimpanzee APOE resembles human APOE4 more than

APOE3 in supporting neurite outgrowth [36]. These experiments confirmed the

Mahley group findings that human APOE3 is more neurotrophic than APOE4 by

more efficient lipid delivery [37, 38]. Furthermore, we must consider other differ-

ences between human and chimpanzee APOE. Of the 8 residues that show evidence

of positive selection in human APOE, half are in the lipid-binding C-terminus [39].

While APOE4 is likely to be the human ancestral isoform, the unknown effect of

Table 19.1 Apolipoprotein E

residues for contemporary

human, Denisovan, and

Chimpanzee alleles

Amino acid 61 112 158

Human E2 R C C

Human E3 R C R

Human E4 R R R

Denisovan R R R

Chimpanzee T R R

C Cysteine; R Arginine; T Threonine; [33]

19 Dementias of the Alzheimer Type … 281



these other amino acid differences in lipid binding could also have influenced

lipophilic steps in host defense.

Thirdly, the APOE alleles show regional geographic gradients. Within Europe,

for example, APOE4 shows a fourfold longitudinal cline, from 5 to 10 % below 30°

latitude north [40] to 20–30 % at higher latitudes [34]. Longitudinal gradients of

APOE4 are found in China [41] and India [42]. Latitudinal gradients are also seen,

e.g., 41 % APOE4 in Aka Pygmies of western Congo versus 33 % for Zairians [43].

Fourth, the APOE4 allele is associated with resistance to certain infectious

agents. A case is building for a role of APOE alleles in malarial resistance, because

Plasmodium parasites are dependent (auxotrophic) on cholesterol as a nutrient

during the blood and liver stages of replication [44]. A population from Gabon

highly infected with Plasmodium falciparum showed evidence for an epistatic gene

interaction of APOE4 with sickle-cell hemoglobin (HbAS, malarial resistant vs.

HbAA): The HbAS carriers who were also APOE4 had a 40 % lower infection

index than HbAA carriers, while APOE3 carriers did not differ [45, 46]. In vitro,

plasma from APOE4 carriers, but not from homozygotes for the E3 allele, inhibited

the growth of the parasite P. falciparum [47]. There is some evidence that APOE4

carriers also have higher blood levels of IL-13 [48], a cytokine with antiparasitic

activity. Moreover, APOE4 carriers have greater induction of TNFα in response to

bacterial endotoxins, suggesting greater innate immune activation [49]. Another

example may be the resistance of APOE4 carriers to progressive fibrosis in chronic

hepatitis C [50, 51]. Contrarily, APOE4 may increase susceptibility to HIV [52, 53]

and herpes simplex virus [53], as discussed below.

Besides their potential roles in host defense, APOE alleles may also influence

brain development. An MRI observational study of normal children showed that the

entorhinal cortex was consistently thinner in APOE4 versus APOE3 carriers [54].

A thinner temporal cortex was also found in neonatal APOE4 carriers [55]. Because

of neurodegeneration in this brain region during the early stages of AD, the thinner

cortex implies a smaller neuronal reserve in APOE4 carriers. In mice transgenic for

human APOE alleles, the E4 mice have synaptic deficits relative to E3 mice [56].

Frustratingly, we lack cell-level details for APOE alleles at stages of human brain

development. A trade-off in APOE4 carriers between resistance to infections and

brain development is suggested for Brazilian slum children who commonly suffer

diarrhea: The APOE4 carriers had better cognitive responses to micronutrient

supplementation than the APOE3 carriers [57, 58]. Thus, under conditions of

infection that differ from privileged healthier populations, the APOE4 protein could

be advantageous for brain development. This association is also shown in the

resistance of malnourished mice to cryptosporidial infections, a common cause of

diarrhea, in which E4 mice grew best [59].

Lastly, we note a very recent report that blood progesterone levels are higher in

APOE4 carriers during the luteal phase of the ovulatory cycle [60]. The women in

this study from Poland were healthy and not carrying a burden of infections. These

authors proposed that the potential increase of fecundability in APOE4 carriers

because of elevated progesterone during the luteal phase represents the beneficial

component in its antagonistic pleiotropy.
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19.2.3 Trade-Offs from Variegated Gene Expressions

as a Form of Bet-Hedging

Evolutionary biologists use the term “bet-hedging” in several different ways [61].

A simple way to think about it is the old adage “don’t put all your eggs in one

basket”! Our use of the term here fits best with the notion of a “probabilistic

diversification of the phenotypes expressed by a single genotype” [61]. We would

include stochastic variations in gene expression (transcriptional, translational or

post-translational in origin) among populations of otherwise identical cell types. For

example, in the C. elegans nematode, in which all individuals are genetically

identical, individual worm-to-worm variations in expression of the heat-shock gene

hsp-16.2 predicted survival over a fourfold range [62].

Martin [63] used the term “epigenetic gambling” to describe such phenomena,

implying a strong conceptual bias in favor of a transcriptional origin for such

variegated gene expression. Furthermore, while such bet-hedging may have

evolved as an adaptive trait as it ensures phenotypes that could survive in the face

of unpredictable environmental challenges, the phenomenon of “epigenetic drift”

[64, 65] when extended to the post-reproductive period of the life course would

partially escape the force of natural selection, thus contributing to diverse geriatric

pathologies, including AD and other later-onset dementias [66] (Fig. 19.2). Such a

scenario could represent the action of antagonistic pleiotropic genes. A similar role

of epigenetic drift in the pathogenesis of AD was independently proposed, together

with supporting data [67]. Gerontologists have become aware that stochastic events

during development are important determinants of individual outcomes of aging

[20, 68], but this topic remains underdeveloped in theory and experiment.

19.2.4 Mutations and Polymorphisms Which Are

not Phenotypically Expressed Until

the Post-reproductive Period

Peter Medawar’s influential book An Unsolved Problem in Biology [69] clearly

delineated this major mechanism of biological aging. However, it was J.B.S.

Haldane who first developed the fundamental concept based upon Huntington’s

disease [70]. Haldane was puzzled by the unusual high frequency of this severe

autosomal dominant disorder (about 1/18,000 in the British population). He con-

cluded that the disease represented a late-acting mutation that had escaped the force

of natural selection. Medawar elaborated upon this idea. Specifically, he hypothe-

sized that for deleterious mutations and polymorphisms to be maintained, suppressor

alleles at various loci are likely to have evolved such that deleterious mutations could

partially escape the force of natural selection if the associated adverse phenotypes

emerged later in life. According to Medawar, many such mutations associated with
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late adverse phenotypes could collectively contribute to biological aging. This

theory predicts that the patterns of mutations and phenotypes are likely to be

idiosyncratic among populations, consistent with the views of geriatricians and

pathologists that no two human beings age in precisely the same ways.

Fig. 19.2 This figure illustrates what might be described as the genesis of “A Perfect Storm” of

age-related drifts in gene expression, sufficient to lead to the quasi-stochastic multifocal

distributions of neuritic plaques in the hippocampus of patients with LOAD. We imagine a series

of “bumps” in the Waddington landscape, which eventually become sufficient to produce localized

fibrillary deposits of amyloid beta that create neuritic plaques. The left set of columns illustrate

variable degrees of drift (either increased or decreased gene expression) for four loci involved in

the synthesis of Aβ peptides, while the right set of columns illustrate variable degrees of drift for

four loci involved in the degradation of Aβ. GSAP is a gamma secretase activating protein [110].

ACAT1 (Acyl-CoA:cholesterol acyltransferase) exemplifies how the down-regulation of an

enzyme can enhance Aβ clearance via autophagy-mediated lysosomal proteolysis in microglia

[111]. The diagram is an oversimplification, as other loci, including APOE, are involved. An

earlier draft of this figure was published in [112]
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19.2.5 Evolutionary Biology and the Common Sporadic,

Late-Onset Forms of Alzheimer’s Disease (LOAD)

To varying degrees, all phenotypes are the products of diverse interactions between

alleles at multiple loci (Gene × Gene) and between genes and changing environ-

ments (Gene × Environment). For complex phenotypes like AD, with its diverse

spectrum of neuropathological lesions and highly variable times of onset, rates of

progression, and patterns of clinical presentations, one would anticipate large

numbers of genetic contributions and environmental interactions. This is particu-

larly valid for LOAD, given the Medawar proposition of selection for suppressor

loci that push the times of expression later in the life course. Indeed, large-scale

genome-wide association studies (GWAS) and other emerging genomic approa-

ches, although far from having exhausted its potential for the discovery of both rare

and common variants, have already identified more than 20 loci, each with varia-

tions associated with LOAD risk. These loci can be functionally grouped as lipid

metabolism, inflammation/immune response, endocytosis/intracellular trafficking,

tau metabolism/microtubular structure function, synaptic plasticity, and metabolism

of the β-APP [71–75].

A speculative but heuristic attempt to integrate these various discoveries in terms

of evolutionary biology and antagonistic pleiotropic gene action invokes a range of

host responses to challenges by infectious agents. We have outlined above our

hypothesis according to which the APOE4 allele has a protective role against

pathogens, including agents that rely upon host lipids for their replication. In

addition, a protective role conferred by both the immune system and the inflam-

matory response would seem obvious, and similarly, it could be argued that genes

associated with endocytosis and intracellular trafficking have a protective role

against certain intracellular pathogens. Given recent evidence for “infectious pro-

teins” in AD [76, 77], microtubular-associated proteins such as tau could be

incorporated in such a theory. The fact that different molecular forms or “strains” of

tau aggregates exhibit different efficiencies of spread within the brain and that they

can be transmitted via retrograde axonal transport from peripheral nerves has

attracted a review by a specialty journal in virology [78].

Lastly, we note intriguing findings that the Aβ peptide, implied as a neurotoxic

factor in AD, also has antimicrobial activities in vitro against Gram-negative and

Gram-positive bacteria and yeast [29] and for replication of the influenza A virus

[79]. As noted earlier, the Aβ42 peptide sequence is remarkably conserved in

vertebrates. Because APOE isoforms have differential binding to APP [80], novel

human APOE isoforms could have been selected for host defense against infections,

as may have been the case for APOE4. We anticipate progress in the biology of

APOE with the powerful new genomic techniques to identify novel infectious

agents with the potential to cause LOAD. Indeed, a role for the herpes simplex virus

in AD was suggested decades ago [81, 82] and an association with the E4 allele was

shown twenty years ago [83]. Although some viruses appear to require host fatty

acid synthesis, there is as yet no evidence that Herpes simplex is a lipophilic agent.
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An enhanced susceptibility to AD in APOE4 carriers might be related to a deficient

delivery of lipids following neuronal damage to the host [37, 38, 84]. Another

infectious candidate detected in AD brains is Chlamydia pneumonia, a spirochetal

bacteria, which a meta-analysis associated with fourfold higher risk of AD [85]. The

role of infections remains controversial in AD, as it is for atherosclerosis, where

infectious agents have also been associated with arterial lesions [86].

19.3 Implications for Policy and Practice: Brain Aging Is

Highly Plastic

Our discussion of evolution in brain aging and AD-like processes shows a huge

range of plasticity, i.e., a dissociation from any strict clock of aging. While there is

no systematic evidence to link the rates of AD-like processes to species-specific life

spans, it is clear for humans that aging remains by far the major risk factor for AD.

Continued research on fundamental processes of aging warrants high priority.

We anticipate that even for early-onset familial AD, there is untapped plasticity.

As noted earlier, monkeys restricted to small cages exhibit higher brain amyloid

burdens and less synaptic protein [13]. The restricted social interactions and limited

mental challenge may be a model for the strong inverse association of AD risk with

education levels [87–89]. Corresponding evidence for the impact of cognitive

activity on brain structure and chemistry is emerging, based on small clinical

studies from brain imaging with PiB binding. In healthy elderly, the brain Aβ load

varied inversely with life-time cognitive activity by >50 %, specifically in cortical

regions with multimodal nodes (lateral–medial prefrontal and parietal cortex; lateral

temporal cortex) [90]. Other aspects of brain plasticity are given by Stern’s analysis

of cognitive reserve [91, 92].

Thus, we propose that the human environment will prove to influence most if not

all risk factors for AD. Those risk factors are likely to include exposures to

infectious diseases. While we have argued that APOE4 is likely to have evolved

because of the protection, it confers against certain pathogens, the evidence of an

association of APOE4 with a herpes zoster virus provides a rationale to search for

pathogenetic roles for this and other viral agents using the emerging power of

next-generation genome sequencing. We anticipate that new drugs such as the apoE

peptide mimetics [93] will be used in concert with environmental interventions to

delay the ages of onset and slow down the rates of progress to LOAD.
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Glossary

Amyloids and Aβ

peptides

Amyloid refers to a large group of proteins or peptides that

are rich in β-helical sheets of amino acids and are prone to

form insoluble aggregates within tissues. The aggregates

that are among the classical diagnostic features of

Alzheimer’s disease are known as Amyloid beta, or Aβ.

There are several varieties, all of which are derived from a

much larger precursor protein (APP, or the β-APP). The two

Aβ peptides that have been most investigated are Aβ 1–40

(with forty amino acids) and Aβ 1–42 (forty-two amino

acids). The name amyloid is derived from a chemical test

for starch (an iodine test) used by the famous pathologist

Rudolph Virchow in the mid-nineteenth century to deter-

mine the nature of waxy material he found in livers of some

autopsied subjects. Virchow was prescient in using the

suffix “–oid” (like starch), as this and all other types of

amyloids turned out to be proteins. Amyloids, however,

co-precipitate with hyaluronan sulfate proteoglycans, hence

the positive iodine test!

Aging Aging can be defined as a collection of gradual and insid-

ious declines in multiple cellular physiological functions,

which reduce responses to stress, increase the risk of

chronic disease, and accelerate the probability of death

during later adult ages

Amino acid

residues

Proteins consist of strings of amino acids. When amino

acids are linked, molecules of water are lost and the

resulting amino acids are referred to as amino acid residues

APOE This is the accepted abbreviation for a gene that codes for

the apolipoprotein E protein. By convention, the abbrevia-

tions for genes are both capitalized and italicized; the

related protein is also capitalized, but not italicized. Human

populations have three different forms (alleles) of this gene,

each differing slightly by amino acid sequence. The most

common allele is E4, where E stands for epsilon. The least

common allele, E2, is associated with lesser risk for

Alzheimer’s disease. E4 is the major risk factor for

late-onset Alzheimer’s disease

APP Abbreviation for β-amyloid precursor protein (see Aβ

peptides, above)
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Astrocytes The name of this major brain cell represents its typical

star-like shapes. They provide neurons with lipids carried

by apolipoprotein E

Entorhinal cortex This is the part of the medial temporal cortex of the brain

that connects the hippocampus to other areas of the cerebral

cortex and is therefore an essential hub in the networks

involved in learning and memory

Epigenetic drift Epigenetics literally means “on top of” the genes. It

involves chemical changes to the basic nucleotide base pairs

of the DNA and of its associated proteins known as his-

tones. In so doing, these chemical alterations change the

expression of genes during cell differentiation and in certain

pathological conditions. These chemical marks and their

associate alterations in gene expression gradually change

during aging, a process known as epigenetic drift

Epistatic gene

interaction

Genes do not work in a vacuum. They are dependent upon

interactions with other genes, variations at which can

modulate the phenotype of the organism. For a fuller

account of the origins and evolution of this concept, its

terminology and its classifications, consult [94]

Lipid-binding

terminus

Proteins and fatty substances (lipids) can be bound together

in the same molecule. Characteristic sequences of amino

acids have evolved to provide specificity for such interac-

tions. These sequences can occur at different regions of the

protein. For the case of apolipoprotein E (APOE), this

binding occurs near the carboxyl end (C-terminus)

Neurite A neurite is a projection from a neuron. These can be axons,

the long neurites along which impulses are conducted from

the cell body to other cells, or they can be dendrites, the

short, branched extensions that transmit signals across the

synapse

PiB Abbreviation for Pittsburgh (Pi) Compound B, a radioactive

compound related to a dye that has long been used to stain

deposits of amyloid for the microscopic detection of amy-

loids. When used with positron emission tomography (PET

scans), PiB detects deposits of amyloid in the brains of

living patients and thus can help with the diagnosis of

Alzheimer’s disease in very early stages. Thus, PiB can also

document the effects of therapies designed to reverse or

slow the rate of progression of the disease
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Plasticity In evolutionary biology, plasticity usually refers to the

process of one genotype leading to various phenotypes

depending on the environment. A broader use has devel-

oped among biogerontologists to represent the different

timing of aging processes within phylogenetic clades, as

shown in Fig. 19.1

Public allele

system

This term represents a polymorphic gene (one with several

variants, each of which has frequencies greater that *1 %)

that is widely found in different human populations. Its

effects upon a given phenotype are generally predictable, as

in the classic example of sickle-cell hemoglobin (see

trade-offs)

Selective

advantage

This term applies to alleles or groups of alleles or to certain

phenotypes whose gene actions lead to a greater probability

of survival in a given environment

TNFα This gene encodes a multifunctional proinflammatory

cytokine that belongs to the tumor necrosis factor

(TNF) superfamily

Trade-offs This term is used here to refer to gene actions that can

exhibit differential effects on phenotypes depending upon

the environment or the stage of the life cycle. A classic

example is sickle-cell hemoglobin, in which heterozygotes

have resistance to malaria, whereas homozygotes suffer

painful tissue damage
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Chapter 20

The Evolutionary Etiologies of Autism

Spectrum and Psychotic Affective

Spectrum Disorders

Prof. Bernard J. Crespi, Ph.D.

Lay Summary The mental and behavioural traits that have evolved in

humans, such as complex sociality, make us vulnerable to corresponding

mental disorders, such as disorders that involve too little, or too much, social

thinking. Autism can be considered as a disorder where complex sociality

does not develop, while schizophrenia, bipolar disorder, and depression can

be considered as the opposite: pathologically overdeveloped social thought

and behaviour, as seen, for example, in paranoia and hearing voices.

Evolutionary biology is fundamentally important in understanding, defining,

and treating mental disorders because it helps us to determine what the brain

has evolved to do, which informs us about the different ways that brain

functions can become dysregulated in disease.

20.1 Introduction

20.1.1 The Standard Medical Model and the Reification

of Psychiatric Disorders

The standard medical model for understanding and treating disease focuses on

determining its proximate physiological and developmental causes, in terms of how

functional systems have become dysregulated [1]. High blood glucose levels, for

example, may be due to type 1 diabetes, which results from specific, well-

characterized physiological and molecular biological causes and, as a result, can be
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unambiguously diagnosed. Understanding the normal functioning of blood glucose

regulation, or any other physiological system, thus represents a key precondition for

determining aetiology and effective treatments.

How can the standard medical model be applied to psychiatric disorders? The

medical model assumes that illness can be objectively and unequivocally quantified.

By contrast, the causes and patterns of brain functions that underlie psychiatric

disorders are only dimly understood. Psychiatric disorders are, instead, abstract,

heuristic, descriptive constructs that are more or less useful for guiding research,

diagnoses, and treatments. The clearest evidence for such artificiality is the

Diagnostic and Statistical Manual of Mental Disorders (DSM) criteria for diag-

nosing psychiatric disorders, which comprise detailed lists of symptoms, some set

of which are considered necessary and sufficient to infer the presence of disease.

Despite these considerations, it is commonplace for psychiatric conditions to be

reified—that is—considered as real, for research, medical, and societal purposes

[2]. Such pragmatic reification can be considered as innocuous, but it is not: it

constrains and biases how researchers think about mental disorders and their

associated research agendas and leads to misconceptions of psychiatric disorders as

objectively defined, purely pathological ‘diseases’ that people ‘have’ comparable in

some fundamental way to diseases like diabetes, cancer, or atherosclerosis that can

be objectively and physiologically quantified in terms of their causes and effects.

Under current paradigms, determining the ‘causes’ of mental disorders often

becomes conflated with characterizing mental pathologies or deficits, at levels from

genes, to neurodevelopment and function, to cognitive functions, and to deleterious

environments. By contrast, according to the standard medical model, mental dis-

orders should instead be conceptualized and analysed, in terms of what functional

mental systems have become dysregulated and what forms such dysregulations

take. In this regard, for example, to better understand autism, we must also better

understand the development of neurotypical social cognition, and to understand

bipolar disorder and depression, we must also understand the adaptive functions of

normal, contextual variation in mood.

20.1.2 The Evolution of Mental Adaptations

Adaptive functions of the human mind and brain, like those of glucose regulation,

have, of course, evolved. Most generally, this meaning of ‘adaptive’ means that

such systems show, and have for many, many past generations shown, genetically

based variation among individuals that has influenced survival and reproduction.

Such variation has thus been subject to natural selection, which leads, across

generations, to increases in, or maintenance of, the adaptive ‘fit’ or ‘match’ between

organismal phenotypes and aspects of their environments. For example, the beaks

of Darwin’s finches are ‘fit’ in their sizes and shapes for different food sources.

Similarly, specific regions of the human neocortex adaptively function to recognize

individual faces (the fusiform gyrus), or to infer the thoughts and intentions of other
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humans (the medial prefrontal cortex). Specific mental adaptations, like the insulin

pathway, are real and quantifiable and the subject of intense interest in disciplines

such as cognitive neuroscience.

Natural selection of human physiology and morphology is expected, under basic

evolutionary considerations, to have led to the maximization of functional robust-

ness, homoeostatic ability, and efficiency, as well as optimal flexibility under

variable circumstances, all in the service of survival and reproduction. But what,

then, is natural selection—the driver of adaptation—expected to maximize with

regard to human cognition, emotion, and behaviour? We usually think of mental

disorders as centrally involving unhappiness of the subject as well as their social

circle, which motivates the seeking of help from the medical community. However,

natural selection is by no means expected to maximize happiness, simply because

increased happiness is by no means a primary means or route to increased survival

and reproduction [3]. Instead, natural selection is predicted, by basic theory, to

maximize condition-dependent human striving for the goals that have led, across

many past generations in relevant environments, to high survival and reproduction,

relative to other humans.

In the context of striving, human emotional systems have evolved to motivate

and modulate goal-seeking, dynamically across different circumstances. Such

motivation is mediated by the human ‘liking’ and ‘wanting’ reward systems, as well

as by unhappiness or dissatisfaction with current situations. Human cognitive

systems, by contrast, represent sets of evolved mechanisms for information pro-

cessing, causal thinking, and decision-making that subserve identification of

appropriate goals and tactics for reaching them. Both emotional and cognitive

systems develop across infancy, childhood, and adolescence, whereby genes,

environments, and gene-by-environment interactions mediate neurodevelopment.

To understand human psychiatric disorders from an evolutionary perspective, it

thus becomes necessary to connect these psychological trajectories and adaptations

with their corresponding maladaptations (lacks of fit of phenotypes to the envi-

ronment), expressed as developmental, emotional, and cognitive dysfunctions that

revolve around human striving and cognition. What adaptations, then, are dys-

regulated in major human mental disorders and how?

Evolutionary biology is useful in medicine for two main reasons: (1) it teaches

us how to think about human medically relevant phenotypes and diagnoses, in

novel, productive ways, and (2) it indicates specific new data to collect and new

approaches for therapies. In this chapter, I focus on the evolutionary biology of

psychiatric disorders centrally involving social cognition, affect, and development.

I first describe the primary types of causes of mental disorders, from evolutionary

medical thinking. Next, I describe autism spectrum disorders and psychotic affec-

tive spectrum disorders, in the context of these causes, with reference to recent

findings in genetics, neuroscience, and psychology, and in the context of which

human-evolved adaptations have been subject to what forms of alteration in each

case. Third, I describe and evaluate hypotheses for the relationships of these dis-

orders with one another—relationships that define evolved axes of human

20 The Evolutionary Etiologies of Autism Spectrum … 301



development, affect, and cognition that structure variation in adaptive and

maladaptive human mental functioning. Finally, I make specific suggestions for

research and clinical therapies that follow directly from these considerations.

20.2 Research Findings

20.2.1 Evolutionary Causes of Mental Disorders

The evolutionary causes of psychiatric disorders represent the ‘ultimate’ sources of

these conditions, which indicate why, given their evolutionary history, humans

exhibit particular forms of mental disorders with particular symptoms and severi-

ties. Each of the six main causes described below centres on explanations for

deviations from mental adaptation and health, in the context of how maladaptations

can arise, and be maintained, in populations.

20.2.1.1 Deleterious Alleles

Mutations generate novel alleles that usually cause reduced genetic function,

because the perturbations randomly alter a system that would otherwise develop

reasonably well. Highly penetrant mutations, with large effects, are especially likely

to be highly deleterious, and considerable evidence attests to important roles for de

novo, deleterious mutations, such as copy number variants or changes to highly

conserve amino acid residues, in the causes of mental illness (e.g. [4]). Highly

deleterious alleles that are associated with relatively severe mental illnesses include

monogenic causes of autism or schizophrenia that evolve under mutation–selection

balance: rare mutations arise and are selected against because their bearers exhibit

greatly reduced reproduction.

Rare, deleterious alleles such as copy number variants have been estimated to

account for a small percentage of cases of major mental illness [5]. Most inferred

‘risk alleles’ for mental disorders, such as those identified with genomewide

association studies are, however, relatively common (at frequencies above 1 % or

5 %) and have small effects on risk through one dimension of their multifaceted

impacts on neurodevelopment, neuronal function, and other systems. The degree to

which such alleles can be considered as deleterious to health overall—given all of

their effects—remains an open question; for example, neurodegenerative disease

risk trades off with cancer risk, such that higher risks in one domain of disease may

commonly entail lower risks in another [6]. Presumably, if psychiatric risk alleles

were purely deleterious, they would indeed not be common in populations. Risk

alleles may also exhibit positive effects, on health and reproduction, when

expressed in genetic relatives of individuals with mental illness [7]; these findings

indicate that ‘risk’ alleles do not simply confer increased risk of disease, but may,
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depending on the context, confer benefits as well. Such considerations can help to

explain the high heritabilities of psychiatric conditions including autism, bipolar

disorder, and schizophrenia, on the order of 50–80 % (e.g. [8]).

20.2.1.2 Mismatched Environments

Populations and individuals are always adapted to past environments, and if

environments change more rapidly than they can be tracked by selection and

genetic response to selection, then populations will be maladapted. Human envi-

ronments have changed radically over the past few hundred years, which is

expected to lead to higher risk of psychiatric disorders to the extent that the novel

environments include risk factors such as increased social stress and isolation, or

toxins such as lead and mercury that degrade neurodevelopment. For example,

some of the highest rates of schizophrenia are found among visible-minority (e.g.

different skin colour) immigrants, who appear to be subject to relatively severe

psychosocial stresses due to their novel, challenging environments [9].

20.2.1.3 Extremes of Adaptations

Some psychiatric conditions, such as generalized anxiety disorder, or some mani-

festations of obsessive–compulsive disorder such as excessive hygienic behaviour,

clearly represent extremes of normally adaptive behaviour: anxiety functions to

modulate arousal and attention under challenging conditions [10], and hygiene

reduces risks of infection [11]. This conceptual framework has been generalized to

connect normal personality variation along a spectrum to personality disorders and

to severe psychiatric disorders, by demonstrating which aspects of personality are

amplified, reduced, or otherwise distorted to generate mental dysfunction [12]. This

approach has successfully described continua in personality traits from normal to

maladaptive extremes, although the adaptive significance, in terms of fitness-related

benefits and costs of personality variation among normal individuals, remains lar-

gely unstudied. Maladaptive extremes can also be considered more directly in the

context of human evolutionary history, in that the evolution of human-specific traits,

such as large brain size and language, has generated potential and scope for loss of

these specific traits, as in microcephaly and specific language impairment, as well as

potential and scope for dysfunctional overdevelopment, as in macrocephaly and the

disordered and exaggerated components of speech in schizophrenia [13, 14].

20.2.1.4 Trade-Offs

Trade-offs have been well characterized for developmental and physiological

phenotypes, whereby, for example, increased resource allocation in one domain

takes away from another. For neurological and psychological phenotypes, however,
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conceptual paradigms based on trade-offs have yet to be developed, despite

evidence for trade-offs of verbal–social with visual–spatial skills [15], empathic

with systemizing (rule-based) interests and abilities [16], neural flexibility with

stability [17], as well as trade-offs between neural activation of the internally,

self-directed default mode network, and the outwardly focused task-positive net-

work [18]. Cognitive and emotional trade-offs are important because they structure

the brain’s functional architecture and generate coincidences of relative strengths

with relative deficits; for example, Kravariti et al. [19] found that having closer

relatives with schizophrenia was strongly associated with better verbal skills rela-

tive to visual–spatial skills. Trade-offs are stronger under resource-related con-

straints, which may commonly follow from dysfunctional neurodevelopment, and

their extremes are expected to characterize some psychiatric conditions. Autism, for

example, has been strongly associated with a combination of high systemizing and

low empathizing, whereas some combination of dysfunctionally high empathizing

and low systemizing appears to characterize some psychotic affective conditions

[20], especially borderline personality disorder and depression [21].

20.2.1.5 Conflicts

Genetically based conflicts, whereby two parties exhibit different optima for some

genetically based phenotype, generate risk of maladaptation because one party may

more or less ‘lose’ the conflict, resources are wasted on conflictual interactions, and

conflict mechanisms generate novel targets for dysregulation and disease [22]. The

forms of evolutionary genetic conflict most salient to psychiatric conditions include

parent–offspring conflict (e.g. [23]), genomic imprinting conflict [24, 25], and

sexual conflict [26]. Dysregulated genomic imprinting, for example, underlies the

expression of Prader–Willi syndrome, one of the strongest genetic causes of psy-

chosis [27], and this syndrome represents only an extreme case of such psychiatric

effects [13]. Similarly, a recent epidemiological study of over two million indi-

viduals demonstrated that unaffected sisters (but not brothers) of individuals with

schizophrenia and bipolar disorder exhibit higher fertility than controls, a pattern

that is uniquely predicted by a hypothesis of ‘sexually antagonistic’ alleles that

impose costs on males but benefit females [7].

20.2.1.6 Defences Mistaken as Symptoms

This last ‘cause’ of disease is only apparent: some psychiatric symptoms represent

conditionally adaptive defences for alleviating problematic conditions, rather than

deleterious manifestations of disease. Thus, in the same way that fever represents a

conditionally adaptive bodily response to infection, with health benefits that usually

outweigh its costs, some psychiatric symptoms can be interpreted as conferring

benefits, relative to their absence or reduction. Examples of such phenomena

include the following: (a) repetitive behaviour in autism, which serves to dampen
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excessively high levels of autonomic and sensory arousal [28], (b) dissociation, as a

psychological mechanism to reduce deleterious effects of trauma [29], (c) delusion

formation in psychosis, as a means to mentally cope with the exaggerated and

disordered perceptions of salience (causal meaning) [30], and (d) mild depression

(low mood), as a conditionally adaptive response to circumstances that favour

disengagement from failing or unreachable goals—which escalates to full depres-

sion if useless goal-seeking persists [31]. The danger of conceptualizing defences,

like fever, as purely deleterious symptoms is that treating them is expected to make

the situation specifically worse unless the underlying cause of the disorder

(and defence) is addressed, such as the sensory hypersensitivity in autism, the

trauma in dissociation, or the challenging life events and personal motivational

structure that underlie liability to low mood and depression.

These six causes of aetiology and symptoms of psychiatric conditions converge

in their emphases on determining what evolved genetic, developmental, neural,

cognitive and emotional systems are altered, and how they are altered, in psychi-

atric conditions. These causes also provide our framework for determining how

nominal, DSM-designated psychiatric conditions are related to one another in their

causes, as independent and separate, partially overlapping, or diametric to one

another in the same general way as the development or activity of any biological

system or pathway can be altered in two opposite directions.

20.2.2 Autism Spectrum Conditions

Autism is defined, and commonly reified, as a combination of deficits in social

reciprocity and communication with high levels of restricted interests and repetitive

behaviour (Fig. 20.1). The degree to which this combination represents a cohesive

syndrome, with causally shared rather than independent symptoms and causal

factors, remains unclear [32]. Beyond these two commonalities, autism presents

diverse features, with overall intellectual abilities varying from very low to above

average, cognitive enhancements (above neurotypical) in sensory and visual–spatial

abilities in a substantial fraction of individuals and a sex ratio that is highly

male-biased overall but much less so among more severely affected individuals [33].

The most straightforward connection between the major features of autism, and

human evolution, is that our evolutionary history has been characterized by elab-

oration of the ‘social brain’: the distributed, integrated set of neural systems that

subserve the acquisition, processing, and use of social information. It is these social

brain phenotypes that are specifically underdeveloped in autism. As such, autism

can be conceptualized as the expression of maladaptive extremes of social brain

underdevelopment, which, in principle, may be caused in a proximate way by

reduction or loss of any of the myriad systems that are necessary or sufficient for

human social brain development. Autism thus exhibits many single-gene, syn-

dromic causes due to deleterious mutation, but it is also commonly underlain by

combined effects from the hundreds or thousands of genes bearing alleles that affect
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Fig. 20.1 Phenotypes that describe a the autism spectrum and b the psychotic affective spectrum,

based on DSM-V diagnoses, evolutionary considerations, and the hypothesized relationships

between the two sets of disorders

306 B.J. Crespi



social brain development [34]. As such, there can be no primary, proximate

physiologically based cause of autism (as there may be, for example, for type 1

diabetes), and the search for causes becomes a differential characterization, sub-

division, and prioritization of the diverse genetic, epigenetic, and environmental

influences that converge on underdevelopment of the social brain.

As social cognition is underdeveloped under all psychologically based theories

for autism, it can also be conceptualized, and studied, in terms of developmental

heterochrony, whereby child cognitive development is not completed in autism, and

childhood characteristics, including reduced social cognition, are retained into

adulthood [35, 36]. In this context, other human-elaborated traits including highly

developed, regulated social striving and goal-seeking, guided by perceived

reward-associated or cost-associated (aversive) salience (inferred, causative mean-

ing) of social stimuli, remain underdeveloped as well on the autism spectrum.

External stimuli may thus have salience predominantly in terms of perceived sen-

sations, or specific, highly restricted non-social interests, especially foci of highly

selective attention [37]. Frith [38] indeed sees a weak drive to discern meaning in

the world as epitomizing the weak central coherence theory of autism, which has

been supported by a wide range of evidence.

A central, unresolved question in the study of autism is whether a single, central,

psychological, or cognitive-level factor can explain the apparently inexplicable

combination of reduced sociality with restricted interests and repetitive behaviour.

In the context of social brain underdevelopment, increased restricted interests and

repetitive behaviours, and sensory, visual–spatial, and mechanistic cognition

enhancements in autism, can be explained by several hypotheses.

First, increases in asocial phenotypes may pre-empt the development of social

phenotypes, such as by directing perceived salience, interests, and brain special-

izations along asocial paths. Such effects, which are notably represented by a theory

for autism aetiology based on enhanced perceptual functioning [39], may be

mediated by overdevelopments of sensory perception and mechanistic, systemizing

cognition [33].

Second, increased asocial cognition may itself be a direct result of reduced social

cognition, as a compensatory or trade-off-based neurodevelopmental mechanism

akin to the overdevelopment of non-visual senses among the blind.

Third, some such asocial cognition and behaviour, and phenotypes such as

insistence on sameness and stimulus over-selectivity, may, as noted above, repre-

sent defences that aid in coping with challenging symptoms such as increased

perceptual sensitivity or avoidance of stress from dealing with inexplicable social

cognitive tasks.

Finally, one possible resolution, based on reduced expression of a phenotype

virtually unique to humans, is that autism is, in part, underpinned psychologically

by underdeveloped imagination, defined as ‘the faculty or action of forming new

ideas, or images or concepts of external objects not present to the senses’. This

hypothesis, originally described by Rutter [40], and Wing and Gould [41], can, in

principle, jointly explain social and asocial alterations in autism, including reduced
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pretend play, reduced social imagination as expressed in theory of mind, restriction

of interests and repetition of behaviour, and insistence on sameness.

Determining the degree to which these hypotheses are correct, in general or for

any particular individual, is crucially important to autism therapy, especially to

prevent enhancements or conditionally adaptive defences of autistic individuals

from being treated as deleterious symptoms.

20.2.3 Psychotic Affective Spectrum Conditions

Psychotic affective spectrum conditions include a set of DSM disorders, mainly

schizophrenia, bipolar disorder, and depression, which broadly overlap in their

symptoms, neurological and psychological correlates, and genetic and environ-

mental risk factors [42] (Fig. 20.1). All of these conditions exhibit substantial

genetic components and mediation in part by rare, penetrant risk factors, although

most genetic risk appears to be underlain by many alleles each with small effect.

Schizophrenia, as well as other conditions that involve psychosis, can be

understood most directly and simply in terms of dysfunction of the human adaptive

system for assigning salience (causal meaning) to external, and internally generated,

stimuli [30, 43]. Salience assignment, which is underpinned by a dedicated neural

system involving the anterior cingulate cortex and insula, is fundamental to cog-

nition, behaviour, and goal-seeking, in that it mediates subjective causal under-

standing of perceptual inputs. Psychosis thus involves overdeveloped and

inappropriate salience, usually in the contexts of social interactions, agency,

intentionality, self-other associations, and other aspects of mentalistic (social and

mind-related) thought, apparently due to the primacy of social cognition in human

goal-directed behaviour [24]. Paradigmatic manifestations of psychosis thus

involve paranoia, other social delusions, megalomania, belief that events always

refer to the self, alterations to self-other distinctions, and assignment of mind,

agency, and intentions to inappropriate subjects and inanimate objects. Such reality

distortions are mediated by top-down cognitive processes, and they can be con-

sidered as attempts to ‘make sense’ of the excessively high and inappropriate

salience assignment, for external stimuli, that is driven by hyperdopaminergic

neurotransmission [30, 44, 45]. Hallucinations, in turn, can be understood as

misinterpreted and exaggerated internal perceptions, mediated by overdeveloped

salience of internal representations, such that given certain neurophysiological

alterations, thought, inner speech, and imagination come to be considered as

external percepts. Like delusions, hallucinations are usually expressed as social

phenomena, especially auditory hallucinations.

Schizophrenia is predominantly considered as a disorder of cognition, whereby

the causal meanings that guide striving become overdeveloped and dysfunctionally

overmentalistic. Bipolar disorder and depression, by contrast, represent mainly

disorders of emotion, the set of neural and hormonal systems that motivate and

modulate striving and goal-seeking across different contexts. Understanding such
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mood disorders requires consideration of the adaptive significance of

condition-dependent variation in human emotions, especially with regard to the

social interactions that permeate human thought and behaviour [46]. In this context,

considerable evidence indicates that low mood is normally adaptive in situations

where individuals benefit by disengaging from unreachable or unprofitable goals, as

it facilitates such disengagement and motivates alternative behavioural patterns of

goal-seeking that should be more advantageous [47]. High, positive mood, in

comparison, represents an emotional mechanism whereby human reward systems

motivate continuation of beneficial behaviour, because one’s goals are being

reached. Depression, then, can be conceptualized and studied as overly low and

overly stable mood, a maladaptive extreme of an adaptation, whereby individuals

fail to disengage from deleterious thought patterns and striving [3, 47]. Conversely,

mania represents an emotional opposite to depression, as the expression of inability

to emotionally restrain high mood and intensity of striving, even if and when its

consequences become detrimental [48, 49]. Behaviours associated with mania and

hypomania can, moreover, be directly interpreted in the context of extreme striving

for social dominance, power, and influence, which, if successful, leads to sub-

stantial benefits [50, 51]. This evolutionary perspective can explain shifts between

mania and depression in bipolar disorder, in that mania is expected to foster pursuit

of goals that become more and more risky, unreachable or unsuccessful, eventually

prompting the generation of mixed states and descent into depression.

In bipolar disorder, then, cognitive salience systems, and choices of goals,

commonly remain functional, but the homoeostatic regulation of the emotions that

underlie goal pursuit becomes dysregulated, towards overly low or overly high

moods and their sequelae. Moreover, like schizophrenia, mania and depression both

centrally involve extremes of social, mentalistic thought and behaviour, here in the

context of guilt, shame, embarrassment, perceived social defeat, and social rumi-

nation in depression, and social dominance pursuit and pride in mania. Affective

psychoses, which comprise psychosis with alterations of mood, may thus be

mediated by self-punishment-driven, or reward-driven, overattributions of social

salience, in the context of emotionality that becomes sufficiently strong to dys-

regulate salience. These considerations can help to explain well-documented,

otherwise-inexplicable associations of bipolar disorder with high social motivation

and achievement [49, 52, 53]. Moreover, bipolar disorder, as well as schizophrenia

and schizotypy, have been associated across a wide diversity of studies with

increased social imagination, divergent thinking, creativity, and goal attainment,

especially in the arts and humanities [54–59]. Imagination can indeed be consid-

ered, under Bayesian models of cognition and learning, as directly associated with

causal cognition and inference of meaning, such that salience, causal thinking, and

imagination should tend to increase, or decrease, in concert with one another [60].
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20.2.4 The Relationship Between Autism Spectrum

and Psychotic Affective Spectrum Disorders

Bleuler invented the term ‘autism’ to describe withdrawal from reality and social

interactions in schizophrenia, but Kanner was careful to point out that his concep-

tualization of autism referred to children who had never participated in social life

[61]. The relationship between autism and schizophrenia, and psychotic affective

disorders more generally, has since been considered in terms of twomain hypotheses:

(1) partial overlap, with some degree of shared social cognitive deficits and genetic

risk factors; (2) a diametric (opposite) relationship, based, at a psychological level, on

underdevelopment of social cognition and affect in autism, normality at the centre,

and dysfunctional forms of their overdevelopment in psychotic affective conditions

[62] (Fig. 20.2). The partial overlap hypothesis is data-driven and motivated pri-

marily by the prominence of social deficits especially in autism and schizophrenia.

By contrast, the diametric hypothesis follows directly from evolutionary and neu-

rodevelopmental considerations, under the premises that human evolution has been

characterized primarily by elaboration of social cognition (generating increased

scope for altered development of specific phenotypes) and that the neurodevelop-

mental systems that underlie it, like all biological systems, can vary and be perturbed

in two opposite directions towards lower or higher expression (Fig. 20.2).

A central prediction of the diametric hypothesis is that autism and psychotic

affective conditions (especially schizophrenia, for which most of the relevant data

are available) should exhibit opposite phenotypes and genetic risk factors. A suite

of such evidence is described in Table 20.1, which provides support for the

Fig. 20.2 The autism spectrum and the psychotic affective spectrum can be conceptualized as

diametric disorders, with regard to the direction of alterations in uniquely human or

human-elaborated phenotypes that comprise their core features
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diametric hypothesis from diverse and independent sources of data. The partial

overlap hypothesis is consistent with the sharing of deficits, especially in social

cognition, between autism and schizophrenia, but such deficits can also be con-

sidered as deriving from opposite alterations both of which reduce performance on

standard tests. Genetic risk factors, such as some genomic copy number variants

and some SNPs, have also been associated with both autism spectrum disorders and

schizophrenia [62]. Such findings, however, are subject to the caveat that pre-

morbidity to schizophrenia in children and young adolescents, in the form of social

deficits and associated developmental problems, can be realistically diagnosed only

as autism spectrum since there is not (and never has been) a diagnostic category for

schizophrenia premorbidity [63]. This structural limitation in the DSM is expected

to lead to a non-negligible incidence of false-positive diagnoses of autism among

children who are actually premorbid for schizophrenia, especially among individ-

uals harbouring relatively penetrant genetic risk factors such as copy number

variants. Patterns of diagnoses for well-studied CNVs indeed fit with expectations

from such false-positive diagnoses [63].

The diametric hypothesis for autism and psychotic affective disorders is novel

and controversial and has just begun to be subject to systematic, large-scale testing

of its predictions (e.g. [64]). However, to the extent that it is correct, the study of

human disorders involving social cognition should be revolutionized and provided

its first solid grounding in basic evolutionary principles.

20.3 Implications for Policy and Practice

Risks for human mental disorders have evolved. Evolutionary conceptualizations of

autism and psychotic affective disorders lead directly to novel, specific implications

for understanding, studying, and treating these conditions.

First, autism, schizophrenia, bipolar disorder, and depression cannot justifiably

be considered as ‘diseases’ under standard medical models of disease, because the

neural system adaptations subject to maladaptive alteration in each case remain

inadequately understood. Instead, these conditions currently represent broad-scale,

heuristic descriptions for suites of related psychological and behavioural problems,

none of which has currently specifiable genetic or neurological causes in the same

way as do diseases like cancer or diabetes, and all of which grade smoothly in their

symptoms into normality. As such, schizophrenia and related psychotic and

affective disorders can best be considered as ‘syndromes’: groups of symptom

dimensions that cluster in different combinations across different individuals [65].

Risks and symptoms for these psychiatric conditions have, however, evolved in

close conjunction with the evolution of complex human social cognition, affect, and

behaviour, which provides the basis for an ultimate understanding, and nosology, of

psychiatric maladaptations. In this context, DSM descriptions of autism or a psy-

chotic affective condition should represent starting points for differential diagnosis

of their genetic, neurological, social, and environmental causes, for each specific
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individual. Such causes are expected to involve some combination of effects from

deleterious mutations, evolutionarily novel environments, extremes of adaptations,

trade-offs, genomic conflicts, and evolved defences.

Second, autism can be considered, from an evolutionary perspective, in terms of

underdevelopment of social cognition and affect, centrally involving some com-

bination, and causal conjunction, of reduced social development with increased

non-social perception, attention, and cognition. Such social and non-social alter-

ations may have diverse proximate causes, but they appear to commonly converge,

psychologically, on reductions in imagination, which can explain both lower levels

of sociality and increases in restricted interests and repetitive behaviour. This

conceptualization of autism is fully compatible with previously developed psy-

chological models founded on reduced central coherence [66], lower empathizing

and higher systemizing [33], and enhanced perceptual function [39].

Third, psychotic affective disorders can be considered as centrally involving

dysfunctionally overdeveloped social cognition, affect, and behaviour, expressed as

social hypersalience in aspects of psychosis, dysregulated social goal motivation

and dominance-seeking in mania, and extremes of negative social emotionality in

depression. Each of these disorders, which grade into one another, can best be

understood in the individual-level contexts of the developmental causes of nega-

tively valenced and imaginative social salience, and the motivational structure of

one’s past, current, and future imagined life goals, especially regarding regulation

of, and impediments to, success in striving. This framework is fully compatible with

current psychological, neurological, cognitive-science-level accounts of psychotic

affective conditions (e.g. [30, 43, 49, 51]), but grounds them in evolutionary

considerations and in their relationship to the autism spectrum.

Fourth, autism and psychotic affective conditions can be considered and

analysed as diametric (opposite) disorders with regard to social development,

cognition, affect, and behaviour. This diametric model provides for comprehensive,

reciprocal illumination of the diagnoses, causes, and treatments of these disorders,

such that insights derived from studying one set of disorders can be applied directly

to the other. Most generally, cognitive behavioural treatments for autism should

especially focus on enhancing phenotypes that are overdeveloped in psychotic

affective conditions, including social imagination, flexible and social salience, and

social motivation and goal-seeking. By contrast, treatments for psychotic affective

conditions, in addition to focusing more directly on the adaptive, dynamic regu-

lation of social cognitive salience and mood-directed striving, should involve

therapies to make perception, cognition, affect, and behaviour relatively ‘more

autistic’. Similar considerations apply to pharmacological effects: for example,

valproate during foetal development represents a well-established human cause, and

animal model, of autism [67], but valproate is also used to treat bipolar disorder and

schizophrenia [68]; comparably, mGlur5 pathway antagonists are being used to

treat fragile X syndrome and autism [69], whereas mGlur5 agonists are being

developed to treat schizophrenia [70].

The findings and inferences described here emphasize that evolutionary

approaches in medicine, and psychiatry, can offer specific, well-rationalized
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hypotheses and can help to direct research and treatments along novel and

promising paths. Such progress should lead, eventually, to the integration of psy-

chiatry with the standard medical model of disease, as dovetailing evolutionary and

proximate approaches to the study of brain development and function uncover the

adaptive significance of psychological, cognitive, and affective phenotypes and

their neurological and genetic foundations.

References

1. Nesse RM, Stein DJ (2012) Towards a genuinely medical model for psychiatric nosology.

BMC Med 10:5. doi:10.1186/1741-7015-10-5

2. Crespi B (2011) One hundred years of insanity: genomic, psychological and evolutionary

models of autism in relation to schizophrenia. In: Ritsner M (ed) Handbook of

schizophrenia-spectrum disorders, vol I. Springer, Netherlands, pp 163–185

3. Nesse RM (2004) Natural selection and the elusiveness of happiness. Philos Trans R Soc

Lond B Biol Sci 359(1449):1333–1347

4. Malhotra D, Sebat J (2012) CNVs: harbingers of a rare variant revolution in psychiatric

genetics. Cell 148(6):1223–1241. doi:10.1016/j.cell.2012.02.039

5. Escudero I, Johnstone M (2014) Genetics of schizophrenia. Curr Psychiatry Rep 16(11):502.

doi:10.1007/s11920-014-0502-8

6. Plun-Favreau H, Lewis PA, Hardy J et al (2010) Cancer and neurodegeneration: between the

devil and the deep blue sea. PLoS Genet 6(12):e1001257. doi:10.1371/journal.pgen.1001257

7. Power RA, Kyaga S, Uher R et al (2013) Fecundity of patients with schizophrenia, autism,

bipolar disorder, depression, anorexia nervosa, or substance abuse vs their unaffected

siblings. JAMA Psychiatry 70(1):22–30. doi:10.1001/jamapsychiatry.2013.268

8. Singh S, Kumar A, Agarwal S et al (2014) Genetic insight of schizophrenia: past and future

perspectives. Gene 535(2):97–100. doi:10.1016/j.gene.2013.09.110

9. Bourque F, van der Ven E, Fusar-Poli P et al (2012) Immigration, social environment and

onset of psychotic disorders. Curr Pharm Des 18(4):518–526

10. Stein DJ (2013) What is a mental disorder? A perspective from cognitive-affective science.

Can J Psychiatry 58(12):656–662

11. Curtis VA (2014) Infection-avoidance behaviour in humans and other animals. Trends

Immunol 35(10):457–464. doi:10.1016/j.it.2014.08.006

12. Trull TJ, Widiger TA (2013) Dimensional models of personality: the five-factor model and

the DSM-5. Dialogues Clin Neurosci 15(2):135–146

13. Crespi B (2008) Language unbound: genomic conflict and psychosis in the origin of modern

humans. In: Hughes D, D’Ettorre P (eds) Sociobiology of communication: an

interdisciplinary perspective. Oxford Universtiy Press, Oxford, pp 225–248

14. Crespi B, Leach E (2015) The evolutionary biology of human neurodevelopment:

evo-neuro-devo comes of age. In: Boughner J, Rolian C (eds) Evolutionary developmental

anthropology. Wiley, New York (in press)

15. Johnson W, Bouchard TJ Jr (2007) Sex differences in mental abilities: g masks the

dimensions on which they lie. Intelligence 35:23–39

16. Nettle D (2007) Empathizing and systemizing: what are they, and what do they contribute to

our understanding of psychological sex differences? Br J Psychol 98:237–255

17. Liljenström H (2003) Neural stability and flexibility: a computational approach.

Neuropsychopharmacology 28(Suppl 1):S64–S73

18. Jack AI, Dawson AJ, Begany KL et al (2013) fMRI reveals reciprocal inhibition between

social and physical cognitive domains. Neuroimage 66C:385–401

318 B.J. Crespi

http://dx.doi.org/10.1186/1741-7015-10-5
http://dx.doi.org/10.1016/j.cell.2012.02.039
http://dx.doi.org/10.1007/s11920-014-0502-8
http://dx.doi.org/10.1371/journal.pgen.1001257
http://dx.doi.org/10.1001/jamapsychiatry.2013.268
http://dx.doi.org/10.1016/j.gene.2013.09.110
http://dx.doi.org/10.1016/j.it.2014.08.006


19. Kravariti E, Toulopoulou T, Mapua-Filbey F et al (2006) Intellectual asymmetry and genetic

liability in first-degree relatives of probands with schizophrenia. Br J Psychiatry 188:186–

187

20. Brosnan M, Ashwin C, Walker I et al (2010) Can an ‘Extreme Female Brain’ be

characterised in terms of psychosis? Pers Indiv Diff 49(7):738–742

21. Dinsdale N, Crespi BJ (2013) The borderline empathy paradox: evidence and conceptual

models for empathic enhancements in borderline personality disorder. J Pers Disord 27

(2):172–195

22. Crespi B, Foster K, Úbeda F (2014) First principles of Hamiltonian medicine. Philos Trans R

Soc Lond B Biol Sci 369:20130366

23. Crespi B (2010) The strategies of the genes: genomic conflicts, attachment theory and

development of the social brain. In: Petronis A, Mill J (eds) Brain, behaviour and epigenetics.

Springer, Berlin, pp 143–167

24. Crespi B, Badcock C (2008) Psychosis and autism as diametrical disorders of the social

brain. Behav Brain Sci 31(3):241–261; discussion 261–320

25. Haig D (2014) Coadaptation and conflict, misconception and muddle, in the evolution of

genomic imprinting. Heredity (Edinb) 113(2):96–103

26. Haig D, Ubeda F, Patten MM (2014) Specialists and generalists: the sexual ecology of the

genome. Cold Spring Harb Perspect Biol 6(9):a017525. doi:10.1101/cshperspect.a017525,

pii:a017525

27. Soni S, Whittington J, Holland AJ et al (2008) The phenomenology and diagnosis of

psychiatric illness in people with Prader-Willi syndrome. Psychol Med 38(10):1505–1514

28. Hirstein W, Iversen P, Ramachandran VS (2001) Autonomic responses of autistic children to

people and objects. Proc Biol Sci 268(1479):1883–1888

29. Russo DA, Stochl J, Painter M et al (2014) Trauma history characteristics associated with

mental states at clinical high risk for psychosis. Psychiatry Res. doi:10.1016/j.psychres.2014.

08.028, pii:S0165-1781(14)00725-2

30. Kapur S (2003) Psychosis as a state of aberrant salience: a framework linking biology,

phenomenology, and pharmacology in schizophrenia. Am J Psychiatry 160(1):13–23

31. Nesse RM, Jackson ED (2011) Evolutionary foundations for psychiatric diagnosis: making

DSM-V valid. In: De Block A, Adriaens P (eds) Maladapting minds: philosophy, psychiatry,

and evolutionary theory. Oxford University Press, Oxford, pp 167–191

32. Brunsdon VE, Happé F (2014) Exploring the ‘fractionation’ of autism at the cognitive level.

Autism 18(1):17–30. doi:10.1177/1362361313499456

33. Baron-Cohen S, Lombardo MV, Auyeung B et al (2011) Why are autism spectrum

conditions more prevalent in males? PLoS Biol 9(6):e1001081. doi:10.1371/journal.pbio.

1001081

34. Heil KM, Schaaf CP (2013) The genetics of Autism Spectrum Disorders–a guide for

clinicians. Curr Psychiatry Rep 15(1):334. doi:10.1007/s11920-012-0334-3

35. Woodard CR, Van Reet J (2011) Object identification and imagination: an alternative to the

meta-representational explanation of autism. J Autism Dev Disord 41(2):213–226

36. Crespi B (2013) Developmental heterochrony and the evolution of autistic perception,

cognition and behaviour. BMC Med 11:119

37. Ploog BO (2010) Stimulus overselectivity four decades later: a review of the literature and its

implications for current research in autism spectrum disorder. J Autism Dev Disord 40

(11):1332–1349

38. Frith U (2012) Why we need cognitive explanations of autism. Q J Exp Psychol (Hove) 65

(11):2073–2092. doi:10.1080/17470218.2012.697178

39. Mottron L, Dawson M, Soulières I et al (2006) Enhanced perceptual functioning in autism:

an update, and eight principles of autistic perception. J Autism Dev Disord 36(1):27–43

40. Rutter M (1972) Childhood schizophrenia reconsidered. J Autism Dev Disord 2:315–337

41. Wing L, Gould J (1979) Severe impairments of social interaction and associated

abnormalities in children: epidemiology and classification. J Autism Dev Disord 9:11–29

20 The Evolutionary Etiologies of Autism Spectrum … 319

http://dx.doi.org/10.1101/cshperspect.a017525
http://dx.doi.org/10.1016/j.psychres.2014.08.028
http://dx.doi.org/10.1016/j.psychres.2014.08.028
http://dx.doi.org/10.1177/1362361313499456
http://dx.doi.org/10.1371/journal.pbio.1001081
http://dx.doi.org/10.1371/journal.pbio.1001081
http://dx.doi.org/10.1007/s11920-012-0334-3
http://dx.doi.org/10.1080/17470218.2012.697178


42. Doherty JL, Owen MJ (2014) Genomic insights into the overlap between psychiatric

disorders: implications for research and clinical practice. Genome Med 6(4):29. doi:10.1186/

gm546

43. Winton-Brown TT, Fusar-Poli P, Ungless MA et al (2014) Dopaminergic basis of salience

dysregulation in psychosis. Trends Neurosci 37(2):85–94. doi:10.1016/j.tins.2013.11.003

44. Cook J, Barbalat G, Blakemore SJ (2012) Top-down modulation of the perception of other

people in schizophrenia and autism. Front Hum Neurosci 6:175. doi:10.3389/fnhum.2012.

00175

45. Howes OD, Murray RM (2014) Schizophrenia: an integrated sociodevelopmental-cognitive

model. Lancet 383(9929):1677–1687. doi:10.1016/S0140-6736(13)62036-X

46. Nesse RM, Ellsworth PC (2009) Evolution, emotions, and emotional disorders. Am Psychol

64(2):129–139

47. Keller MC, Nesse RM (2005) Is low mood an adaptation? Evidence for subtypes with

symptoms that match precipitants. J Affect Disord 86(1):27–35

48. Johnson SL (2005) Mania and dysregulation in goal pursuit: a review. Clin Psychol Rev 25

(2):241–262

49. Johnson SL, Fulford D, Carver CS (2012) The double-edged sword of goal engagement:

consequences of goal pursuit in bipolar disorder. Clin Psychol Psychother 19(4):352–362

50. Johnson SL, Carver CS (2012) The dominance behavioural system and manic temperament:

motivation for dominance, self-perceptions of power, and socially dominant behaviours.

J Affect Disord 142(1–3):275–282

51. Johnson SL, Leedom LJ, Muhtadie L (2012) The dominance behavioural system and

psychopathology: evidence from self-report, observational, and biological studies. Psychol

Bull 138(4):692–743. doi:10.1037/a0027503

52. Coryell W, Endicott J, Keller M et al (1989) Bipolar affective disorder and high achievement:

a familial association. Am J Psychiatry 146(8):983–988

53. Higier RG, Jimenez AM, Hultman CM et al (2014) Enhanced neurocognitive functioning

and positive temperament in twins discordant for bipolar disorder. Am J Psychiatry. doi:10.

1176/appi.ajp.2014.13121683

54. Nettle D (2001) Strong imagination: madness, creativity and human nature. Oxford

University Press, Oxford

55. Nettle D (2006) Schizotypy and mental health amongst poets, visual artists, and

mathematicians. J Res Pers 40(6):876–890

56. Burns JK (2004) An evolutionary theory of schizophrenia: cortical connectivity,

metarepresentation, and the social brain. Behav Brain Sci 27(6):831–855; discussion 855–

885

57. Simeonova DI, Chang KD, Strong C et al (2005) Creativity in familial bipolar disorder.

J Psychiatr Res 39(6):623–631

58. Carson SH (2011) Creativity and psychopathology: a shared vulnerability model. Can J

Psychiatry 56(3):144–153

59. Bilder RM, Knudsen KS (2014) Creative cognition and systems biology on the edge of

chaos. Front Psychol 5:1104. doi:10.3389/fpsyg.2014.01104

60. Walker CM, Gopnik A (2013) Causality and imagination. In: Taylor M (ed) The

development of imagination. Oxford University Press, New York, pp 342–358

61. Kanner L (1965) Infantile autism and the schizophrenias. Behav Sci 10(4):412–420

62. Crespi B, Stead P, Elliot M (2010) Comparative genomics of autism and schizophrenia. Proc

Natl Acad Sci USA 107(Suppl 1):1736–1741

63. Crespi B, Crofts HJ (2012) Association testing of copy number variants in schizophrenia and

autism spectrum disorders. J Neurodev Disord 4(1):15. doi:10.1186/1866-1955-4-15

64. Byars SG, Stearns SC, Boomsma JJ (2014) Opposite risk patterns for autism and

schizophrenia are associated with normal variation in birth size: phenotypic support for

hypothesized diametric gene-dosage effects. Proc Biol Sci 281(1794):20140604

320 B.J. Crespi

http://dx.doi.org/10.1186/gm546
http://dx.doi.org/10.1186/gm546
http://dx.doi.org/10.1016/j.tins.2013.11.003
http://dx.doi.org/10.3389/fnhum.2012.00175
http://dx.doi.org/10.3389/fnhum.2012.00175
http://dx.doi.org/10.1016/S0140-6736(13)62036-X
http://dx.doi.org/10.1037/a0027503
http://dx.doi.org/10.1176/appi.ajp.2014.13121683
http://dx.doi.org/10.1176/appi.ajp.2014.13121683
http://dx.doi.org/10.3389/fpsyg.2014.01104
http://dx.doi.org/10.1186/1866-1955-4-15


65. van Os J (2009) ‘Salience syndrome’ replaces ‘schizophrenia’ in DSM-V and ICD-11:

psychiatry’s evidence-based entry into the 21st century? Acta Psychiatr Scand 120(5):363–

372. doi:10.1111/j.1600-0447.2009.01456.x

66. Happé F, Frith U (2006) The weak coherence account: detail-focused cognitive style in

autism spectrum disorders. J Autism Dev Disord 36(1):5–25

67. Markram K, Markram H (2010) The intense world theory—a unifying theory of the

neurobiology of autism. Front Hum Neurosci 4:224

68. Haddad PM, Das A, Ashfaq M et al (2009) A review of valproate in psychiatric practice.

Expert Opin Drug Metab Toxicol 5(5):539–551. doi:10.1517/17425250902911455

69. Lozano R, Hare EB, Hagerman RJ (2014) Modulation of the GABAergic pathway for the

treatment of fragile X syndrome. Neuropsychiatr Dis Treat 10:1769–1779

70. Matosin N, Newell KA (2013) Metabotropic glutamate receptor 5 in the pathology and

treatment of schizophrenia. Neurosci Biobehav Rev 37(3):256–268

71. Rees E, Walters JT, Georgieva L et al (2014) Analysis of copy number variations at 15

schizophrenia-associated loci. Br J Psychiatry 204(2):108–114

72. Rees E, Kirov G, Sanders A et al (2014) Evidence that duplications of 22q11.2 protect

against schizophrenia. Mol Psychiatry 19(1):37–40

73. Brunetti-Pierri N, Berg JS, Scaglia F et al (2008) Recurrent reciprocal 1q21.1 deletions and

duplications associated with microcephaly or macrocephaly and developmental and

behavioural abnormalities. Nat Genet 40(12):1466–1471

74. Qureshi AY, Mueller S, Snyder AZ et al (2014) Opposing brain differences in 16p11.2

deletion and duplication carriers. J Neurosci 34(34):11199–11211. doi:10.1523/

JNEUROSCI.1366-14.2014

75. Chaste P, Sanders SJ, Mohan KN et al (2014) Modest impact on risk for autism spectrum

disorder of rare copy number variants at 15q11.2, specifically breakpoints 1 to 2. Autism Res

7(3):355–362. doi:10.1002/aur.1378

76. Pathania M, Davenport EC, Muir J et al (2014) The autism and schizophrenia associated

gene CYFIP1 is critical for the maintenance of dendritic complexity and the stabilization of

mature spines. Transl Psychiatry 4:e374. doi:10.1038/tp.2014.16

77. Courchesne E, Mouton PR, Calhoun ME et al (2011) Neuron number and size in prefrontal

cortex of children with autism. JAMA 306(18):2001–2010

78. Baribeau DA, Anagnostou E (2013) A comparison of neuroimaging findings in childhood

onset schizophrenia and autism spectrum disorder: a review of the literature. Front Psychiatry

4:175. doi:10.3389/fpsyt.2013.00175

79. Haijma SV, Van Haren N, Cahn W et al (2013) Brain volumes in schizophrenia: a

meta-analysis in over 18,000 subjects. Schizophr Bull 39(5):1129–1138. doi:10.1093/schbul/

sbs118

80. Hobson RP, Bishop M (2003) The pathogenesis of autism: insights from congenital

blindness. Philos Trans R Soc Lond B Biol Sci 358(1430):335–344

81. Ek U, Fernell E, Jacobson L (2005) Cognitive and behavioural characteristics in blind

children with bilateral optic nerve hypoplasia. Acta Paediatr 94(10):1421–1426

82. Landgraf S, Osterheider M (2013) To see or not to see: that is the question. The

“Protection-Against-Schizophrenia” (PaSZ) model: evidence from congenital blindness and

visuo-cognitive aberrations. Front Psychol 4:352

83. Silverstein SM, Wang Y, Keane BP (2013) Cognitive and neuroplasticity mechanisms by

which congenital or early blindness may confer a protective effect against schizophrenia.

Front Psychol 3:624

84. Brown WA, Cammuso K, Sachs H et al (2003) Autism-related language, personality, and

cognition in people with absolute pitch: results of a preliminary study. J Autism Dev Disord

33(2):163–167

85. Mottron L, Bouvet L, Bonnel A et al (2013) Veridical mapping in the development of

exceptional autistic abilities. Neurosci Biobehav Rev 37(2):209–228

86. Heaton P, Hudry K, Ludlow A et al (2008) Superior discrimination of speech picth and its

relationship to verbal ability in autism spectrum disorders. Cogn Neuropsychol 25:771–782

20 The Evolutionary Etiologies of Autism Spectrum … 321

http://dx.doi.org/10.1111/j.1600-0447.2009.01456.x
http://dx.doi.org/10.1517/17425250902911455
http://dx.doi.org/10.1523/JNEUROSCI.1366-14.2014
http://dx.doi.org/10.1523/JNEUROSCI.1366-14.2014
http://dx.doi.org/10.1002/aur.1378
http://dx.doi.org/10.1038/tp.2014.16
http://dx.doi.org/10.3389/fpsyt.2013.00175
http://dx.doi.org/10.1093/schbul/sbs118
http://dx.doi.org/10.1093/schbul/sbs118


87. Heaton P, Williams K, Cummins O et al (2008) Autism and pitch processing splinter skills: a

group and subgroup analysis. Autism 12(2):203–219

88. Dohn A, Garza-Villarreal EA, Heaton P et al (2012) Do musicians with perfect pitch have

more autism traits than musicians without perfect pitch? An empirical study. PloS One 7(5):

e37961

89. Falter CM, Braeutigam S, Nathan R et al (2013) Enhanced access to early visual processing

of perceptual simultaneity in autism spectrum disorders. J Autism Dev Disord 43(8):1857–

1866. doi:10.1007/s10803-012-1735-1

90. Tavassoli T, Miller LJ, Schoen SA et al (2014) Sensory over-responsivity in adults with

autism spectrum conditions. Autism 18(4):428–432

91. Bates TC (2005) The panmodal sensory imprecision hypothesis of schizophrenia: reduced

auditory precision in schizotypy. Pers Indiv Diff 38(2):437–449

92. Leitman DI, Foxe JJ, Butler PD et al (2005) Sensory contributions to impaired prosodic

processing in schizophrenia. Biol Psychiatry 58(1):56–61

93. Leitman DI, Sehatpour P, Higgins BA et al (2010) Sensory deficits and distributed

hierarchical dysfunction in schizophrenia. Am J Psychiatry 167(7):818–827

94. Force RB, Venables NC, Sponheim SR (2008) An auditory processing abnormality specific

to liability for schizophrenia. Schizophr Res 103(1):298–310

95. Javitt DC (2009) Sensory processing in schizophrenia: neither simple nor intact. Schizophr

Bull 35(6):1059–1064

96. Javitt DC (2009) When doors of perception close: bottom-up models of disrupted cognition

in schizophrenia. Annu Rev Clin Psychol 5:249–275

97. Mason OJ, Brady F (2009) The psychotomimetic effects of short-term sensory deprivation.

J Nerv Ment Dis 197(10):783–785. doi:10.1097/NMD.0b013e3181b9760b

98. Daniel C, Lovatt A, Mason OJ (2014) Psychotic-like experiences and their cognitive

appraisal under short-term sensory deprivation. Front Psychiatry 5:106. doi:10.3389/fpsyt.

2014.00106

99. Kohl S, Wolters C, Gruendler TO et al (2014) Prepulse inhibition of the acoustic startle reflex

in high functioning autism. PLoS One 9(3):e92372. doi:10.1371/journal.pone.0092372

100. Madsen GF, Bilenberg N, Cantio C et al (2014) Increased prepulse inhibition and

sensitization of the startle reflex in autistic children. Autism Res 7(1):94–103. doi:10.1002/

aur.1337

101. Swerdlow NR, Light GA, Sprock J et al (2014) Deficient prepulse inhibition in schizophrenia

detected by the multi-site COGS. Schizophr Res 152(2–3):503–512

102. Orekhova EV, Stroganova TA (2014) Arousal and attention re-orienting in autism spectrum

disorders: evidence from auditory event-related potentials. Front Hum Neurosci 8:34

103. Nagai T, Tada M, Kirihara K et al (2013) Mismatch negativity as a “translatable” brain

marker toward early intervention for psychosis: a review. Front Psychiatry 4:115

104. Todd J, Harms L, Schall U et al (2013) Mismatch negativity: translating the potential. Front

Psychiatry 4:171

105. Oberman LM, Hubbard EM, McCleery JP et al (2005) EEG evidence for mirror neuron

dysfunction in autism spectrum disorders. Brain Res Cogn Brain Res 24(2):190–198

106. Kana RK, Wadsworth HM, Travers BG (2011) A systems level analysis of the mirror neuron

hypothesis and imitation impairments in autism spectrum disorders. Neurosci Biobehav Rev

35(3):894–902. doi:10.1016/j.neubiorev.2010.10.007

107. McCormick LM, Brumm MC, Beadle JN et al (2012) Mirror neuron function, psychosis, and

empathy in schizophrenia. Psychiatry Res 201(3):233–239. doi:10.1016/j.pscychresns.2012.

01.004

108. Mehta UM, Thirthalli J, Basavaraju R et al (2014) Reduced mirror neuron activity in

schizophrenia and its association with theory of mind deficits: evidence from a transcranial

magnetic stimulation study. Schizophr Bull 40(5):1083–1094. doi:10.1093/schbul/sbt155

109. Kennedy DP, Redcay E, Courchesne E (2006) Failing to deactivate: resting functional

abnormalities in autism. Proc Natl Acad Sci USA 103:8275–8280

322 B.J. Crespi

http://dx.doi.org/10.1007/s10803-012-1735-1
http://dx.doi.org/10.1097/NMD.0b013e3181b9760b
http://dx.doi.org/10.3389/fpsyt.2014.00106
http://dx.doi.org/10.3389/fpsyt.2014.00106
http://dx.doi.org/10.1371/journal.pone.0092372
http://dx.doi.org/10.1002/aur.1337
http://dx.doi.org/10.1002/aur.1337
http://dx.doi.org/10.1016/j.neubiorev.2010.10.007
http://dx.doi.org/10.1016/j.pscychresns.2012.01.004
http://dx.doi.org/10.1016/j.pscychresns.2012.01.004
http://dx.doi.org/10.1093/schbul/sbt155


110. Buckner RL, Andrews-Hanna JR, Schacter DL (2008) The brain’s default network: anatomy,

function, and relevance to disease. In: Kingstone A, Miller MB (eds) The year in cognitive

neuroscience. Ann NY Acad Sci, New York, pp 1–38. doi:10.1196/annals.1440.011

111. Iacoboni M (2006) Failure to deactivate in autism: the coconstitution of self and other.

Trends Cogn Sci 10:431–433

112. Kennedy DP, Courchesne E (2008) Functional abnormalities of the default network during

self- and other-reflection in autism. Soc Cogn Affect Neurosci 3(2):177–190

113. Landin-Romero R, McKenna PJ, Salgado-Pineda P et al (2014) Failure of deactivation in the

default mode network: a trait marker for schizophrenia? Psychol Med 21:1–11

114. Immordino-Yang MH, Christodoulou JA, Singh V (2012) Rest is not idleness implications of

the brain’s default mode for human development and education. Perspect Psychol Sci 7

(4):352–364

115. von dem Hagen EA, Stoyanova RS, Baron-Cohen S et al (2013) Reduced functional

connectivity within and between ‘social’ resting state networks in autism spectrum

conditions. Soc Cogn Affect Neurosci 8(6):694–701

116. Jung M, Kosaka H, Saito DN et al (2014) Default mode network in young male adults with

autism spectrum disorder: relationship with autism spectrum traits. Mol Autism 5:35

117. Whitfield-Gabrieli S, Thermenos HW, Milanovic S et al (2009) Hyperactivity and

hyperconnectivity of the default network in schizophrenia and in first-degree relatives of

persons with schizophrenia. Proc Natl Acad Sci USA 106(4):1279–1284

118. Tang J, Liao Y, Song M et al (2013) Aberrant default mode functional connectivity in early

onset schizophrenia. PLoS One 8(7):e71061. doi:10.1371/journal.pone.0071061

119. Li M, Deng W, He Z, Wang Q, Huang C, Jiang L, Gong Q, Ziedonis DM, King JA, Ma X,

Zhang N, Li T (2015) A splitting brain: Imbalanced neural networks in schizophrenia.

Psychiatry Res 232(2):145–153. doi:10.1016/j.pscychresns.2015.03.001

120. Broyd SJ, Demanuele C, Debener S et al (2009) Default-mode brain dysfunction in mental

disorders: a systematic review. Neurosci Biobehav Rev 33(3):279–296. doi:10.1016/j.

neubiorev.2008.09.002

121. Karbasforoushan H, Woodward ND (2012) Resting-state networks in schizophrenia. Curr

Top Med Chem 12(21):2404–2414

122. Lombardo MV, Chakrabarti B, Bullmore ET et al (2011) Specialization of right

temporo-parietal junction for mentalizing and its relation to social impairments in autism.

Neuroimage 56(3):1832–1838

123. Kana RK, Libero LE, Hu CP et al (2014) Functional brain networks and white matter

underlying theory-of-mind in autism. Soc Cogn Affect Neurosci 9(1):98–105

124. Wible CG (2012) Hippocampal temporal-parietal junction interaction in the production of

psychotic symptoms: a framework for understanding the schizophrenic syndrome. Front

Hum Neurosci 6:180

125. Chevallier C, Kohls G, Troiani V et al (2012) The social motivation theory of autism. Trends

Cogn Sci 16(4):231–239

126. Baron-Cohen S (2010) Empathizing, systemizing, and the extreme male brain theory of

autism. Prog Brain Res 186:167–175. doi:10.1016/B978-0-444-53630-3.00011-7

127. Harkness KL, Washburn D, Theriault JE et al (2011) Maternal history of depression is

associated with enhanced theory of mind in depressed and nondepressed adult women.

Psychiatry Res 189(1):91–96

128. Baez S, Herrera E, Villarin L et al (2013) Contextual social cognition impairments in

schizophrenia and bipolar disorder. PLoS One 8(3):e57664

129. Konstantakopoulos G, Oulis P, Ploumpidis D et al (2014) Self-rated and performance-based

empathy in schizophrenia: the impact of cognitive deficits. Soc Neurosci 9(6):590–600

130. Kasari C, Chamberlain B, Bauminger N (2001) Social emotions and social relationships: can

children with autism compensate? In: Burack JA, Charman T, Yirmiya N, Zelazo PR

(eds) The development of autism: perspectives from theory and research. Lawrence Erlbaum

Associates Publishers, Mahwah NJ USA, pp 309–323

20 The Evolutionary Etiologies of Autism Spectrum … 323

http://dx.doi.org/10.1196/annals.1440.011
http://dx.doi.org/10.1371/journal.pone.0071061
http://dx.doi.org/10.1016/j.pscychresns.2015.03.001
http://dx.doi.org/10.1016/j.neubiorev.2008.09.002
http://dx.doi.org/10.1016/j.neubiorev.2008.09.002
http://dx.doi.org/10.1016/B978-0-444-53630-3.00011-7


131. Kim S, Thibodeau R, Jorgensen RS (2011) Shame, guilt, and depressive symptoms: a

meta-analytic review. Psychol Bull 137(1):68–96. doi:10.1037/a0021466

132. Swettenham J, Remington A, Murphy P et al (2014) Seeing the unseen: autism involves

reduced susceptibility to inattentional blindness. Neuropsychology 28(4):563–570. doi:10.

1037/neu0000042

133. Hanslmayr S, Backes H, Straub S et al (2012) Enhanced resting-state oscillations in

schizophrenia are associated with decreased synchronization during inattentional blindness.

Hum Brain Mapp 34(9):2266–2275. doi:10.1002/hbm.22064

134. Reed P, McCarthy J (2012) Cross-modal attention-switching is impaired in autism spectrum

disorders. J Autism Dev Disord 42(6):947–953. doi:10.1007/s10803-011-1324-8

135. Morris R, Griffiths O, Le Pelley ME et al (2013) Attention to irrelevant cues is related to

positive symptoms in schizophrenia. Schizophr Bull 39(3):575–582. doi:10.1093/schbul/

sbr192

136. Granger KT, Prados J, Young AM (2012) Disruption of overshadowing and latent inhibition

in high schizotypy individuals. Behav Brain Res 233(1):201–208. doi:10.1016/j.bbr.2012.05.

003

137. Adams NC, Jarrold C (2009) Inhibition and the validity of the Stroop task for children with

autism. J Autism Dev Disord 39(8):1112–1121

138. Westerhausen R, Kompus K, Hugdahl K (2011) Impaired cognitive inhibition in

schizophrenia: a meta-analysis of the Stroop interference effect. Schizophr Res 133(1–

3):172–181. doi:10.1016/j.schres.2011.08.025

139. South M, Chamberlain PD, Wigham S, Newton T, Le Couteur A, McConachie H, Gray L,

Freeston M, Parr J, Kirwan CB, Rodgers J (2014) Enhanced decision making and risk

avoidance in high-functioning autism spectrum disorder. Neuropsychology 28(2):222–228

140. Adida M, Maurel M, Kaladjian A, Fakra E, Lazerges P, Da Fonseca D, Belzeaux R,

Cermolacce M, Azorin JM (2011) Decision-making and schizophrenia. Encephale 37(Suppl

2):S110–S116

141. Cascio CJ, Foss-Feig JH, Burnette CP et al (2012) The rubber hand illusion in children with

autism spectrum disorders: delayed influence of combined tactile and visual input on

proprioception. Autism 16(4):406–419. doi:10.1177/1362361311430404

142. Paton B, Hohwy J, Enticott PG (2012) The rubber hand illusion reveals proprioceptive and

sensorimotor differences in autism spectrum disorders. J Autism Dev Disord 42(9):1870–

1883

143. Palmer CJ, Paton B, Hohwy J et al (2013) Movement under uncertainty: the effects of the

rubber-hand illusion vary along the nonclinical autism spectrum. Neuropsychologia 51

(10):1942–1951

144. Park S, Nasrallah HA (2014) The varieties of anomalous self experiences in schizophrenia:

splitting of the mind at a crossroad. Schizophr Res 152(1):1–4. doi:10.1016/j.schres.2013.11.

036

145. Chance SA (2014) The cortical microstructural basis of lateralized cognition: a review. Front

Psychol 5:820

146. Beversdorf DQ, Smith BW, Crucian GP et al (2000) Increased discrimination of “false

memories” in autism spectrum disorder. Proc Natl Acad Sci USA 97(15):8734–8737

147. Hillier A, Campbell H, Keillor J et al (2007) Decreased false memory for visually presented

shapes and symbols among adults on the autism spectrum. J Clin Exp Neuropsychol 29

(6):610–616

148. Corlett PR, Simons JS, Pigott JS et al (2009) Illusions and delusions: relating

experimentally-induced false memories to anomalous experiences and ideas. Front Behav

Neurosci 3:53. doi:10.3389/neuro.08.053.2009

149. Kanemoto M, Asai T, Sugimori E et al (2013) External misattribution of internal thoughts

and proneness to auditory hallucinations: the effect of emotional valence in the

Deese-Roediger-McDermott paradigm. Front Hum Neurosci 7:351. doi:10.3389/fnhum.

2013.00351

324 B.J. Crespi

http://dx.doi.org/10.1037/a0021466
http://dx.doi.org/10.1037/neu0000042
http://dx.doi.org/10.1037/neu0000042
http://dx.doi.org/10.1002/hbm.22064
http://dx.doi.org/10.1007/s10803-011-1324-8
http://dx.doi.org/10.1093/schbul/sbr192
http://dx.doi.org/10.1093/schbul/sbr192
http://dx.doi.org/10.1016/j.bbr.2012.05.003
http://dx.doi.org/10.1016/j.bbr.2012.05.003
http://dx.doi.org/10.1016/j.schres.2011.08.025
http://dx.doi.org/10.1177/1362361311430404
http://dx.doi.org/10.1016/j.schres.2013.11.036
http://dx.doi.org/10.1016/j.schres.2013.11.036
http://dx.doi.org/10.3389/neuro.08.053.2009
http://dx.doi.org/10.3389/fnhum.2013.00351
http://dx.doi.org/10.3389/fnhum.2013.00351


150. Grant P, Balser M, Munk AJ et al (2014) A false-positive detection bias as a function of state

and trait schizotypy in interaction with intelligence. Front Psychiatry 5:135

151. Faust M, Kenett YN (2014) Rigidity, chaos and integration: hemispheric interaction and

individual differences in metaphor comprehension. Front Hum Neurosci 8:511

152. Kercood S, Grskovic JA, Banda D et al (2014) Working memory and autism: a review of the

literature. Res Autism Spectrum Dis 8(10):1316–1332

153. Ruthsatz J, Urbach JB (2012) Child prodigy: a novel cognitive profile places elevated general

intelligence, exceptional working memory and attention to detail at the root of

prodigiousness. Intelligence 40(5):419–426

154. Lee J, Park S (2005) Working memory impairments in schizophrenia: a meta-analysis.

J Abnorm Psychol 114(4):599–611

155. Silver H, Feldman P, Bilker W et al (2003) Working memory deficit as a core

neuropsychological dysfunction in schizophrenia. Am J Psychiatry 160(10):1809–1816

156. Treffert DA (2009) The savant syndrome: an extraordinary condition. A synopsis: past,

present, future. Philos Trans R Soc Lond B Biol Sci 364(1522):1351–1357. doi:10.1098/rstb.

2008.0326

157. Cardoso-Martins C, da Silva JR (2010) Cognitive and language correlates of hyperlexia:

evidence from children with autism spectrum disorders. Read Writ 23(2):129–145

158. Samson F, Mottron L, Soulières I et al (2012) Enhanced visual functioning in autism: an

ALE meta-analysis. Hum Brain Mapp 33(7):1553–1581. doi:10.1002/hbm.21307

159. Revheim N, Butler PD, Schechter I et al (2006) Reading impairment and visual processing

deficits in schizophrenia. Schizophr Res 87(1–3):238–245

160. Revheim N, Corcoran CM, Dias E et al (2014) Reading deficits in schizophrenia and

individuals at high clinical risk: relationship to sensory function, course of illness, and

psychosocial outcome. Am J Psychiatry 171(9):949–959

161. Arnott W, Sali L, Copland D (2011) Impaired reading comprehension in schizophrenia:

evidence for underlying phonological processing deficits. Psychiatry Res 187(1–2):6–10

162. Williams EL, Casanova MF (2010) Autism and dyslexia: a spectrum of cognitive styles as

defined by minicolumnar morphometry. Med Hypotheses 74(1):59–62

163. Brosnan M, Chapman E, Ashwin C (2014) Adolescents with autism spectrum disorder show

a circumspect reasoning bias rather than ‘jumping-to-conclusions’. J Autism Dev Disord 44

(3):513–520. doi:10.1007/s10803-013-1897-5

164. Speechley WJ, Whitman JC, Woodward TS (2010) The contribution of hypersalience to the

“jumping to conclusions” bias associated with delusions in schizophrenia. J Psychiatry

Neurosci 35(1):7–17

165. Langdon R, Still M, Connors MH et al (2014) Jumping to delusions in early psychosis. Cogn

Neuropsychiatry 19(3):241–256. doi:10.1080/13546805.2013.854198

166. Pellicano E, Burr D (2012) When the world becomes ‘too real’: a Bayesian explanation of

autistic perception. Trends Cogn Sci 16(10):504–510

167. Lawson RP, Rees G, Friston KJ (2014) An aberrant precision account of autism. Front Hum

Neurosci 8:302

168. Ciaramidaro A, Bölte S, Schlitt S et al (2014) Schizophrenia and autism as contrasting minds:

neural evidence for the hypo-hyper-intentionality hypothesis. Schizophr Bull pii:sbu124.

[Epub ahead of print]

169. Backasch B, Straube B, Pyka M et al (2013) Hyperintentionality during automatic perception

of naturalistic cooperative behaviour in patients with schizophrenia. Soc Neurosci 8(5):489–

504. doi:10.1080/17470919.2013.820666

170. Moore JW, Pope A (2014) The intentionality bias and schizotypy. Q J Exp Psychol (Hove)

67(11):2218–2224

171. Bara BG, Ciaramidaro A, Walter H et al (2011) Intentional minds: a philosophical analysis of

intention tested through fMRI experiments involving people with schizophrenia, people with

autism, and healthy individuals. Front Hum Neurosci 5:7

20 The Evolutionary Etiologies of Autism Spectrum … 325

http://dx.doi.org/10.1098/rstb.2008.0326
http://dx.doi.org/10.1098/rstb.2008.0326
http://dx.doi.org/10.1002/hbm.21307
http://dx.doi.org/10.1007/s10803-013-1897-5
http://dx.doi.org/10.1080/13546805.2013.854198
http://dx.doi.org/10.1080/17470919.2013.820666


172. Blijd-Hoogewys EM, van Geert PL, Serra M et al (2008) Measuring theory of mind in

children. Psychometric properties of the ToM Storybooks. J Autism Dev Disord 38

(10):1907–1930

173. Clemmensen L, van Os J, Skovgaard AM et al (2014) Hyper-theory-of-mind in children with

psychotic experiences. PLoS One 9(11):e113082

174. Dziobek I, Fleck S, Kalbe E et al (2006) Introducing MASC: a movie for the assessment of

social cognition. J Autism Dev Disord 36(5):623–636

175. Lahera G, Boada L, Pousa E et al (2014) Movie for the assessment of social cognition

(MASC): Spanish validation. J Autism Dev Disord 44(8):1886–1896. doi:10.1007/s10803-

014-2061-6

176. Montag C, Dziobek I, Richter IS et al (2011) Different aspects of theory of mind in paranoid

schizophrenia: evidence from a video-based assessment. Psychiatry Res 186(2–3):203–209.

doi:10.1016/j.psychres.2010.09.006

177. Fretland RA, Andersson S, Sundet K et al (2015) Theory of mind in schizophrenia: Error

types and associations with symptoms. Schizophr Res. doi:10.1016/j.schres.2015.01.024, pii:

S0920-9964(15)00028-6

178. Sharp C, Pane H, Ha C et al (2011) Theory of mind and emotion regulation difficulties in

adolescents with borderline traits. J Am Acad Child Adolesc Psychiatry 50(6):563–573.

doi:10.1016/j.jaac.2011.01.017

179. Bird G, Catmur C, Silani G et al (2006) Attention does not modulate neural responses to

social stimuli in autism spectrum disorders. Neuroimage 31(4):1614–1624

180. Sasson NJ, Touchstone EW (2014) Visual attention to competing social and object images by

preschool children with autism spectrum disorder. J Autism Dev Disord 44(3):584–592.

doi:10.1007/s10803-013-1910-z

181. Blake R, Turner LM, Smoski MJ et al (2003) Visual recognition of biological motion is

impaired in children with autism. Psychol Sci 14(2):151–157

182. Kim J, Park S, Blake R (2011) Perception of biological motion in schizophrenia and healthy

individuals: a behavioral and FMRI study. PLoS One 6(5):e19971. doi:10.1371/journal.pone.

0019971

183. Almeida RA, Dickinson JE, Maybery MT et al (2013) Visual search targeting either local or

global perceptual processes differs as a function of autistic-like traits in the typically

developing population. J Autism Dev Disord 43(6):1272–1286

184. Kana RK, Liu Y, Williams DL et al (2013) The local, global, and neural aspects of

visuospatial processing in autism spectrum disorders. Neuropsychologia 51(14):2995–3003

185. O’Connor JA, Wiffen BD, Reichenberg A et al (2012) Is deterioration of IQ a feature of first

episode psychosis and how can we measure it? Schizophr Res 137(1–3):104–109

186. Russell-Smith SN, Maybery MT, Bayliss DM (2010) Are the autism and positive schizotypy

spectra diametrically opposed in local versus global processing? J Autism Dev Disord

40:968–977

187. Craig J, Baron-Cohen S (1999) Creativity and imagination in autism and Asperger syndrome.

J Autism Dev Disord 29(4):319–326

188. King D, Dockrell J, Stuart M (2014) Constructing fictional stories: a study of story narratives

by children with autistic spectrum disorder. Res Dev Disabil 35(10):2438–2449

189. Jamison KR (1993) Touched with fire: manic-depressive illness and the artistic temperament.

Free Press, New York

190. Nelson B, Rawlings D (2010) Relating schizotypy and personality to the phenomenology of

creativity. Schizophr Bull 36(2):388–399

191. Claridge G, McDonald A (2009) An investigation into the relationships between convergent

and divergent thinking, schizotypy, and autistic traits. Pers Indiv Diff 46(8):794–799

192. Kaufman JC (ed) (2014) Creativity and mental illness. Cambridge University Press,

Cambridge

193. Hobson JA, Hobson RP, Malik S et al (2013) The relation between social engagement and

pretend play in autism. Br J Dev Psychol 31(1):114–127. doi:10.1111/j.2044-835X.2012.

02083.x

326 B.J. Crespi

http://dx.doi.org/10.1007/s10803-014-2061-6
http://dx.doi.org/10.1007/s10803-014-2061-6
http://dx.doi.org/10.1016/j.psychres.2010.09.006
http://dx.doi.org/10.1016/j.schres.2015.01.024
http://dx.doi.org/10.1016/j.jaac.2011.01.017
http://dx.doi.org/10.1007/s10803-013-1910-z
http://dx.doi.org/10.1371/journal.pone.0019971
http://dx.doi.org/10.1371/journal.pone.0019971
http://dx.doi.org/10.1111/j.2044-835X.2012.02083.x
http://dx.doi.org/10.1111/j.2044-835X.2012.02083.x


194. Jarrold C (2003) A review of research into pretend play in autism. Autism 7(4):379–390

195. Bonne O, Canetti L, Bachar E et al (1999) Childhood imaginary companionship and mental

health in adolescence. Child Psychiatry Hum Dev 29(4):277–286

196. Gleason TR, Jarudi RN, Cheek JM (2003) Imagination, personality, and imaginary

companions. Soc Behav Pers 31(7):721–737

197. McLewin LA, Muller RT (2006) Attachment and social support in the prediction of

psychopathology among young adults with and without a history of physical maltreatment.

Child Abuse Negl 30(2):171–191

198. Fernyhough C, Bland K, Meins E et al (2007) Imaginary companions and young children’s

responses to ambiguous auditory stimuli: implications for typical and atypical development.

J Child Psychol Psychiatry 48(11):1094–1101

199. Wheelwright S, Baron-Cohen S (2001) The link between autism and skills such as

engineering, maths, physics and computing: a reply to Jarrold and Routh. Autism 5(2):223–

227

200. Spek AA, Velderman E (2013) Examining the relationship between Autism spectrum

disorders and technical professions in high functioning adults. Res Autism Spectr Disord 7

(5):606–612

201. Dickerson AS, Pearson DA, Loveland KA et al (2014) Role of parental occupation in autism

spectrum disorder diagnosis and severity. Res Autism Spectr Disord 8(9):997–1007

202. Nettle D, Clegg H (2006) Schizotypy, creativity and mating success in humans. Proc Biol Sci

273(1586):611–615

203. Rawlings D, Locarnini A (2008) Dimensional schizotypy, autism, and unusual word

associations in artists and scientists. J Res Pers 42(2):465–471

204. Campbell BC, Wang SS-H (2012) Familial linkage between neuropsychiatric disorders and

intellectual interests. PLoS One 7(1):e30405

205. Durkin MS, Maenner MJ, Meaney FJ et al (2010) Socioeconomic inequality in the

prevalence of autism spectrum disorder: evidence from a U.S. cross-sectional study. PLoS

One 5(7):e11551

206. Leonard H, Glasson E, Nassar N et al (2011) Autism and intellectual disability are

differentially related to sociodemographic background at birth. PLoS One 6(3):e17875

207. Werner S, Malaspina D, Rabinowitz J (2007) Socioeconomic status at birth is associated with

risk of schizophrenia: population-based multilevel study. Schizophr Bull 33(6):1373–1378

20 The Evolutionary Etiologies of Autism Spectrum … 327



Chapter 21

Why Are Humans Vulnerable

to Alzheimer’s Disease?

Daniel J. Glass, M.A. and Prof. Steven E. Arnold, M.D.

Lay Summary Since Alzheimer’s disease (AD) is harmful, it is somewhat of

a mystery as to why it hasn’t been eliminated by natural selection. Typically,

AD has been thought to be “invisible” to natural selection because people

have already passed on their genes by the time that AD manifests (usually

after age 65). But, this hypothesis may not tell the whole story. One possible

explanation is that since the E4 form of the APOE gene, a strong risk gene for

AD, is very similar to that of our ape-like ancestors but is not currently the

most common form in humans, it may have been selected against by natural

selection. In addition, as humans take care of their extended family (who

shares their genes) even when they are no longer able to have children

themselves, the ability to remain cognitively functional in old age may have

been selected for. A second possibility is that AD exists in humans because it

is the inevitable cost of other features that are beneficial to us—our highly

neuroplastic brains, for example. If the benefits outweigh the costs, AD may

be maintained despite the severe disadvantages experienced by the elderly.

Finally, a third consideration about AD is that it is common due to the

mismatch between the environment and lifestyle humans typically sustained

during their evolutionary history and the contemporary post-industrialized

environment, characterized by high-calorie diets, sedentary lifestyle, and a

shortage of pathogens (resulting in autoimmune dysfunction)

An evolutionary approach has implications for rethinking the biological

hallmarks of AD. The brains of AD patients have two characteristic signs—

abnormal accumulations of a protein called amyloid-β into “plaques” between
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brain cells and accumulation of abnormal tau protein into “tangles” inside

neurons. These lesions are commonly thought to be the cause of neuron death

in AD, but there is no direct evidence for this in humans. To date, experi-

mental drugs that have targeted plaques have been ineffective and some have

hastened the disease. There is a possibility that plaques and tangles may be

harmless by-products of the actual destructive processes, or might even serve

an adaptive function, such as trapping free-floating amyloid-β in the brain or

protecting against a natural but harmful bodily process called oxidative stress.

If this is the case, care should be taken when developing clinical therapies,

because interrupting one of the body’s beneficial responses may make

symptoms worse rather than better.

21.1 Introduction

Alzheimer’s disease (AD) is a mysterious disorder for which etiology and treatment

remain elusive despite over a century of research. The stakes involved are

tremendous. In the USA, AD is currently the sixth leading cause of death. Over five

million Americans are estimated to have AD, and this number is expected to rise to

13.8 million by the year 2050 [1]. The global prevalence of AD was 26.6 million in

2006 and is estimated to rise to 106.8 million by 2050 [2]. Although industrialized

nations with long-life expectancies are most vulnerable, due to AD usually (but not

always) being a disease of advanced age, much of the developing world is strug-

gling with the burden of AD as well [3]. The cost of care per year is over

$200 billion in the USA alone and this cost more than doubles if the contributions

of unpaid caregivers, including family members, are included [1]. The rise of AD

incidence and mortality is a looming public health crisis, and despite many com-

pleted and ongoing clinical trials, we await an effective treatment.

An evolutionary perspective may help illuminate a way forward. One of the aims

of evolutionary approaches to medicine is to identify the ultimate reasons, that is,

the original causes, for illness and disease. Perhaps by understanding the evolu-

tionary origins of AD, future researchers and clinicians will be in a better position to

treat or prevent this devastating disease. Toward that end, the current chapter dis-

cusses some recent evolutionary perspectives on AD and how they may inform

public health policy, research, and medical practice.

The most fundamental question that an evolutionary approach can address with

regard to AD is “why are humans vulnerable to the disorder?” Disorders that are

“harmful, common, and heritable” [4] should normally be eliminated by natural

selection; the fact that AD is such a widespread phenomenon invites the question of

how it arose and why it has beenmaintained in human populations over the millennia.

Related to this question is thematter of themajor risk gene for AD—apolipoprotein-E

330 D.J. Glass and S.E. Arnold



(APOE) and its isoforms. A number of explanations for the maintenance of AD

vulnerability in the human lineage relate to the hypothesis that there are reproductive

benefits to the genes responsible for AD, which may outweigh the evolutionary costs

of the disorder. Another set of hypotheses is related to the mismatch between the

contemporary post-industrial environment and the environmental features humans

(and thus AD vulnerability genes) encountered across most of their evolutionary

history.

Most of these perspectives have implications for the conceptualization of AD,

but of most direct relevance to contemporary research into AD pathology and

therapeutic interventions are the hypotheses about the nature of AD pathophysi-

ology, specifically amyloid-β (Aβ) plaques and paired helical filament tau (PHFtau)

neurofibrillary tangles. These pathological lesions have generally been seen as

causal processes in neurodegeneration, but adopting an evolutionary perspective

suggests a rethinking of these biological hallmarks of AD as neutral by-products or

even ameliorative adaptations rather than harmful lesions. Additionally, perspec-

tives on mechanisms of pathological transmissibility and phylogenetic analyses of

AD-like signs can further illuminate how the medical and research community can

move toward therapeutic interventions for the disorder.

21.2 Research Findings

The most straightforward answer to the question of why humans are vulnerable to

AD (but one which turns out to be, at best, incomplete) is that AD arose as the result

of a genetic mutation but, like other diseases of old age, is invisible to natural

selection, since it generally imposes its cost long after people have already repro-

duced [5, 6]. Genetic disorders that are fatal before puberty are rare because their

carriers die without passing on their genes, but AD usually manifests later in life,

long after most people would have already had children.

This is a parsimonious explanation that would be satisfactory but for several

complicating factors. Firstly, there is evidence that AD-related genes and biological

processes may confer some fitness disadvantages early in life, long before the

typical manifestation of AD, when the force of natural selection is the strongest.

The gene shown to be most reliably associated with the risk of developing AD is

APOE, which is involved in the production of apolipoprotein E, the major lipid

carrier in the brain. APOE has three common alleles known as E2, E3, and E4; E4

carriers are at the highest risk of developing AD [7, 8]. However, E4 also confers a

higher risk of atherosclerotic cardiovascular disease [9, 10], which does manifest

earlier in life and sometimes during the reproductive lifespan. Additionally, there is

evidence to suggest that the E3 and especially the E2 alleles may protect against the

formation of plaques and tangles that may otherwise occur early in life or following

a head trauma [11, 12]. During our evolutionary history, these factors may not have

been invisible to natural selection at all, if they meant a differential chance of

surviving, reproducing, and successfully raising young. The E4 allele may also be
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associated with a younger age at menopause [13] (although the evidence is

equivocal [14]), which would have presented a salient selection pressure in favor of

alternate alleles that allowed for longer reproductive periods.

There is a second potential problem with the notion that AD is invisible to

natural selection; phylogenetic analysis reveals that the E4 allele is the ancestral

form of the APOE gene. In other words, the gene corresponding to APOE in all

nonhuman primates has the same amino acid structure as the human E4 allele,

strongly suggesting that the E2 and E3 forms only arose after the human lineage

split from that of chimpanzees and bonobos [15, 16]. The fact that less than 30 % of

people presently carry one or two copies of the E4 allele [17] indicates that there

has either been selection against this allele (perhaps due to the mechanisms dis-

cussed above) or genetic drift or selection favoring the E3 allele, which about 95 %

of humans carry [17].

If the E4 allele has been selected against, this indicates by definition that it has a

net fitness cost relative to E2 and E3 alleles, and thus is, in fact, visible to natural

selection. It is also possible, however, that the prevalence of the newer E3 allele

relative to E4 is purely due to random genetic drift and not natural selection. If this

is the case, it may have been due to a population bottleneck at some point in our

species’ history, wherein a sharp reduction in the population randomly happened to

leave mostly E3 carriers alive and able to reproduce, and left only a relatively small

number of E4 alleles in the population. At any rate, the fact that E4 is the ancestral

allele means that this risk allele for AD did not abruptly appear and evade natural

selection for millions of years, but rather that it has always been present in humanity

and has begun to be replaced by the E3 allele (and, to a lesser extent, E2).

A further challenge to the possibility that natural selection is powerless to remove

AD susceptibility genes is the grandmother hypothesis; this is the idea that humans,

unique among primates, contribute to their genetic fitness not only by providing

parental care to children, but also by helping care for their grandchildren as well

[18, 19]. In the harsh environment of pre-industrialized societies, any additional

measure of childcare, such as feeding or protection, can mean the difference between

life and death. For most of our evolutionary history, we lived in such environments.

If post-reproductive individuals can reap fitness benefits by assisting in the care of

their grandchildren (which in turn helps those children survive and pass on genes),

unimpaired functioning in later life is no longer invisible to natural selection. Thus,

AD and other diseases of old age may have been selected against if they prevented

elderly individuals from caring for their extended families [18]. On the other hand,

there is some controversy surrounding the grandmother hypothesis, in particular

over whether the fitness benefit of grandmaternal care outweighs the cost of ceased

reproduction. It is possible that menopause (i.e., a period of reproductive senes-

cence) was selected for due not to the benefits of grandmothering, but because

offspring borne by older females result in less resources available for offspring borne

by younger relatives [20]; this is known as the resource competition hypothesis.

Nevertheless, Cant and Johnstone [20] suggest that regardless of why reproductive

senescence evolved, older females can definitely contribute to the fitness of their

grandchildren, meaning that post-reproductive functioning may be selected for

332 D.J. Glass and S.E. Arnold



regardless of why it evolved. In other words, it is possible that natural selection could

theoretically act on post-reproductive females. It is currently unclear exactly how

male longevity and reproductive life history tie into this hypothesis, if at all, since

there is little evidence that male care leads to increased fitness of grandchildren [21],

although continued ability of longer-lived males to provide for families could pos-

sibly play a role.

In sum, there are a number of reasons to think that the continued existence of AD

vulnerability in humans is due to more than just the declining power of natural

selection as we age. The early-life disadvantages conferred by AD vulnerability

genes, particularly APOE, is one such reason. Another is the fact that the APOE-E4

vulnerability allele was present in our prehuman ancestors and had to be either

strongly selected against or encounter significant genetic drift to have such a rela-

tively low frequency now. Finally, there is the possibility that the post-reproductive

ability to take care of one’s grandchildren has been selected for, meaning that

cognitive impairment in old age can be selected against even once a person is beyond

his or her childbearing years.

21.2.1 AD and Antagonistic Pleiotropy

If AD is heritable and has been selected against at all, natural selection should have

eliminated it, but this has not happened yet. A common explanation for the

maintenance of AD vulnerability in humans relates to a concept known as antag-

onistic pleiotropy. In antagonistic pleiotropy, a gene has multiple effects on a

phenotype, some of which are beneficial for fitness while others are detrimental. If

the net fitness effect of the gene is beneficial, it will be maintained despite its

negative effects. Naturally, benefits that occur during peak reproductive years

heavily outweigh disadvantages that occur after reproductive years. The concept of

antagonistic pleiotropy was originally formulated to explain the general bodily

deterioration associated with aging [22] (see also [23]) and has been invoked to

explain brain aging in particular [24].

In the last several decades, some evidence has accumulated that AD may be the

result of—or APOE the subject of—antagonistic pleiotropic processes. There is

some evidence that the E4 allele may guard against spontaneous abortion [25],

cardiovascular reactions to psychological stress [26], and liver damage in the cases

of hepatitis C [27]. It is conceivable that the fitness benefit accrued from these and

other potential advantages may outweigh the cardiovascular and AD risks conferred

by the E4 allele and lead to its maintenance in the gene pool, although there is

currently no direct empirical support for this. Finally, there is a body of evidence

showing that the E4 allele may confer cognitive advantages when carriers are

young, and the cognitive impairments come only later in life [28].

AD might also be the long-term, accumulated cost of the neuroplasticity

responsible for humans’ characteristically long period of brain development and

profound ability to learn. Human synaptic plasticity undoubtedly contributes to our
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ability to survive, reproduce, and care for the young. According to Bufill et al. [29],

the same characteristics of human neurons that allow them to form new associations

well into adulthood (such as high levels of aerobic metabolism and partial myeli-

nation) also put them at increased vulnerability to oxidative stress. This oxidative

stress is hypothesized by Bufill et al. [29] to precede, and perhaps initiate, the

cascade of events leading to Alzheimer’s pathophysiology and cell death.

Another perspective, elaborated by Reser [30], is that the neurodegeneration

seen in AD may have been selected for because it is an adaptive downregulation of

brain metabolism. According to Reser [30], as organisms age, crystallized intelli-

gence—i.e., existing knowledge and abilities—becomes more important than fluid

intelligence—the ability to reason abstractly and problem-solve (see [31]). Since the

brain is an energetically costly organ, it may be adaptive for the body to divert

crucial metabolic resources away from the less crucial processes as the individual

ages; in this way, the neurodegeneration process can be selected for the calories that

would otherwise be mobilized for less important brain areas are available for sur-

vival and reproduction. Note that this hypothesis refers to the preclinical neu-

rometabolic changes that precede AD, not the debilitating condition of AD itself. In

Reser’s [30] view, it was very rare that early humans would have lived long enough

to see this process culminate in AD as we recognize it. Thus, the hypothesis states

that while the metabolic precursors of AD [32] may have been selected for, clinical

AD is an unintended result of the extended lifespan made possible by modern

public health and medicine (see also Mismatch, below). This hypothesis naturally

depends on whether the metabolic downregulation seen in the brains of pre-AD

individuals is associated with any significant savings of energy—if these changes

are not associated with lowered energy expenditure, they could not have evolved as

metabolic reduction mechanisms. Longitudinal fluorodeoxyglucose PET (positron

emission tomography) neuroimaging studies that measure resting glucose metabolic

rates may be able to provide further evidence for Reser’s [30] hypothesis.

Antagonistic pleiotropy is one form of balancing selection, in which multiple

alleles are maintained in a gene pool because the level of fitness they confer differs

under different circumstances. If the APOE E4 allele is not subject to some form of

balancing selection (thus far, antagonistic pleiotropy is the only form of balancing

selection that has been proposed for AD), then the allele’s relatively low prevalence

may mean it is, in fact, on its way to extinction. This is true whether it was natural

selection or genetic drift that caused the takeover of the E3 allele relative to E4. If

E4 confers a net disadvantage, natural selection will continue to select against it

until it is eliminated. Even if it does not, Keller and Miller [4] believe that genetic

drift will eventually eliminate the E4 allele because over time, drift tends to drive

the predominant neutral allele, in this case E3, to fixation (i.e., the rarer alleles get

crowded out and the more common allele eventually becomes the only one).
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21.2.2 Mismatch Hypotheses

Another set of hypotheses regarding AD views the disorder as an unfortunate

by-product of mismatch between the environmental features humans have

encountered across evolutionary time and the contemporary post-industrialized

environment. AD and the APOE E4 allele have been linked to cardiovascular

disease, hypertension, obesity, and insulin resistance [33, 34]. Not only do these

conditions share risk factors such as lack of exercise, smoking, and poor diet, but

insulin resistance in the brain is being investigated as an important mediator of the

neurodegeneration found in AD [35, 36] Based on these associations, the expla-

nation behind high rates of AD may be similar to evolutionary perspectives on

obesity, cardiovascular disease, and diabetes; the sedentary lifestyle and high fat,

high sugar diets of the developed world are not what our bodies were evolved to

deal with. Very few hunter-gatherers would have regularly expended as few

calories daily as a person who drives to work, sits in front of a computer for ten

hours, drives home, and goes to bed. Even in light of the evidence that differences

in levels of physical activity may not fully account for differences in obesity

between industrialized societies and hunter-gatherers [37], sedentary lifestyles may

still contribute to related disorders, including AD. Similarly, our appetitive and

metabolic systems were designed to seek out the most energy-rich foods available

(those naturally high in fats and sugars) and expend the calories in a thrifty manner,

since sustenance was not always plentiful. Today, those same systems drive us

toward calorie-rich and nutrient-poor foods designed to take advantage of our fat

and sugar preferences, and our metabolisms may be too energy efficient for our low

levels of physical activity, leading to obesity and the accompanying maladies.

The result of this environmental mismatch for many humans is the metabolic

syndrome. This condition is characterized by abdominal obesity, insulin resistance,

dyslipidemia, oxidative stress, inflammation, hypertension, atherosclerosis, and risk

of cardiovascular disease. The metabolic syndrome is increasingly recognized as an

important risk factor for Alzheimer’s disease as well. A central feature of the

metabolic syndrome is the resistance to the glucose-lowering effects of insulin and

chronically elevated levels of insulin. This often, but not always, leads to diabetes.

For the brain, this may result in the cascades of pathophysiological processes seen

in AD. Vicious cycles of inflammation; oxidative damage to proteins, lipids, and

nucleic acid; resistance to insulin and other trophic factors; calcium dysregulation;

caspase activation, mitochondrial, lysosomal, and proteasomal dysfunction; Aβ

generation; and tau phosphorylation and fibrillization are set-ups that lead to

synaptic loss and neuron death [29].

Fox et al. [38] present intriguing preliminary data that AD may share elements of

immune disorders, in that the disorder is more common in regions where envi-

ronmental pathogens are at low levels. The logic behind this hygiene hypothesis is

that our immune system is evolved to fight a moderate level of pathogens from our

environment; in modern environments where pathogen levels are low, the immune

system attacks harmless substances (as in allergies) or other bodily tissues (as in
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autoimmune disorders)—another case of environmental mismatch (See also

Chap. 15 in this volume). Not only does AD present inflammatory features remi-

niscent of autoimmune disorders, but also it shows a similar pattern as well; rates of

AD are strongly negatively correlated with regional parasite stress and other related

measures [38]. Future studies controlling for variables such as genetic population

markers would provide a powerful test of this hypothesis.

21.2.3 Alzheimer’s Pathophysiology

Another focus of evolutionary approaches to medicine involves identifying the

nature of disease pathology. The hallmark brain lesions of AD are Aβ plaques and

PHFtau neurofibrillary tangles. The traditional view has been that plaques and

tangles lead to neuronal death [39], but the nature of this relationship is unclear. The

amyloid cascade hypothesis posits that oligomers or plaques of Aβ are toxic to cells

and directly cause the sequence of events leading to neurodegeneration. The

amyloid cascade hypothesis is supported by early-onset familial AD, which is a

Mendelian disorder involving mutations in the presenilin 1, presenilin 2, and

amyloid precursor protein (APP) genes. These abnormalities result in biochemical

processes that create high levels of Aβ, leading to the formation of plaques (as well

as tangles) and onset of AD before the age of 65, sometimes much earlier. The

causative role of Aβ in the non-familial type of AD, known as sporadic AD, is more

circumstantial, based mainly on the correlation, quite modest, between dementia

symptoms and plaque load, but the amyloid cascade hypothesis has been at the

center of AD research for decades nevertheless.

The amyloid cascade hypothesis has led to a line of therapeutic research aimed at

either removing Aβ plaques or preventing their formation. Clinical trials with drugs

targeting Aβ have been disappointing so far. For instance, one active immunization

trial was ineffective at slowing dementia or reducing PHFtau tangles, vascular injury,

or total and soluble concentrations of Aβ, even though it dispersed the plaques

themselves [40]. Two other recent large trials of passive immunization directed at Aβ

failed to show benefit for their primary outcomes [41, 42]. Another trial using an

agent that prevented the formation of Aβ had to be terminated early due to the

experimental group’s declining at a faster rate than the placebo group [43].

While the failure of any particular drug does not disprove the amyloid

hypothesis, cumulatively these results do begin to raise the question as to whether

Aβ plaques are a “red herring” in the search for an effective AD treatment. Aβ

plaques may be downstream to the primary pathological process(es) of AD rather

than the instigator, and may or may not be part of the causal chain of events at all.

Accumulating evidence suggests that it may be soluble oligomeric Aβ, rather than

Aβ plaques per se, that are neurotoxic [44, 45], and Aβ plaques have even been

hypothesized to be protective phenomena that may guard against harmful,

free-floating amyloid [46–49]. Perhaps, the molecular structure of Aβ is a design
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feature to facilitate amyloid aggregation into “sinks” that immobilize oligomeric Aβ

to limit neuronal damage [50].

Some evidence suggests that Aβ is functional in small amounts (involved in

functions such as synaptic transmission, memory, cholesterol transport, motor

activity, and neuroplasticity) and only toxic in higher amounts [51–55]. Soscia and

colleagues [48] have shown that Aβ has antimicrobial properties in vitro. Castellani

et al. [56] point out that Aβ toxicity has only been demonstrated in vitro but has not

been shown to be toxic in vivo. These researchers posit that Aβ is an antioxidant

released as a compensatory response to oxidative stress. This is an important per-

spective in light of the evidence that oxidative stress, rather than Aβ, may be the

initiating event in the biochemical cascade that eventually leads to Aβ plaques,

PHFtau tangles, and cell death [29, 56]. The hypothesis that Aβ is neutral or even

beneficial rather than harmful is consonant with the data that cognitively normal

individuals may have heavy plaque load but no brain atrophy [57–60], a finding that

is troublesome for the hypothesis that excess Aβ causes neurodegeneration.

Neurofibrillary tangles of PHFtau are the other hallmark sign of AD, but their

relationship to Aβ is still a matter of debate. Depending on the nature of the study,

tangles appear to either precede [61] or follow [62] plaques in the pathological

process. The two pathologies might also interact in a destructive cycle to cause

neuronal death [63]. Another possibility, however, is that, similar to Aβ plaques,

neurofibrillary tangles act as protective aggregations to mitigate neuron damage

from PHFtau oligomers. Lee et al. [64] suggest a mechanism by which phospho-

rylated tau might work along with Aβ as an antioxidant to protect neurons against

oxidative damage.

21.2.4 Transmissibility of AD Pathology

Research into the way that Aβ oligomers and especially PHFtau spread through the

brain has revealed that “seeds” of misfolded Aβ and tau proteins can spread by

acting as templates that spur further misfolding and thus propagation of abnormal

proteins from neuron to neuron across synapses [65, 66]. Whether this transmission

is a positive or a negative phenomenon depends on the nature and function of tau

(see above), but it should be noted that this transmission method is at least

superficially analogous to that of prions, the infectious proteins that cause bovine

spongiform encephalopathy, Creutzfeldt-Jakob disease (CJD), and a number of

other rapid neurodegenerative disorders in humans and nonhumans. Unlike prion

diseases, however, it is important to note that there is no evidence for

inter-individual transmission of AD via air, physical contact of any sort, blood or

ingestion. Prions are structurally abnormal proteins that spread by inducing normal

proteins to misfold as well, resulting in severe and fatal neurodegeneration. While

prions are not alive and do not possess DNA, they still spread via a Darwinian

process involving mutation and selection [67]. Li and colleagues [67] suggest that

this tendency to mutate makes CJD and other prion diseases difficult to treat, as
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drug-resistant proteins are quick to evolve; to date, no effective treatment has been

found for prion diseases. It is conceivable that the comparable transmission

mechanism of AD pathology may make the development of protein-targeting drugs

difficult for the same reason.

21.2.5 Comparative Perspectives

The incidence of AD-like pathology in nonhuman animals is highly pertinent to this

discussion (see also Chap. 19), both because phylogenetic relationships are of

interest to evolutionary researchers and because animal models are so popular in the

study of AD pathology and treatment. Various combinations of the three hallmark

signs of AD—Aβ plaques, PHFtau tangles, and age-related cognitive impairment—

have been found in a variety of nonhuman species, including apes, monkeys, dogs,

bears, whales, birds, some rodents, and fish [68–75], with amyloid plaques being

the most common finding. Crucially, however, all three hallmarks have not been

observed in the same nonhuman individual [29], so the term “Alzheimer’s disease”

has not been readily applied to nonhuman cases. When AD-like patterns of

pathology (i.e., age-related cognitive decline accompanied by plaques and/or tan-

gles) are found in nonhumans however, the same characteristic almost always

applies: The individual in question is generally an older specimen whose lifespan

has been prolonged, via domestication or captivity, beyond what it might achieve in

the wild [18, 49].

21.3 Implications for Policy and Practice

While it may be too early for evolutionary approaches to provide specific treatment

options for AD, the current research does offer some suggestions on how to con-

ceptualize the disorder clinically and some considerations that may point toward

potentially effective interventions. For example, as Ashford [16] points out, the

evolutionarily salient discovery that E4 is the ancestral APOE allele actually has

implications for the development of treatments. Conceptualizing E4 as a harmful

allele implies a solution based solely on identifying and blocking those effects of E4

that increase AD risk. On the other hand, conceptualizing E4 as a neutral allele and

E2 and E3 as protective would more naturally lead to treatments based on inducing

ApoE E2 or E3 protein synthesis, developing ApoE E2 or E3 agonists, or—as recent

lines of research have begun to examine—changing the configuration of ApoE E4 to

make it behave like ApoE E2 or E3 or using peptides that mimic endogenous ApoE

E2 or E3 [16, 76]. Furthermore, the reconceptualization of E4, E3, and E2 as

“neutral,” “somewhat protective,” and “most protective,” respectively (rather than

the current “bad,” “neutral,” and “protective,” respectively) may also inform how

clinicians choose to communicate the results of genetic testing to patients.
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The implications for how we should conceptualize Aβ are far from conclusive;

yet, perspectives from evolutionary approaches to medicine suggest that we at least

proceed with caution where amyloid plaques are concerned. Answering ultimate

questions about the origination of traits has not been an emphasis of standard

modern medical approaches, at least until the recent emphasis on evolutionary

approaches to health [77, 78]. Yet, certain implicit assumptions can be identified in

the literature and viewed through an evolutionary lens; in the case of AD, plaques

and tangles have traditionally been treated as if they are harmful by-products of the

brain’s biochemistry—that is, toxic proteins that the human brain happens to be

exposed and vulnerable to via an accident of its evolution. The amyloid cascade

hypothesis views AD lesions in this way, and thus points inexorably toward a

solution based upon removing plaques and tangles. By contrast, a perspective that

seeks but does not assume ultimate answers about AD lesions encourages caution

and further inquiry into the nature of plaques and tangles, to determine whether they

are, in fact, harmful by-products, neutral epiphenomena, or beneficial adaptations.

The disappointing results from recent clinical trials that targeted Aβ plaques do

not necessarily suggest that such treatments are ineffective or harmful. Yet, the

assumption that plaques are themselves the proper target of clinical intervention

may be premature, in light of evolutionary perspectives on their pathophysiology.

Researchers developing new AD drugs would be advised to consider the theoretical

implications of targeting plaques without knowing whether they are a cause of

neurodegeneration, an inert byproduct, or a compensatory response to some other

“upstream” process such as metabolic dysfunction, inflammation, or oxidative

stress. Clinicians who are discussing opportunities for clinical trials with patients

should also be aware of the uncertainty regarding the role of Aβ plaques as they

present the risks and benefits of enrolling in particular studies.

If the pathogenic protein propagation process [65] is substantiated as an

important mode of AD pathology transmission, as it is in prion diseases, the rec-

ommendation of Li et al. [67] that upstream processes are better targets for thera-

peutic interventions than the abnormal proteins themselves may also hold true for

AD. In prion disease, stabilizing or reducing the expression of the normal prion

protein is more likely to be effective, according to Li et al. [67], than targeting the

abnormal and ever-changing misfolded proteins, and the same may hold true for

AD; even if Aβ plaques and PHFtau tangles are determined to be injurious lesions,

which has not been confirmed in humans, directly attacking them may not be

fruitful if their conformation is variable, thwarting specifically targeted drugs. In

such a case, modifying upstream processes such as apoliporotein-E or β- and γ-

secretases, enzymes that cleave amyloid precursor protein into Aβ, may be more

effective at clearing Aβ. Caution is advised, however, as these enzymes play roles in

other functions as well. Indeed, while the γ-secretase inhibitor semagacestat was

effective at preventing Aβ formation, it resulted in worsening of dementia and other

symptoms [43]. This has been widely presumed to be due to off-target activity of

the drug, as γ-secretase plays a role in Notch signaling and other pathways. Still,

another consideration is that the prevention of Aβ formation itself may have been

deleterious.
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Observations of AD-like pathology in nonhuman animals have revealed that

such pathology is most likely to be found in elderly specimens who lived beyond

the typical natural lifespan for their species. It should be noted that a similar

condition applies to humans—in the environment in which we evolved, before

modern hygiene and healthcare, life expectancy at birth was around 40 years, and

60 years would have been old age [79]. Our ability to use cultural innovations to

extend our lives has resulted in an “unnaturally” long lifespan for humans in

developed nations. This perspective is, of course, another mismatch hypothesis; AD

can be viewed as a disorder revealed by extended lifespans due to modern advances

in health. Individuals who live up to age 85 may have as much as a 50 % risk of

developing AD; Terry and Katzman have argued that the difference between people

who die with dementia and those who die without it is only a matter of timing, and

if we all lived to age 130, everybody would have dementia [80]. This “inevitability”

model of AD essentially posits that any human brain, and perhaps those of our close

nonhuman cousins as well, will succumb to the disease given enough time.

The argument that AD is an inevitable consequence of aging may or may not be

borne out by the evidence; if true, however, it is a practical consideration for

physicians, researchers, medical ethicists, and policymakers to take into account. As

we continue to develop new ways to prolong the health and longevity of our bodies,

we may eventually outstrip the ability of our brains and minds to keep up. This fact

should not be viewed as bleak, but rather as a call for increased effort and funding

for AD research. Between 2010 and 2013, the National Institutes of Health allo-

cated on average around $476 million of funding per year to AD research. Compare

this to the $2 billion, $3 billion, and $5.5 billion that went toward research on

cardiovascular disease, HIV/AIDS, and cancer, respectively [81]. We join our

colleagues in hoping for successful clinical research and cures to these diseases, but

those successes will only underscore the need for greater momentum toward the

search for an AD cure.

As investigations into the nature of AD and potential therapeutic interventions

continue, it is our belief that evolutionary perspectives will only add to the power of

this research, theoretically grounding previous findings as well as revealing new

ones. While the applications of evolutionary approaches to medicine, and especially

to AD, are still in their infancy, they hold promise toward the goal of a better

understanding and treatment for the disease.

Glossary

APOE A gene involved in the expression of a protein called

apolipoprotein-E. This protein is implicated in transporting

cholesterol through the bloodstream. There are three variants of the

protein caused by different forms of the gene, known as E2, E3,

and E4 or sometimes ε2, ε3, and ε4. The E3 allele is the most

common. The E4 allele is associated with a higher risk of
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cardiovascular disease and AD than E3, whereas the E2 allele is

associated with a reduced risk of AD relative to E3 [8, 82].

Amyloid-β (pronounced “amyloid-beta”; a.k.a. beta-amyloid, Aβ) One of the

proteins involved in the pathology of AD. It can take one of several

forms including oligomers, which are small chainlike molecules,

and plaques, which are large insoluble aggregates of Aβ that

accumulate in the brains of Alzheimer’s patients. Its normal

function is not well-understood, although it may be involved in

immune response, cellular metabolism, or a number of other pro-

cesses. Aβ is formed when a protein called amyloid precursor

protein (APP) is cut by two other proteins, known as β-secretase

(beta-secretase) and γ-secretase (gamma-secretase). Aβ in plaque or

oligomeric form has traditionally been thought to be one of the

causes of the neurodegeneration seen in Alzheimer’s disease.

Tau protein The other protein whose abnormal processing forms the signature

neurofibrillary tangle of Alzheimer’s disease. Normally, tau

functions to stabilize microtubules, which support the cytoskeleton

of neurons in the central nervous system. As part of its normal

function, tau changes its shape via phosphorylation, a process

wherein phosphate groups bind to tau and allow it to change

configurations. In Alzheimer’s disease, tau becomes saturated with

phosphates, a process called hyperphosphorylation, which pro-

motes its misfolding into filamentous structures called paired

helical filaments. These paired helical filaments, in turn, aggregate

into neurofibrillary (i.e., “nerve fiber”) tangles, which, along with

plaques, are a marker of Alzheimer’s disease. Tau tangles have

been thought to play a role in neuron death.

Oxidative

stress

A process caused by by-products of metabolism in which so-called

reactive oxygen species or free radicals overwhelm the body’s

ability to neutralize them, potentially causing damage to DNA and

proteins. Reactive oxygen species are molecules or ions of oxygen

that are missing one electron, making them highly reactive.

Oxidative stress may play key roles in a number of neurodegen-

erative diseases, including Alzheimer’s disease.
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Chapter 22

Evolutionary Approaches to Depression:

Prospects and Limitations

Somogy Varga, Ph.D.

Lay Summary Evolutionary psychiatry has emerged to the status of an

important theoretical perspective over the last two decades, and it has generated

a sizeable volume of theoretical and empirical studies. It is understandable that

many are attracted to the application of evolutionary principles to psychiatric

phenomena. Some are attracted by the possibility of providing ultimate

explanations for certain mental disorders, while others also think that such an

approach can help to counterbalance a naïve understanding of mental disorder.

As Nesse and Jackson [1: 194] put it, “campaigns to convince the public and

practitioners that depression and anxiety are brain diseases have motivated

much useful research and have decreased stigma, but they are biologically

naive. An evolutionary approach supports a more medical model in which

clinicians recognize many symptoms as defenses shaped by natural selection

that are aroused by more primary causes, and others arising from defects in the

systems that regulate defenses”. Nonetheless, while evolutionary psychiatry is

assuming an increasing presence within psychiatric science, the “adaptive turn”

has also generated a range of criticisms. Many researchers appreciate the

contributions that evolutionary explanations offer for a number of mental dis-

orders, but highlight serious problems that different versions of evolutionary

explanations face. The investigation in this chapter was limited to addressing

two evolutionary approaches to depression, the mismatch explanation and the

persistence explanation. Although both accounts exhibit deficiencies, the

conclusion that we should reject applications of evolutionary theory to

depression is not warranted. Evolutionary psychiatry should be considered as a

potential source of knowledge, and its heuristic value in the development of

testable assumptions should not be ignored.
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22.1 Introduction

Darwin’s theory [1] about the evolution and transmutation of the species has

advanced into a pivotal concept in biology, and it has increasingly become a

valuable source for explaining structural and behavioural variation between species,

groups and individuals [2]. Important works by Hamilton [3] and Wilson [4] have

helped to establish evolutionary biology as an independent discipline, but it is only

recently that this field of research began to narrow the gap between medicine and

evolutionary biology [5]. The prevalence of mental disorders such as depression

presents a puzzle from an evolutionary point of view, in particular, because the risk

profiles of individuals affected by such incapacitating conditions can partly be

explained through different genetic make-up [6]. As Adriaens and De Block [7:

134] put it:

while ethological psychiatrists are mainly interested in understanding mental disorders by

observing psychiatric patients and relating their symptoms to behaviour patterns found in

other animal species, the second group of evolutionary psychiatrists considers mental

disorders to be evolutionary oddities that need explaining. For why is it, they wonder, that

natural selection is so slack in getting rid of mental disorders? Biological psychiatrists

invariably assume that there are genes involved in man’s vulnerability to mental disorders –

how come such genes have managed to escape natural selection?

The prevalence of highly incapacitating (fitness-reducing) mental disorders such as

schizophrenia, depression, phobias, anxiety and obsessive-compulsive disorder

raises crucial and difficult questions. Depression is both prevalent enough

throughout history to make appropriate the investigation of its evolutionary origins,

and it is an extremely common debilitating condition [8]. However, beside the

psychological distress, cognitive and emotional difficulties, patients with depression

are more likely to develop diabetes and cardiovascular disease, to commit suicide

and to die childless [9–11].

Partly motivated by what appears to be a deeply puzzling fact (i.e. genes causative

of mental disorders have escaped natural selection), researchers have begun to sys-

tematically investigate mental disorders within the framework of contemporary

evolutionary theory. Bringing this research programme under a name, the term

“evolutionary psychiatry” was coined in 1985 by MacLean in an influential editorial

published in Psychological Medicine. MacLean [12: 219] argued that “evolutionary

psychiatry provides counteractive leaven for reductionist views inherent in the

molecular approach” and envisaged that the domain of evolutionary psychiatry could

encompass both microscopic and macroscopic aspects. Shortly after, Cosmides and

Tooby [13] put forward a highly influential account of evolutionary psychology,

which quickly became an important reference, together with Evolutionary Psychiatry:

A New Beginning by Stevens and Price. As Stevens and Price [14: 275] maintain in

the second edition of their influential book, their work is committed to the idea that

“no theory in psychology or psychiatry could hope to possess any lasting value unless

it was securely founded on knowledge of the evolution of our species”. Because

evolutionary approaches were sometimes criticized for being politically motivated,
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Stevens and Price [14: 277] explicitly maintain that “to adopt an evolutionary

approach is not to espouse a political cause, nor is it an invitation to submit to

‘biological determinism’ or an encouragement to abandon a proper concern with

ethical or value-oriented premises”.

Since the publication of MacLean’s editorial, evolutionary psychiatry has emerged

as a significant theoretical perspective, and the growing number of studies by

researchers in this field is beginning to assume a noticeable presence within psy-

chiatry [6, 14, 15, 16, 17, 18, 19, 20]. One of the attractions of evolutionary psy-

chiatry is its potential to offer explanations that identify the ultimate causes of mental

disorders. Traditional psychiatric research has mostly focused on proximate causes,

shedding light on the relevant processes or structures in individual organisms. While

such explanations seek to understand the mechanisms that underpin a trait or beha-

viour, ultimate explanations are concerned with evolutionary function [21].

22.2 Research Findings: Evolutionary Psychiatry

and Depression

When it comes to the applications of evolutionary theory to psychopathology,

several types of explanations can be distinguished [22]. To provide a brief outline

of the structure of evolutionary explanations in psychiatry and to introduce some

reflections on the benefits and problems associated with such approaches, the

investigation in this chapter will be limited to addressing two different evolutionary

accounts of depression.

(1) Mismatch explanation [23, 24]: mental disorder is connected to mechanisms

that were once adaptive, but that in our present environment are best seen as

maladaptive.

(2) Persistence explanation [25–27]: some mental disorders qualify as adaptive

even in the present environment.

These accounts proceed in opposing directions, but they share the basic idea that the

mechanisms activated in depression evolved to manage certain hostile situations. The

chapter will not consider another type of evolutionary explanation that is to a certain

degree compatible with the mismatch explanation. According to Nettle [18], depression

itself is not selected for. Instead, evolution has produced an optimal reactivity of affect

systems, with a normal population distribution around this optimum. But individuals

situated in the upper tail of the population distribution are vulnerable to depression.

22.2.1 The Mismatch Explanation

The authors in this camp propose that the human mind consists of hierarchically

organized systems of very different evolutionary ages (including a “reptilian”, a
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“palaeo-mammalian” and a “neo-mammalian” system) and mechanisms specialized

for language and symbolic processing (see [14], Chap. 2). In this view, our minds

can be understood as composite integrated assemblages that consist of a number of

functionally specialized adaptations that evolved as solutions to different adaptive

problems (e.g. foraging and mating). The core of the proposal is that these systems

are still active beneath the threshold of consciousness, albeit sometimes acting in

conflicting ways [28, 29]. The idea is that depression evolved as an adaptive

response to specific problems that arise in the small, status-oriented social groups of

our ancestors [16, 25]. However, in a radically changed environment, those evolved

patterns of behaviour now promote unfavourable and maladaptive conditions [30].

Stevens and Price [14] argue that certain forms of depression were constructive

human responses to situations in which a desired social goal appeared impossible to

achieve. It was speculated that depression assisted the restoration of exhausted

resources by forcing the individual to withdraw, helping to maximize pay-offs by

resource reallocation [16, 23, 31]. In small groups of hunter-gatherers, depressed

states might have induced reflection on weaknesses leading to altered behaviours and

ultimately to better reproductive chances. Research on serotonin-level

down-regulation in depression appears to offer some support for this theory. For

instance, when animals change their place in a power hierarchy, their behavioural

changes are accompanied by changes in serotonin levels [19, 32, 33, 34]. The

characteristic sense of incapability to fulfil tasks, pessimism, behavioural inactivity

and the well-documented exaggerated interpretation of the difficulty of a task restrains

the depressed individual from allocating resources in demanding activities with low

probability of success [35]. Depression-like states occur in animals and humans who

have been defeated and lost rank, and the advantage might be that depressive states

help the individual to accept the loss of status and lowered rank [28, 36, 37].

In all, some authors maintain that depression is an adaptive response to the loss

of status in small social groups. According to the mismatch explanation, while

depression might have been a productive strategy in small groups of

hunter-gatherers, in contemporary Western societies it is no longer adaptive [16]

and associated with decreased reproductive success [14: 79, 38].

22.2.2 The Persistence Explanation

The persistence hypothesis makes the bold claim that depression and the related

genetic material are still adaptive in current Western environments. Researchers in

this camp of course recognize that depression causes serious pain and distress, but

they argue that depression is the expression of an overall adaptation to changed

circumstances [25–27]. It is well-known that whether or not a trait is adaptive is a

matter of degree and that some adaptations can be associated with fitness benefits as

well as fitness costs. Some mechanisms, such as fever, can be understood as

adaptations, while they simultaneously reduce metabolism, sexual and social

activity [39–41]. In much the same way, the idea is that while depression clearly
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interrupts normal functioning, its aversive and disruptive characteristics might

actually help us understand its adaptive function. Following the same path of

thought, Darwin (1859/2003, 431) himself considered depression as adaptive.

If the characteristic rumination and the down-regulation of positive affect sys-

tems that characterize depression incite the depressed individual to re-evaluate and

abandon impossible or unmanageable undertakings, then depression might be seen

as an adaptive response to social circumstances. This view goes back to earlier work

by D.A. Hamburg, who maintained that in a case where the individual estimates

that the probability of achieving a goal is very low, “the depressive responses can

be viewed as adaptive” [42: 240]. Thus, characteristic features in depression such as

rumination, down-regulation of positive affect, diminished responsiveness and the

lack of motivation may be seen as fostering disengagement from unachievable

goals, which at the end could harm the individual. For instance, Andrews and

Thompson [43: 623] argue that depressive rumination harbours a beneficial cog-

nitive effect. The point is that depression as a response mechanism is triggered by

analytically difficult problems, and depressive rumination helps people generate and

evaluate potential solutions. Thus, the persistence explanation claims that the

adaptive aspect is that depressive rumination enables the individual to engage in a

profound analysis of the triggering problems. Watson and Andrews [27] are well

aware of the costs of such solitary rumination, but conjecture that the benefits are

great enough to compensate for the costs.

Focusing on post-partum depression, Hagen [26] maintains that depressed

mothers obtain greater care from both their partners and their social network.

Watson and Andrews [27] extend this idea to depression generally, and argue that

depressive responses revitalize social relationships. In this view, adults’ depression

conveys a plea for help to others and should be understood as involving a type of

communication designed to manipulate others into providing resources. Watson

and Andrews [27] review evidence that depression is associated with social prob-

lems and suggest that depression plays a crucial role in motivating close social

partners to provide help and to make concessions in favour of the depressed. Social

partners are aware of the costs imposed on them when a partner is depressed [44],

and the costs motivate the members of the depressive’s social network to make

investments that under normal circumstances they would hesitate to make. In this

sense, depression may function like an “instrument” to motivate individuals within

the network to overcome their reluctance to help [26]. Overall, despite the fact that

depression sometimes causes abandonment and produces social deterioration, the

main idea is that depression qualifies as adaptive even in the present environment.

22.2.3 Some Challenges

Having explored the main tenets of the mismatch and persistence explanations, the

last part of the chapter will be dedicated to a brief survey of some of the most

important challenges that they face (for a more complete evaluation, see [45]).
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Let me start with a general concern. In the absence of detailed knowledge about

selective events, caution is warranted when it comes to the conclusions we are able

to draw. This limitation is aggravated by the fact that evolutionary psychiatry

displays a comparative deficiency in explaining both individual and cultural dif-

ferences in the diagnosis and experience of depression. Further limitations arise

from the logic of evolutionary explanations. We have noted in the beginning of this

chapter that the prevalence of some mental disorders is usually taken to support the

view that they are adaptations. Although the meaning of optimization in biology

and medicine is not identical, Ravenscroft [46] notes that this argument contains a

problematic and suppressed premise, according to which natural selection is a

mechanism that not only optimizes systems, but also eliminates imperfections.

However, Dawkins [47] maintains that this is not how selection operates. For

instance, he demonstrates how the blind spot of the human eye is a maladaptive

property that natural selection has not eliminated. In the same way, Ravenscroft

[46: 453] holds that “some mental disorders may be maladaptive features of the

human cognitive apparatus which are unlikely be driven from the lineage because

the brain is trapped on a local optimum”.

Let us now turn our attention to the mismatch explanation. A crucial concern is

that the mismatch account fails to address why under identical environmental

conditions only certain individuals will be afflicted by the condition. And, given the

ubiquity of status competitions and status changes in our contemporary societies,

why are not more individuals afflicted by the condition? The persistence explana-

tion fares better on this issue, as it is compatible with the view that the way our

modern societies have evolved has created conditions under which higher rates of

depression are likely to occur. But a limitation of the persistence explanation is that

it is difficult to see how depression can be understood as an adaptation to allow

optimal functioning if it significantly increases the risk of another depressive epi-

sode, diabetes, cardiovascular disease, sexual dysfunction, physical pain and sui-

cide [8, 9]. Individuals with depression have a shorter life expectancy than those

who are not suffering from the condition, in part because of the significantly

increased risk of dying by suicide [48].

In addition, the fitness enhancing nature of depressive rumination may be ques-

tioned. When analysing typical themes that occur in typical ruminations (such as

“Why am I such a bad person?”), we see that they are often of hypothetical nature,

and it is in many cases doubtful that they can be understood as problems that require

analytical attention or that need to be “solved”. Also, depressive rumination may not

be triggered by complex social problems. Often, there is no apparent external trigger

for a depressive episode that can be identified and ruminated on. But even if this were

the case, social dilemmas might not have analytical structure that requires a particular

type of analytical approach. Furthermore, depressive rumination may not be fitness

enhancing at all, as it actually exacerbates and prolongs distress in depression [49],

impairs problem-solving capacities and hinders instrumental behaviour. Depressive

ruminations appear to play an important part in the development, maintenance and

recurrence of depression [50, 51]. Longitudinal studies demonstrate that people

engaging in rumination as a reaction to stress are more vulnerable to develop
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depressive disorders and to have prolonged periods of depression [52–56]. Thus,

depressive rumination not only fails to be solution-oriented, but also directly hampers

problem-solving abilities and tends to result in an assessment of problems as over-

powering and impossible to solve [57, 58].

22.3 Implications for Policy and Practice

When introducing evolutionary psychiatry in the beginning of this chapter, I have

noted that some psychiatrists are concerned that although the conceptual framework

of evolutionary psychiatry assists psychiatry’s understanding of disorders, it does

not directly contribute to the creation of practical applications. Although Stevens

and Price [14: 278] close their book by expressing hope that evolutionary psy-

chiatry will eventually be able to help providing effective measures for the pre-

vention and treatment of mental disorders, sceptics may emphasize that it is difficult

to claim that progress in this area has been satisfactory. Although effective clinical

applications are still rare, some recent developments nevertheless indicate that ideas

from evolutionary psychiatry can yield practical benefits in the form of clinical

applications. For example, in recent years, a treatment for depression has been

developed based on the mismatch theory of depression. Taking seriously the

enormous differences between past and modern diet, physical environments and

social relations, Ilardi has developed a treatment for depression that simulates

ancestral (or just pre-industrial) living conditions, emphasizing exercise, exposure

to sunlight, good sleep hygiene and anti-ruminative activity. The therapy had a

surprisingly high success rate in reducing the symptoms of depression [59, 60].

Glossary

Rumination A way of responding to distress that is characterized by a com-

pulsively focused attention on the symptoms of distress and their

possible causes and consequences. Usually, the rumination in

individuals with depression is negative in valence
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Chapter 23

The Ups and Downs of Placebos

Pete C. Trimmer, Ph.D. and Prof. Alasdair I. Houston, Ph.D.

To everyone is given the key to heaven; the same key opens the

gates of hell.

Ancient Proverb

Lay Summary Patients are sometimes given dummy tablets or treatments,

termed placebos, that sometimes seemingly affect patients’ health despite

such treatments providing no direct medicinal benefit. The effect is often

regarded as somewhat mysterious: why would evolution by natural selection

not have resulted in individuals recovering their health as soon as possible,

with or without a placebo? Despite the effect being poorly understood, it is

often assumed that any ‘placebo effect’ will be positive. Here, we review the

possible effects of placebos from an evolutionary perspective. We identify

situations where evolutionary theory predicts that placebos should have

positive or negative effects on patients. The outcomes will typically depend

on numerous factors relating to the condition and, more specifically, beliefs of

the patient. The evolutionary perspective highlights the many trade-offs

involved in how the immune system can be affected by placebos, and the

potential danger of confusing symptoms with an underlying ailment when

considering effects.
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23.1 Introduction: The Trade-Off Between Current

Health and Other Factors

It is notoriously difficult to define the term ‘placebo’ satisfactorily [1]. The word is

most often used in the context of the ‘placebo effect’ (frequently regarded as the

improvement in health resulting from having taken a pill containing only inert

substances), and many definitions of the term assume or imply that any effect of a

placebo will be positive. For instance, the on-line Google dictionary defines a

placebo as, ‘A harmless pill, medicine, or procedure prescribed more for the psy-

chological benefit to the patient than for any physiological effect’ (our italics).

Further such definitions are summarised in Appendix A.

Clearly, it is best not to define a possible treatment by its intended outcomes; the

decision of whether to prescribe a placebo would surely then follow from its pre-

supposed effect. Here, we define a placebo simply as, ‘a treatment which may have an

effect on health only indirectly, through modifying the patient’s beliefs’. The beliefs

need not be conscious and may be true or false (note that our use contrasts with the

anthropological lexicon, where beliefs are generally regarded as conscious [2]).

Many positive effects have been attributed to placebos, such as pain relief. Some

of the positive findings are likely to be due to reporting bias. For instance, Okaïs

et al. [3] find that, ‘vaccinees and healthcare professionals tend to report prefer-

entially the symptoms of the disease against which the nonlive vaccine was

administered’ and it has occasionally been argued that most findings of placebo

effects are simply the result of reporting bias (e.g. [4]). Nevertheless, there is

considerable evidence for placebos having positive effects on some conditions:

pain, ulcers, etc. For reviews, see [5–9]. The effect of dummy tablets is modulated

by many factors, such as the colour of the pills, their size, the regularity with which

they are taken and so on. Operations seem to have more effect than tablets, and the

manner of the treating physician also modulates the effect. These effects are sum-

marised by Olshansky [8]. However, some conditions (such as cancer or

schizophrenia) do not seem to be influenced by placebos.

Evans [5] suggests that placebo effects are related to the modulation of the innate

immune system, rather than the acquired immune system. The hypothesis is

data-driven: many placebo-responsive conditions (including pain, swelling, stom-

ach ulcers, depression and anxiety) involve the acute phase response of the innate

system. Thus, Evans argues, any condition that is not affected by the innate system

will not be affected by placebos and, conversely, any condition which is affected by

the innate system may be affected by placebos.

This chapter provides an evolutionary perspective on placebos, addressing the

question of why an external cue can sometimes prompt individuals to get well, when

they already had the capability to do so (since the placebo supplied no biologically

active component). We summarise recent work that has shown how the placebo
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effect could be favoured by natural selection, and identify conditions under which

placebos could have deleterious effects. In each case, the effects can be understood as

an evolved response to trade-offs in different requirements, as we now discuss.

Biological systems can often be understood in the context of trade-offs (e.g.

[10]). From the perspective of natural selection, the fitness of an individual is not

just about immediate health, but long-term reproductive success (cf. [11]). The

reproductive value of an individual will depend on many factors; age, health, risks

of starvation or predation, etc. Fighting off a disease as quickly as possible may

reduce the body’s ability to deal with other infections or diseases in the near future.

Humphrey [12] draws an analogy between the immune system and a hospital

administrator who must manage resources when dealing with emergencies (taking

into account current resources, expected deliveries and likely future emergencies).

Rather than use all the available bandages, blood, etc., it is often better to hold some

back in case of future needs. Similarly, it is expected that natural selection has

shaped the body to manage its resources when dealing with an illness.

We are interested in the physiological allocation ‘decisions’ which affect health.

Such decisions need not be conscious; evolution by natural selection shapes

behaviour (including taking account of the costs and benefits of physiological

actions in the immune system), so whether the immune system is adjusted con-

sciously or not does not affect the analysis (cf. [13]).

All else being equal, it is always better to be healthy than ill. But given that

someone is ill, the general ‘decision’ is how much resource (such as energy) to

devote to the immune system at the current time (see Fig. 23.1). The key logic is

that because the state of the world will affect the optimal level of resource allocation

in current health (i.e. effort), perceptions about the world should affect the activity

of the immune system.

23.2 Research Findings

There are many ways in which altered beliefs may affect immune systems. We

break these down into positive and deleterious effects.

23.2.1 Positive Properties of Placebos

23.2.1.1 Reducing the Perceived Cost of Immune Action

In some situations, a placebo may reduce the perceived cost associated with

increased immune effort. For instance, a sick individual could afford to put more

effort into fighting an ailment if someone were there to assist (in case food provisions

ran low or there was a predation threat). This accords with Houston et al. [14], who
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show that the optimal allocation of energy to the immune system increases with

energy reserves, when there are risks of death through disease or starvation. In the

developed world, food is rarely in such short supply, but the perception of having

others there to provide support may still have an effect, because we have not yet

evolved to deal with the ecological features of the developed world. In this way, even

the presence of someone who appears willing to support a sick patient may produce

positive outcomes by increasing the amount of resource allocated to the immune

system, much like a dummy tablet.

Trimmer et al. [15] consider a situation where mortality may be caused by disease

or other factors. Increased immune activity may prevent the disease from gaining a

foothold, or fight it off more readily. Such activity may also reduce energy levels

Fig. 23.1 The effect of immune system effort on current health for a particular condition.

a Provides an example of how expected health in the near future might increase with immune

system effort for a given condition. The vertical line shows a hypothetical (evolved) amount of

effort typically put in by someone with that condition. To explain why they do not put more effort

in (to further improve their expected health in the near future), we need to consider the

consequences of increased effort. b Shows that for a given set of expectations (regarding current

predation risk, prevalence of the disease, food supplies, weather conditions, etc.), some level of

immune effort at the current time will maximise expected lifespan. This assumes that some

reserves should be held back for potential emergencies in the future, such as other illnesses (this

can change over time, depending on current illnesses and expectations about the future).

Consequently, the optimal effort level will not maximise health in the near future, allowing beliefs

(e.g. through placebos) to have an effect on health
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available for escaping predators, avoiding starvation, etc. Consequently, effort put

into the immune system reduces the risk of mortality due to disease but increases the

risk due to other sources. By assuming that the risk of mortality due to other sources

is also dependent on the current conditions, Trimmer et al. show that in good

conditions, it is optimal to put more effort into the immune system (Fig. 23.2).

Consequently, if a placebo were to give an individual the perception that the world

was “safe” (so the main mortality risk was through disease) then more effort should

be put into the immune system, resulting in a positive placebo effect.

23.2.1.2 Reducing Perceived Effort of Overcoming Ailment

A placebo may sometimes work by reducing the perceived effort required to

overcome an illness. If a dummy tablet is believed to assist recovery, then patients

may (whether consciously or subconsciously) respond by increasing their immune

activity so as to overcome the ailment now, rather than let it drag on. Consequently,

the more powerful a placebo treatment is believed to be (enhanced by being more

colourful, larger or prescribed to be taken more regularly), the greater the effect

should be, as is often the case [8]. However, we shall see that, in some forms, such a

belief may also be detrimental.
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Effort put into health, u

Unfavourable env (total rate)

Favourable env (total rate)

Due to disease only

Fig. 23.2 (Reproduced from Fig. 23.1 of [15]): effort put into health should alter with

environmental conditions. The death rate due to disease, D, decreases with effort put into health,

u. The death rate from other sources (such as starvation or predation),M, decreases with the quality

of the environment, a, and increases with u. In an unfavourable environment (where factors such

as starvation or predation are more common than in the favourable environment), the optimal effort

level, u*, is low (indicated by the vertical bar on the left) because there is a high rate of mortality

from other sources, so it is best not to increase that rate still further by putting much effort into

health. In a favourable environment, where there is a smaller probability of death from other

sources, the total mortality rate is minimised by putting more effort into health (indicated by the

right vertical bar). D(u) = (1 − u)2/10. M(a,u) = (1 + u)/(20a). Unfavourable environment:

a = 0.4, u* = 0.38. Favourable environment: a = 0.8, u* = 0.69
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23.2.1.3 Reprioritisation Through Increased Urgency

So far, we have considered placebos that increase the perception that the world is

currently conducive to improving health: less effort is currently required to fight off

an illness, the risks of increasing the immune effort are currently low, or the risks of

death through other sources are reduced. Each of these serves to reprioritise (and

increase) how much effort to put into the immune system. However, it is also

possible to reprioritise effort by regarding the current illness as more (or less)

important. So a rather different method of inducing improvements in health would

be to emphasise the importance of fighting the illness off as soon as possible. In an

extreme form, this might be caused by a doctor saying, ‘This is serious, it kills some

people—you need to fight it off now!’ but (more realistically) being told to take

pills at regular intervals may be enough to highlight the importance of dealing with

a condition, resulting in more effort being put into improving immediate health.

The extent to which placebos may influence health will, of course, depend

strongly on the extent to which beliefs can affect the functioning of the immune

system. However, we have seen that there are many ways in which beliefs should,

at least in theory, have positive effects on health.

23.2.2 Deleterious Effects of Placebos

We have argued that current investment in the immune system should be traded off

against other dangers. If a person’s immune system was operating at the optimal

level and a placebo altered the amount of effort put into immediate health, the

placebo must therefore have increased some risks.

23.2.2.1 The Adjustment of Perception

Pain can be beneficial; it indicates a problem, encourages reduced use of the

damaged region (e.g. a broken limb) and reduces activity, thereby giving the

healing systems more chance to act. People who do not feel pain (due to a rare

genetic mutation) have a low life-expectancy [16]. It is possible that a placebo

which acts to reduce pain, without having any direct benefit on the ailment causing

the pain, could lead to more danger.

Placebos certainly can have such an effect. By measuring how long people are

able to submerge their arms in ice water, it has been shown that a placebo (even one

so simple as telling the patients about the positive benefits of ice water immersion)

can significantly increase the length of time that subjects are willing/able to expose

themselves to such cold (e.g. [17]).

Nevertheless, the use of placebos for pain reduction carries many benefits

without the pharmacological side effects of ‘real’ pain killers; if a placebo will
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suffice, there is little or no benefit of using active drugs. The downside of placebos

in this case also goes for ‘real’ pain killers; very occasionally, too much pain

reduction may be detrimental.

In some cases, placebos seem to improve patients’ symptoms (by reducing their

perception of pain) while the underlying condition remains unchanged (or even

deteriorates). Any placebo that reduces perceived risk may result in time being lost

before useful treatment is obtained. This is arguably one of the risks of ‘quackery’

and alternative (but ineffective) medicines; the more convincing the treatment (i.e.

the more effect they have on perception without improving the underlying cause),

the more harm may be done.

23.2.2.2 The Perceived Cure-All

Too much belief in a treatment may reduce the effort put into fighting an ailment. If

an individual believes that a treatment is sure to fix their ailment, then there is no

need for them to put effort in themselves. Because there is nothing medically active

in a placebo, and the individual could be misled into putting less effort into their

immune system, they may get worse rather than better.

This ‘reverse placebo effect’ was identified in Trimmer et al. [15] from a the-

oretical perspective. However, it is difficult to know how such an effect (of strong

belief in a placebo treatment leading to deterioration in health) could be shown

empirically while remaining ethical.

23.2.2.3 The Dangers of Depleted Resources

Having been influenced by a placebo into putting more effort into health, an

individual will have reduced resources such as energy and rare minerals. In the

developed world, where food is generally plentiful (all year round), there may be

less risk in prescribing placebos to people than those that are at greater risk of

starvation (e.g. in low-income countries). However, with depleted resources (e.g.

micronutrients such as trace minerals, which are crucial for immune function), they

may be more prone to infection and disease.

23.2.2.4 Future Effects

If there is an increased perception that placebos are often prescribed, patients may

become more cynical, which may have consequences:

1. Reducing the placebo effect (including that associated with ‘real’ treatments) in

the future, with other illnesses.

2. Reducing faith in doctors—perhaps meaning that people will be less likely to

visit doctors to be treated (or delay until symptoms are worse).
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23.2.3 Identification of Effects

Placebos are prescribed (and taken) because a once-healthy person has an ailment

that needs to be ‘fixed’. If taking a placebo results in recovery, then the

improvement is (often) attributed to the placebo. But if the ailment gets worse, then

the expectation may be that it was going to get worse anyway. Without any

expectation that a placebo may have detrimental effects, it is easy for such effects to

be missed.

Testing of medicines is most often carried out on new treatments. If a new type

of treatment (with both medicinal and placebo components) is having negative

effects, the outcomes may be attributed to the medical properties of the treatment

rather than the placebo component of the effect. The health of the patients must

come first, so it is more difficult to identify deleterious placebo effects (due to

discontinued trialling).

Even in ‘pure’ placebo settings, Mitsikostas et al. [18] note that negative con-

sequences may be more difficult to identify. People experiencing negative outcomes

are more likely to drop out of studies and the people who go in for clinical trials

may not be a representative selection of the population (cf. [19]).

23.2.4 The Complexity of Causation

One of the complications when studying the effect of placebos arises through the

difficulty of distinguishing between an underlying illness (improving or deterio-

rating) and symptoms (improving or deteriorating). Evolutionary approaches to

medicine [20] highlight that there is a potential danger of just treating the symptoms

rather than the disease. Symptoms are sometimes caused by the immune defences

being active, so a short-term deterioration in symptoms (such as a high temperature)

may be associated with a longer-term improvement in health. Repeated stress

responses have long-term, deleterious effects on the immune system [21, 22].

Therefore, if a placebo seemingly ‘works’ by increasing stress, thereby reducing

immune activity and reducing symptoms in the short term, the treatment may

produce negative outcomes in the longer term.

Table 23.1 summarises the four possible outcomes of a condition that would be

improved with increased immune system activation, depending on the placebo

effects on both the underlying illness and the symptoms.

An additional complication comes through the potential for symptoms to exist

without an illness being present. This is because the body’s defences are often

triggered on a precautionary basis, reacting to risks rather than waiting to know that

such a defence is needed. For instance, when eating a group meal, if one person is

sick, this can trigger others to vomit. From an evolutionary perspective, this is an

understandable precautionary reaction; the benefit of those few calories needs to be
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weighed against the risk of illness or death [23]. Placebos may reduce the pre-

cautionary reactions; whether this is good or not will depend on the situation.

23.3 Implications for Policy and Practice

We have clarified the distinction between the lay-term ‘the placebo effect’ (often

assumed to be positive) and ‘the effect of placebos’ which may, in some situations,

be deleterious. It is important for medical professionals to be aware of the possi-

bility that dummy treatments have adverse effects.

Many people would prefer a world where placebos were not necessary; where

any affliction could be dealt with directly, with no need for deception. However,

since this is not possible, questions arise over the extent to which it is ethical to use

placebos, when placebos will help or hinder, and the associated risks. An evolu-

tionary perspective helps to address these questions; the general effects are shown in

Table 23.2.

Present theory suggests that if prescribing placebos, a doctor needs to make a

judgement about whether their patient would benefit from increasing or reducing

their immune activity, and tailor their message accordingly. For instance, if the

Table 23.1 The correlation between long- and short-term effects of placebos can depend on the

condition being treated

Illness itself (and thus long-term symptoms)

Symptoms

(short term)

Improvement Deterioration

Improvement Symptoms are caused by illness;

placebo has increased the immune

response

Symptoms are caused by fighting

the illness; placebo has reduced

the immune response

Deterioration Symptoms are caused by fighting

the illness; placebo has increased

the immune response

Symptoms are caused by illness;

placebo has reduced the immune

response

Table 23.2 Summary of the effects of a placebo component of a treatment as a function of the

current state of the immune system

Effect of placebo on immunological effort

Increase investment Decrease

investment

Immune system

currently

Overactive Deleterious (e.g. increasing exhaustion,

autoimmunity? sepsis?)

Beneficial (e.g.

reducing allergies)

Balanced Slightly deleterious, but can look beneficial

in terms of immediate health

Deleterious; more

likely to get ill

Underactive Very beneficial (normal ‘placebo effect’ in

public consciousness)

Very deleterious

We ignore the cases where the placebo has no effect on subsequent immunological effort
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patient has an under-active system (the norm, so the aim is to encourage increased

immune function), then the patient should be encouraged to believe that they have

something which they need to take seriously, and that the treatment will ‘help’ to

boost their immune system to fight off the ailment.

In terms of policy, Shiv et al. [24] identify that it may be necessary to charge for

placebos if they are to have their maximum effect. But charging for something with

no active ingredient means that there is a risk of law-suits. However, the finding that

more expensive placebo treatments produce larger effects (e.g. for pain, see [25])

may mean that doctors and drug companies are not easily prosecuted. Although this

is something which needs to have a current policy, it is also an aspect requiring

more research in the future.

23.4 Future Directions

Evolutionary thinking is making progress in understanding the complex and subtle

effects of placebos. Rather than prescribe placebos on the assumption that they will

cause no harm, we recommend that future studies involving placebos also consider

the possibility of deleterious effects.

There is already some empirical evidence that placebos produce negative effects

in humans. For instance [26], a meta-analysis of many placebo studies is performed.

Most studies involving placebos are carried out to study the effect of ‘real’ treat-

ments, so they do not include a control case of ‘no placebo’. However, by com-

paring options when different numbers of placebos have been taken, the study

identified that those receiving more doses of placebos were more likely to report

symptoms such as nausea, headaches and weakness. As Evans [5: 123] concludes,

‘more research is needed’.

We regard a placebo as a treatment that can only have an effect on health by

modifying expectations, so our analysis is also relevant to the potential for nocebos

(typically ascribed the power to do a subject harm through negative expectations;

[27]) to have positive effects. From a top-down perspective, there are many ways in

which beliefs should affect the immune system (positively or negatively). However,

more work is required to better understand the proximate mechanisms by which the

brain affects the immune system, and how best to discern long-term precautionary

reactions from short-term symptoms (especially in relation to [5]).

The key to progress on the placebo effect is in understanding how beliefs can

affect physiology. Although there have been relatively few tests of placebos against

a control of ‘no treatment’ for medical problems, there is a strong parallel with

sports. While Humphrey talks of a ‘health governor’ in relation to the placebo effect

on health (e.g. [28]), Noakes [29] talks of a ‘central governor’ in relation to how

much effort an individual will put into an activity. The two are arguably closer than

analogies; in each case, the brain makes use of information to modulate the body. In

the case of physical activity, anticipation affects current effort level, and altering an
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individual’s beliefs (whether consciously or not) may affect how much effort is put

into an activity. As Beedie and Foad [29] summarise,

Findings suggest that psychological variables such as motivation, expectancy and condi-

tioning, and the interaction of these variables with physiological variables, might be sig-

nificant factors in driving both positive and negative outcomes.

Considerable further work is required to understand how beliefs affect physi-

ology. This research is needed if we are to fully harness the power of the placebo

effect to better treat patients in the future.
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Appendix: Definitions of a Placebo that Presuppose Its

Effect Will Be Non-negative

Google online dictionary: A harmless pill, medicine, or procedure prescribed more

for the psychological benefit to the patient than for any physiological effect.

Evans [30]: A placebo is a medical treatment that works (i.e. relieves symptoms or

cures disease) because the patient believes it works.

www.clarkfamilydental.com/glossary.php: Inert medication or treatment that pro-

duces psychological benefit.

en.wiktionary.org/wiki/placebo: A dummy medicine containing no active ingre-

dients; an inert treatment; anything of no real benefit which nevertheless makes

people feel better.

http://www.merriam-webster.com/dictionary/placebo: An inert or innocuous sub-

stance used especially in controlled experiments testing the efficacy of another

substance (as a drug).

Kitsch [1]: A placebo is a chemically inert substance that works by virtue of its

presumed psychological effect.

Humphrey [12: 256]: a treatment which, while not being effective through its

direct action on the body, works when and because:

• the patient is aware that the treatment is being given;

• the patient has a certain belief in the treatment, based, for example, on prior

experience or on the treatment’s reputation;

• the patient’s belief leads her to expect that, following the treatment, she is likely

to get better;

• the expectation influences her capacity for self-cure, so as to hasten the very

result that she expects.’
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