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Preface

This book is concerned with cardiovascular biomechanics; this is the study of the
function and the structure of the cardiovascular system using the methods of
mechanics. It has become clear that this area lies at the heart of all the major
cardiovascular diseases such as atherosclerosis and aneurysms; diseases which are
responsible for some one-third of world’s deaths. The underpinning principle which
will be referred to several times in this book is that the cardiovascular system adapts
in order to normalise its own mechanical environment. The cardiovascular system is
able to do this because mechanical forces are sensed by tissues, and deviations from
'normal’ result in biological changes which affect structure. The study of cardio-
vascular biomechanics therefore requires an interdisciplinary approach involving
biology, medicine, physics, engineering and mathematics. This book is an intro-
ductory text suitable for students and practitioners in all these different fields. The
book is suitable as a textbook to accompany a final-year undergraduate or masters
(M.Sc.) course with roughly one or two lectures per chapter. It is also suitable as a
first text for researchers and practitioners in cardiovascular biomechanics. The book
is divided into four main sections; introductory Chaps. 1-2, Chaps. 3-8 on
biomechanics of different components of the cardiovascular system, Chaps. 9—13
on methods used to investigate cardiovascular biomechanics (in clinical practice
and research), and Chaps. 14-17 written from a perspective of diseases and
interventions. There are two appendixes; one with questions for each chapter
(multiple-choice questions, short-answer and long-answer questions), one with a
glossary of 900+ terms. In order that the book is accessible by a mixed audience the
text concentrates on explanations of physical principles without the use of complex
mathematics. A few simple equations are used and there are no derivations of
equations. The book is heavily illustrated with examples drawn from modern
investigative techniques including medical imaging and computational modelling.



vi Preface

Cardiovascular biomechanics is a field that continues to evolve. Each chapter
includes a number of key references so that the interested reader can use this book
as a bridge to the research literature.

Edinburgh, UK Peter R. Hoskins
Sheffield, UK Patricia V. Lawford
Perth, WA, Australia Barry J. Doyle

Summer 2016
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Chapter 1
Introduction to Solid and Fluid Mechanics

Peter R. Hoskins

Learning outcomes

1. Explain the difference between a solid and a fluid.
2. Describe features of stress—strain behaviour of a solid measured using a tensile
testing system.
3. Explain stress—strain behaviour of biological and non-biological materials in
terms of their composition.
Define Young’s modulus.
Describe the measurement of Young’s modulus using a tensile testing system.
Discuss values of Young’s modulus for non-biological and biological materials.
Define Poisson ratio and discuss values for different materials.
Describe viscoelasticity, its effect on stress—strain behaviour, and models of
viscoelasticity.
9. Discuss linear elastic theory and its applicability to biological tissues.
10. Define hydrostatic pressure and values in the human.
11. Define viscosity in terms of shear stress and shear rate.
12. Describe different viscous behaviours.
13. Describe measurement of viscosity.
14. Describe typical measures of viscosity for different fluids.
15. Discuss Poiseuille flow: pressure-flow relationships for flow of Newtonian fluid
through a cylinder.
16. Discuss Reynolds number and flow states.
17. Discuss pressure-flow relationships in unsteady flow in cylindrical tubes.
18. Discuss energy considerations in flow including the Bernoulli equation.

© Nk

An understanding of the functioning of the cardiovascular system draws heavily on
principles of fluid flow and of the elastic behaviour of tissues. Indeed, much of the

P.R. Hoskins ()
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2 P.R. Hoskins

cardiovascular system consists of a fluid (blood), flowing in elastic tubes (arteries
and veins). This chapter will introduce basic principles of fluid flow and of solid
mechanics. This area has developed over many centuries and Appendix 1 provides
details of key scientists and their contribution.

The concept of a fluid and a solid is familiar from everyday experience.
However, from a physics point of view, the question arises as to what distinguishes
a fluid from a solid? For a cubic volume element there are two types of forces which
the volume element experiences (Fig. 1.1); a force perpendicular to a face and a
force in the plane of a face. The forces perpendicular to the face cause compression
of the material and this is the case whether the material is liquid or solid. The force
parallel to the face is called a shear force. In a solid, the shear force is transmitted
through the solid and the solid is deformed or sheared. The shear force is resisted by
internal stresses within the solid and, provided the force is not too great, the solid
reaches an equilibrium position. At the nano level the atoms and molecules in the
solid retain contact with their neighbours. In the case of a fluid, a shear force results
in continuous movement of the material. At the nano level the atoms and molecules
in the fluid are not permanently connected to their neighbours and they are free to
move. The key distinction between a fluid and a solid is that a solid can sustain a
shear force whereas a fluid at rest does not.

Shear
force

=

shearing

[ =

compression

i » Normal
; forces

Fig. 1.1 A cube of material is subject to force parallel to a face which cause shearing and forces
normal to each face which cause compression
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1.1 Solid Mechanics

Solid mechanics is concerned with the relationship between the forces applied to a
solid and the deformation of the solid. These relationships go by the name of the
‘constitutive equations’ and are important in areas such as patient-specific mod-
elling discussed in Chap. 11. In general, these relationships are complex. For small
deformations many materials deform linearly with applied force, which is fortunate
as both experimental measurement and theory are relatively straightforward. This
section on solid mechanics will start with 1D deformation of a material, develop
linear elastic theory, then describe more complex features including those of bio-
logical materials.

1.1.1 1D Deformation

The elastic behaviour of a material is commonly investigated using a tensile testing
system. A sample of the material is clamped into the system and then stretched
apart. Both applied force and deformation are measured and can be plotted.
Figure 1.2 shows the force-extension behaviour for steel. For many materials, such
as steel and glass, the initial behaviour is linear; a doubling of applied force results
in a doubling of the extension. In this region the material is elastic in that it will
follow the same line on the force-extension graph during loading or unloading. The
material is elastic up the point Y, which is called the ‘yield point’ but, after the yield
point, the slope of the line decreases. The material is softer in that small changes in
force result in large changes in extension. Beyond the yield point the material
becomes plastic in that the material does not return to its original shape after
removal of the force but is permanently deformed. In Fig. 1.2 further increase in
force eventually leads to fracturing of the material at the point U, called the ‘ulti-
mate tensile strength’ (UTS).

The force-deformation behaviour can be understood at the atomic level. The
chemical bonds between atoms and molecules are deformable and small

Fig. 1.2 Force-extension U
curve for steel. L linear
behaviour; Y yield point;

P plastic deformation;

U (uniaxial) ultimate strength.
Redrawn from Wikipedia
under a GNU free
documentation licence; the
author of the original image is L
Bbanerje. https://commons.
wikimedia.org/wiki/File:
Hyperelastic.svg

Force (N)
_<

Deformation (m)


http://dx.doi.org/10.1007/978-3-319-46407-7_11
https://commons.wikimedia.org/wiki/File:Hyperelastic.svg
https://commons.wikimedia.org/wiki/File:Hyperelastic.svg
https://commons.wikimedia.org/wiki/File:Hyperelastic.svg
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deformations from the equilibrium position can be tolerated without change in
structure. The equations governing the force-extension behaviour at the atomic
level demonstrate linear behaviour and the macroscopic behaviour of a material is
the composite of a multitude of interactions at the atomic and molecular level. In the
plastic region there are changes in structure at the atomic and molecular level. In
many materials this arises through slip processes involving the movement of dis-
locations or through the creation and propagation of cracks.

Biological materials are generally composite in nature. From a mechanical point
of view the most important components are collagen fibres, elastin, reticulin and an
amorphous, hydrophilic, material called ‘ground substance’ which contains as
much as 90 % water. The elastic behaviour of the biological tissue is determined by
the proportion of each component and by their physical arrangement. For example,
collagen fibres in the wall of arteries are arranged in a helical pattern. Collagen is
especially important in determining mechanical properties of soft biological tissues.
Collagen is laid down in an un-stretched state. These unstressed fibres have a wavy,
buckled shape, referred to as ‘crimp’. On application of a force, the fibres begin to
straighten and the ‘crimp’ disappears and, as a result, the tissue deforms relatively
easily. With increasing extension the fibres straighten fully and resist the stretch.
This leads to collagen having a non-linear force-extension behaviour, which
explains the non-linear force-extension behaviour of most biological soft tissues.

A simple 1D tensile testing system can also be used to demonstrate viscoelas-
ticity. It was stated above that in elastic behaviour the loading and unloading curves
are the same. For a viscoelastic material they are different. In elastic behaviour the
application of a force results more or less immediately in deformation of the
material. Viscoelastic behaviour is associated with a time- lag between the applied
force and the resulting deformation. The term ‘viscoelastic’ implies that the material
has a mix of elastic and viscous properties. If the tensile testing system stretches the
material in a cyclic manner, then as the tissue is loaded and unloaded, the resulting
force-deformation curve will be in the shape of an ellipse (Fig. 1.3). During loading
the force increases but the extension increases more slowly. During unloading the

(a) linear elastic (b) viscoelastic
force force

~
; 1/

extension extension
A7
/

Fig. 1.3 Force-extension curves for cyclically varying force. a For a pure linear elastic material
the loading and unloading curves are identical. b For a viscoelastic material the loading and
unloading curves are different and are part of a loop
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force decreases but the extension decreases more slowly. If the viscous component
is low compared to the elastic component then the loading and unloading curves
will be close together. For materials with a higher viscous component the curves are
more separated and the width of the ellipse is larger.

1.1.2 Young’s Modulus

In Sect. 1.1.1 the discussion of elastic behaviour was in terms of applied force and
deformation. However the quantities stress and strain are more widely used in
theory and experiment. The stress, o, is the force, F, per unit area, A, and has units
of pascals. The strain, ¢, is the ratio of the extension, d/, divided by the original
length, /, and is a dimensionless quantity.

(1.1)

(1.2)

The Young’s modulus, E, is a measure of the elastic behaviour of a material and
is a fundamental mechanical property. Young’s modulus is the ratio of stress
divided by strain (Eq. 1.3). The units of E are pascals (Pa) or newtons per square
metre (N m2).

o
E= - (1.3)

Young’s modulus is commonly measured using a tensile testing system. The
value E is equal to the slope of the line on the stress—strain plot. For a linear elastic
material the slope is constant over much of the range of stress/strain and the
mechanical properties of the material may be described by a single value of E. For
non-linear materials such as rubber or soft biological tissues, the value of E is
dependent on the strain. For such materials the ‘incremental elastic modulus’ may
be defined as the change in stress over the change in strain over a small section of
the stress—strain curve (Eq. 1.4).

Ao

Einc - IS

(1.4)

Figure 1.4 shows the Young’s modulus of a number of common materials. Note
that the scale is logarithmic with a range of 9 orders of magnitude. Hard materials
such as ceramics, metals and glasses have very high values of elastic modulus.
These are usually quoted in gigapascals (GPa). Wood and wood products have
lower values of elastic modulus, but still have a very wide range from very hard
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" 7 Ceramics (60 - >1000 GPa)
Metals and alloys (13-400 GPa)
1
10
[] Glasses (50-90 GPa)

1010 i
© Woods / wood products (0.08-25 GPa)
T q0°
= - -
=
=) 8
3 10 -
E Rubbers (500-100,000 kPa)

Y

o 10
c
3
> 10°

10° Imaging tissue mimics (2-500 kPa)

10* 4

10° 4

Fig. 1.4 Young’s modulus E of common materials

woods such as oak, to very soft woods such as balsawood. Rubbers also have a very
wide range from the hard vulcanised rubber used in tyres to the soft silicone rubber
used in baby’s dummies. The lowest elastic moduli values on the graph are for
materials that mimic soft tissue used in phantoms for testing medical imaging
systems. These are designed to mimic key properties of soft biological tissues, such
as fat and muscle, and have low elastic modulus values in the range 2-500 kPa.
Figure 1.5 shows the Young’s modulus of a number of different biological tissues,
taken from Sarvazyan et al. (1998). Again, there is a huge range of values. Bone
and tooth enamel have the highest values of elastic modulus; liver, muscle and fat
the lowest values.

The observant reader might have noted that it has been stated that the consti-
tutive equations for soft biological tissues are complex and that the stress—strain
behaviour is non-linear. How then is it justified in reporting Young’s modulus,
which generally applies to simple materials with linear stress—strain behaviours?
This question will be addressed in Sect. 1.1.8; after more complex constitutive
models have been considered.
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Moduli
Pascal
Bulk A Shear Young's
Bone
10" g
] Bone
All Soft 10°_ Z
Liquids Tissues
10®
Epidermis
Cartilage
107 Z
10° Dermis
= Connective Tissues
Contracted Muscle
10 5 Palpable Nodules _é
. Glandular Tissue
10 of Breast
Liver
Relaxed Muscle 2
10 3_ Fat
10°_

Fig. 1.5 A summary of data from the literature concerning the variation of the shear modulus,
Young’s modulus and bulk modulus for various materials and body tissues. Reproduced from
Sarvazyan et al. (1995), with permission of Springer

1.1.3 Poisson’s Ratio

When a material is stretched in the z direction there is usually compression in the
x and y directions, and when a material is compressed there is usually expansion in
the other two directions. This is called the Poisson effect. The Poisson ratio v is
given by the fractional change in length in the x direction divided by the fractional
change in length in the z direction (Eq. 1.5).
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_ Ox/x

v= 522 (1.5)

For incompressible materials, that is, materials where the volume does not
change when loaded, the Poisson ratio has a value of 0.5. Soft biological tissues
contain large amounts of water and have Poisson values close to 0.5. For many
materials such as metals, glasses and concrete, the Poisson value is in the range 0.2—
04.

1.1.4 Models of Viscoelastic Behaviour

Elasticity and viscosity can be represented by a spring and a dashpot. The spring
responds immediately to being stretched, which represents the purely elastic
behaviour of a material. For a dashpot, there is a delay between the stretching force
and the extension, which represents the viscous behaviour of a material.
A viscoelastic material can be represented as a combination of a spring and a
dashpot and there are various configurations, three of which are shown in Fig. 1.6.
These are; the Maxwell model where the spring and the dashpot are in series, the
Voigt model where the spring and the dashpot are in parallel and a model consisting

Maxwell Voigt 3 parameter

it — NG K

Fop F(t) F(t)
time time time
gradual building of
u(t) 1meal u(t) deformation

sudden

time time time

Fig. 1.6 Top row models of viscoelastic behaviour using combinations of a spring (elasticity) and
dashpot (viscosity); Maxwell model, Voigt model, 3-parameter model. Middle row a sudden force
is applied to the tissues. Bottom row The distension u is shown as a function of time for each
model
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of two springs and a dashpot. Figure 1.6 also shows the behaviour of each of these
models. For the Maxwell model there is a sudden extension which corresponds to
the spring stretching immediately followed by a linear increase caused by the
dashpot slowly extending. For the Voigt model there is a gradual increase in the
deformation. For the 3-parameter model, there is a sudden extension followed by a
gradual extension. In practice, for a particular material, the model which best
describes the experimentally determined behaviour of the material is chosen.

1.1.5 Linear Elastic Theory (Isotropic)

The Young’s modulus and the Poisson ratio are two examples of parameters which
describe the elastic behaviour of materials. In this section other parameters will be
defined. In order to simplify things, the approach is taken of assuming that the
material is linear elastic with no viscous components. It will also be assumed that
the material is isotropic (having the same behaviour in all directions).

The bulk modulus, B, describes the ability of the material to resist a change in
volume. A cube of material of volume, V, is subjected to a pressure, P, (Fig. 1.7a).
The pressure increases by a small amount, 0P. This leads to a reduction in volume
by a small amount, 6V. The bulk modulus is the change in pressure divided by the
change in volume.

5P
B=-" 1.
5V (1.6)

The shear modulus, G, describes the ability of a material to withstand a shearing
force (Fig. 1.7b). The shear modulus is the shear stress divided by the shear strain.

(a) Compression (b) Shear
P Area A Shear
h P
<
P=> iV P
P
A

Fig. 1.7 a Compression—the cube of volume V is subject to a pressure P on all faces. b Shear—
the cube is subject to a force F on one face which causes the cube to shear by an angle 0
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_FJA
o= tan(0)

(1.7)

For the simple elastic material described in this section, G and E are related by
Eq. (1.8) which involves both E and the Poisson ratio v. If the material is also
incompressible, then Poisson’s ratio v is 0.5 and the equation simplifies (Eq. 1.9).

E

2(1+v) (18)
E
G== (1.9)

Figure 1.5 shows values of G and B, along with E, for biological tissues. The
range of values for bulk modulus is about one order of magnitude, whereas those
for shear modulus and Young’s modulus range over 7 orders of magnitude.

For the material described in this section, linear elastic isotropic, there are four
parameters which describe elastic behaviour; Young’s modulus E, Poisson ratio v,
bulk modulus B and shear modulus G. However, only 2 of these are independent. In
other words knowledge of 2 of these quantities (for example Poisson ratio and bulk
modulus) allows estimation of the other 2 (Appendix 2).

1.1.6 Linear Elastic Theory (Generalised)

The theory described in the previous section will be developed further, but without
the constraint of isotropy. So far the theory has been developed by considering
mainly stress and deformation in 1D. However in most cases, the behaviour applies
in 3D and the solid will deform in all three directions. Figure 1.8 shows the forces
in 1 dimension for stretching of a column of material, in 2D for a square of material
and in 3D for a cube. For the column of material there is a single extension force.
For the square, each face has a force perpendicular to the face and also a shear
force. For the cube, each face has a perpendicular force and two shear forces. The
types of deformation which result are shown in the lower images. The number of
stress and strain components needed to describe behaviour increases from 1D to
3D. For 1D it is just one stress and one strain. For 2D four components are needed
and for 3D nine components are needed. Much more data is needed to describe
behaviour in 3D than in 2D or 1D.

Table 1.1 shows the number of elastic constants required for the constitutive
model as a function of the number of dimensions and of the degree of anisotropy.
The most general case is a material which is fully anisotropic; behaviour in x, y and
z is different. An orthotropic material has at least two planes of symmetry. An
example of an orthotropic material might be a section of tree showing concentric
rings. The third case is an isotropic material. The table shows the number of elastic
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1D 2D 3D

<

x
N
x

S)
N

No. stress/strain components

Fig. 1.8 Forces on a solid in 1D, 2D and 3D, and typical deformations. The number of stress and
strain components needed to fully describe behaviour is 1 for 1D, 4 for 2D and 9 for 3D

Table 1.1 Nu.mlzier of elastic 1D D 3D
constants required as a ; -

function of the number of Amsotrop.lc L o 21
physical dimensions and the ~ Orthotropic 1 5 9
degree of isotropy Isotropic 1 2 2

constants that are needed for 1D, 2D and 3D constitutive models. For 1D defor-
mation only one constant is needed, the Young’s modulus E. The number of
constants needed increases as the model becomes more complex and as the number
of dimensions increases so that for a 3D anisotropic constitutive model, 21 elastic
constants are needed. Complex constitutive models require measurements of many
elastic constants, which is challenging.
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1.1.7 Constitutive Models for Non-linear Elasticity

It has been stated above that many biological materials are not described by linear
stress—strain behaviour and instead are non-linear. A number of constitutive models
have been developed which give non-linear behaviour. Models based on hypere-
lastic behaviour are widely used (Fig. 1.9); discussed further in e.g. Humphrey
(2002). The number of constants varies from one model to the next, one parameter
for the Neo-Hookean model, 2 for the Mooney-Rivlin model, three for the Yeoh
model and so on. Generally, the constitutive model is developed which fits the
experimentally determined data.

1.1.8 Materials in Practice

The linear elastic constitutive models described in the last two sections are actually
relatively simple. Many materials are complex. They may be non-homogeneous and
contain internal structures, be anisotropic, or have non-linear elastic, viscoelastic
and plastic behaviour depending on the stress and strain. Many biological materials
exhibit all of the above characteristics. In general constitutive equations are com-
plex. Constitutive models such as these require advanced mathematics and are not

20 1 .
v
5 10 <
o /
3
» 20 - // - -
o ! = , —
g ..... // - L—
n 54 A = S
3.-;/’ - ” . -—
. - .
0
T Y T T T T
-100 / D 100 200 300 400
/']5 b Strain (%)
Ig Neo-Hookean G = 3.100 MPa
B 10 + — . — Neo-Hookean G = 1.480 MPa
l,q = = = Mooney-Rivlin C,=1.030 MPa, C,=0.114 MPa
'l_; -15 1 — — — =Yeoh C,=1.202 MPa, C, = -0.057 MPa, C, = 0.004 MPa
:_ ------------ Gent G = 2.290 MPa, J,, = 30
'| -20 A [ ] Experimental data

Fig. 1.9 Stress—strain curves for different hyperelastic constitutive models; redrawn from
Wikipedia, author Bbanerje, under the GNU free documentation licence
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covered in this book. The interested reader is referred to texts by Humphrey (2002),
Cowin and Humphrey (2001), Cowin and Doty (2007) and Holzapfel and Ogden
(2006). In practice, simplified constitutive models are often used, especially in
medical use. There are various reasons for this; most importantly being the reduced
number of necessary parameters, which in turn are easier to measure experimentally
and make the models computationally less expensive and easier to understand.

An example of this simplification is the reporting of Young’s modulus values for
biological tissues (as shown in Fig. 1.5) even when the linear elastic constitutive
model is recognised as being inappropriate compared to more complex models,
such as, for example, a hyperelastic model. There may be several reasons for this
simplification. Linear elastic theory is easy to understand whereas hyperelastic
theory is more difficult. There are many different hyperelastic models, whereas there
is only one linear elastic theory. There is only one constant, Young’s modulus,
which allows comparison of results between different papers. Different viscoelastic
models use different constants so it is harder to compare data from different studies.
Young’s modulus is easy to measure experimentally, whereas viscoelastic models
with several parameters require more complicated measurements.

An important consideration, which will be discussed in Chaps. 10 and 11, is the
complexity of constitutive models required for estimation of data from computa-
tional modelling. When idealised tissue geometries are used, it is possible to specify
in microscopic detail the microstructure of the arterial wall, including collagen fibre
orientation and the associated mechanical properties. In this case, it is possible to
use more complex constitutive models. However when data from the individual
patient is used, it is not possible to obtain detailed information on geometry at the
microscopic level from medical images, and it is not possible to measure, in the
individual patient, the many different elastic constants. In this case, it is common
practice to use quite simple constitutive models in which only 1-2 elastic constants
are used.

1.2 Fluid Mechanics

Fluid mechanics is the study of fluids and the forces acting on them. It is divided
into fluid statics, which is the study of fluids at rest and fluid kinematics, which is
the study of fluids in motion. The principle fluid of interest in the cardiovascular
system is blood, and later chapters will deal specifically with blood and blood flow.
This section will describe the general principles of fluid mechanics, using illus-
trations from blood flow where relevant.


http://dx.doi.org/10.1007/978-3-319-46407-7_10
http://dx.doi.org/10.1007/978-3-319-46407-7_11
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1.2.1 Hydrostatic Pressure

The pressure in a fluid is dependent on depth within the fluid
Py =P, +gpd (1.10)

where, P, is the pressure at depth d, P, is the pressure at the surface, g is the
gravitational constant and p is the density of the fluid. The excess pressure, gpd, is
called the hydrostatic pressure. Hydrostatic pressure arises because of the effect of
gravity; the weight of the fluid produces a force which operates in a downward
direction. This produces a pressure gradient, which operates in an upward direction.
In the case of a static fluid (e.g. a puddle or water in a bath) these two forces balance
each other.

The average person is some 1.8 m tall and, when standing, there will be a
variation in pressure in the cardiovascular system arising from the hydrostatic
pressure. The overall pressure difference from the head to the toes is 136 mmHg;
from the heart to the toes is around 100 mmHg. This is the minimum pressure (for a
person of 1.8 m height) which the heart must provide in order to lift blood from the
toes to the heart. It will be seen in later chapters that the maximum pumping
pressure of the heart (systolic pressure) in a healthy individual is typically just
slightly more than this minimum value at around 120 mmHg (but increasing with
age). This pressure gradient arising from gravity is considerably reduced when the
person lies down, where the head, heart and toes are all in the same vertical plane.

1.2.2 Shear Force and Strain Rate

A fluid is unable to retain an unsupported shape. A fluid will flow, taking up the
shape of the container and coming to rest. Deformation of the fluid occurs as a
result of shear forces. It was noted above that a solid can sustain a shear force
whereas a fluid deforms under the action of a shear force. In a fluid at rest, there is
no movement and hence no shear forces are present.

For a solid, a shear force will cause a strain (represented by the angle 6 in
Fig. 1.7); the larger the shear force then the larger the strain. The constitutive model
for a solid concerns the relationship between shear force and strain. In contrast, for
a liquid, application of a shear force results in an increase in the strain with time
(larger angle 6-Fig. 1.10). The constitutive equations for a liquid concern the
relationship between shear force and rate of change of strain (strain rate).
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Increasing shear strain with time

Fig. 1.10 In a liquid a shear force results in increasing strain with time; i.e. increase in the angle 0

1.2.3 Viscosity

Usually fluid motion is of interest with respect to a boundary or wall (Fig. 1.11).
The velocity v of the fluid alters with distance y from the wall due to frictional
forces within the fluid and between the fluid and the boundary. At the wall, the fluid
velocity is zero and the velocity increases with distance from the wall. The variation
in velocity with distance is called the shear rate (dv/dy). The viscosity u is defined
as the ratio of the shear stress 7 to the shear rate (Eq. 1.11).

T

u

Viscosity is a fundamental property of a fluid. It describes the ability of the fluid
to resist deformation by a shear force, and the viscosity has a major role in defining
the velocity values near to surfaces.

The viscosity of a fluid may be measured using a variety of techniques with
instruments called ‘viscometers’. Commonly, a cone plate viscometer is used which
consists of a flat circular plate and a moving circular plate in the shape of a cone
positioned above the flat plate. The fluid is introduced into the space between the
plates and the upper plate is spun at increasingly high speeds. From the rotational
speed the shear rate is calculated. Figure 1.12 shows plots of shear stress versus
shear rate for a variety of different fluids along with the corresponding plots of
viscosity versus shear rate. The different types of fluid behaviours are listed below

Fig. 1.11 Effect of a surface )

(wall) on fluid velocity. The Y4 v >
velocity at the wall is zero and 4
there is a change in velocity ’

with distance from the wall —_—
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Fig. 1.12 Behaviour of different types of fluid with shear rate; a shear stress—shear rate plots,
b viscosity shear rate plots

e Newtonian. The shear stress increases linearly with shear rate, and consequently
the viscosity is a constant and independent of shear rate. Examples are water and
motor oil.

e Non-Newtonian

— Bingham plastic. A yield stress must be exceeded before the fluid will flow.
Examples are toothpaste and mayonnaise.

— Shear thinning (also called ‘dilatant’). The viscosity decreases with
increasing shear rate. Examples are tomato ketchup, blood and latex paint.

— Shear thickening (also called ‘pseudoplastic’). The viscosity increases with
increasing shear rate. Examples are silly putty and cornstarch solution.

Any fluid which does not have a linear stress—shear rate behaviour is a
non-Newtonian fluid. Bingham plastic fluids, shear thinning fluids and shear
thickening fluids are all examples of non-Newtonian fluids. Blood is a shear
thinning fluid and the viscous behaviour of blood will be discussed in detail in
Chap. 3. For many materials the viscosity reaches a constant value at higher shear
rates and one way of comparing different liquids is to quote the high-shear rate
viscosity.

A simple and inexpensive way to measure fluid viscosity is to fill a funnel with
the fluid and time how long it takes for the fluid to drain out. This method is
commonly used in drilling, for example, to check the quality of drilling mud. The
viscosity is approximately proportional to the emptying time from the funnel.
Table 1.2 gives rough values of emptying time for different fluids, though it is
noted that the calculated values are for illustration only and are not claimed to be
accurate. Fluids such as water, blood and oil take 2 min or less to drain out. Thicker
fluids such as glycerol and honey take minutes to hours whereas peanut butter can
take days. The calculated time for window putty is 3 years, and the longest cal-
culated time is for pitch at 1000s of years. Pitch is an example of a fluid with a
viscosity so high that initial inspection would suggest it to be a solid; a block of
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T‘able.l.Z Hi.gh—shear. . Fluid High-shear viscosity (Pas) | Time to drain
viscosity of different liquids Water 0.001 26 s
Blood 0.004 29 s
Olive oil 0.08 2 min
Glycerol 1 17 min
Honey 5 2h
Peanut butter 250 3 days
Window 100,000 3 years
putty
Pitch 230,000,000 1000s years

Calculated time for different fluids to empty from a funnel (for
illustrative purposes only)

pitch shatters like glass when hit with a hammer. However, it is a liquid and it will
flow given sufficient time. The longest running viscosity measurement is on a
funnel filled with pitch, which was set up in 1927 (Edgeworth et al. 1984). The
funnel was filled and allowed to settle for 3 years after which the end of the funnel
was cut. After 80 years only 8 drops of pitch had fallen from the funnel.

1.2.4 Steady Flow in a Tube

The flow of fluids in tubes was investigated by the French physicist Poiseuille.
Figure 1.13 shows the basic parameters needed to describe flow in a cylinder. The
pressure at the right side of the tube is P and at the left P + AP. The pressure drop
across the tube, AP, gives rise to a flow, Q. The formula derived by Poiseuille
relating these variables is shown in Eq. (1.12).

B APnD*
~ 128Lu

0 (1.12)

P+ AP P

Rl ——

+—lengthl ——

Fig. 1.13 Quantities relevant to flow in a cylindrical tube
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where, L is the tube length, D is the diameter and u is the viscosity. For any given
tube of constant cross-section the flow rate is proportional to the pressure differ-
ence. The formula also shows that the pressure difference required to sustain a
certain flow rate Q, is inversely proportional to the 4th power of the diameter. In
other words a decrease in diameter by a factor of 2 requires a 16-fold increase in
pressure to maintain the same flow rate.

For flow in a cylinder the resistance to flow R is defined as the pressure dif-
ference divided by the flow rate (Eq. 1.13). For Poiseuille flow this gives
Eq. (1.14). The resistance is proportional to the length of the tube and to viscosity
and is inversely proportional to diameter to the fourth power.

AP
R=— 1.13
128Lu
R=—F 1.14
nD* ( )

The velocity as a function of position across the diameter is called the ‘velocity
profile’. For steady flow of a Newtonian fluid in a long straight tube it can also be
shown that the velocity profile has the shape of a parabola (Fig. 1.14). For a
parabolic velocity profile the velocity is maximum in the middle of the tube and is
zero at the tube wall. The shape is not dependent on the viscosity.

When the tube is not long and straight the velocity profile will vary, depending
on the shape and length of the vessel. At the entrance to a long pipe the velocity
profile is initially flattened but after a certain length (called the ‘inlet length’) the
velocity profile becomes parabolic, and it remains parabolic after this point

Fig. 1.14 Parabolic velocity
profile for flow of a
Newtonian fluid in a long
straight tube

Fig. 1.15 Velocity profiles at
the entrance to a long straight —Inlet length—

tube. The length after which
_—

the velocity profile is stable is
Parabolic velocity profile

/

called the inlet length
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(Fig. 1.15). This stable region of flow is called ‘fully developed flow’.
Equation (1.15) shows a formula for calculating inlet length IL (from MacDonald
1974). In this case the velocity profile at a specific point in the vessel is dependent
on the viscosity.

IL = 0.04dRe (1.15)

where, d is diameter and Re is Reynolds number.

1.2.5 Reynolds Number and Flow States

We will continue with consideration of flow at the entrance to a straight pipe. The
flow can be divided into two regions (Fig. 1.16). Flow near the entrance is domi-
nated by inertial forces and the velocity profile in the region is flat. Flow further
along the tube is dominated by viscous forces and the velocity profile changes with
distance from the vessel wall. The interface between these two regions is called the
boundary layer.

The Reynolds number Re of a fluid is defined as the ratio of inertial to viscous
forces. For flow in a tube the Reynolds number is given by Eq. (1.16). The
Reynolds number is dimensionless.

VD
Re:pT (1.16)

where Vis velocity, p is density, D is diameter and u is the viscosity. As the velocity
of a fluid increases its behaviour will change. There are three flow states which are
related to the Reynolds number, and also the velocity. At low Reynolds numbers
and low fluid velocities the flow is laminar. Fluid elements follow clearly defined
paths. This behaviour is associated with Reynolds numbers of less than about 2300.
In turbulent flow fluid elements follow erratic paths which randomly vary with time.

Region dominated by
viscous forces

Boundary
layer

Region dominated by
inertial forces

Fig. 1.16 Regions of flow at the entrance to a long straight tube and the boundary layer
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Low Re (laminar flow)

Re just above critical value (periods of turbulence)
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Higher Re (turbulent flow)

Fig. 1.17 Flow states demonstrated by injection of dye. At low Re the flow is laminar and the dye
moves along a straight path. At values of Re just above a critical value the flow oscillates between
laminar and turbulent. At higher Re the flow is turbulent and the dye follows multiple erratic paths.
Reprinted with permission from: Caro CG , Pedley TJ, Schroter RC, Seed WA, assisted Parker
KH; Mechanics of the circulation 2nd edition, 2011, Cambridge University Press
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This occurs at high Reynolds numbers greater than about 2500. Between these two
states the flow is termed transitional. The fluid is considered to be ‘disturbed’ with
intermittent periods of turbulence and laminar flow.

Figure 1.17 shows the different flow types. Ink is injected into a tube to visualise
features within the flow. At low Reynolds numbers there is laminar flow and the
dye moves along a single path. At Reynolds numbers just above the critical value
there are intermittent periods of laminar flow and turbulence. The dye has periods
where it follows a clearly defined straight path and periods where it has an erratic
path. For higher Reynolds numbers there is turbulent flow and the dye follows
multiple erratic paths.

1.2.6 Unsteady Flow in Tubes

When the pressure varies in a tube, so will the flow rate. A time-varying pressure
gradient results in a time-varying flow (Fig. 1.18). The inertia of the fluid gives rise
to a time lag between the flow and pressure.



1 Introduction to Solid and Fluid Mechanics 21

1.0 1

. flow
0.5 R

time (s)

0.8 .0

pressure

Normalised pressure or flow
o
o

-1.0-

Fig. 1.18 Time-varying sinusoidal pressure in a tube will result in time varying sinusoidal flow.
There is a time lag between flow and pressure as a result of the inertia of the fluid
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Fig. 1.19 Calculated velocity profiles as a function of phase for a sinusoidal pressure in a straight
tube containing a Newtonian fluid



22 P.R. Hoskins

When flow in a tube varies with time, velocity profiles are not parabolic
(Fig. 1.19); velocity profiles for a sinusoidal pressure gradient are shown. The
inertia of flow in the central core prevents the flow following the pressure gradient,
whereas lower velocities at the wall can follow the pressure gradient. This results in
complex velocity profiles. In some cases there is both forward flow and reverse flow
present at the same time.

1.2.7 Energy Considerations and the Bernoulli Principle

The Bernoulli principle is that an increase in fluid velocity is associated with a
decrease in pressure. In general, for flow along a streamline in which there are no
energy losses (i.e. no viscosity), the energy is constant at all points along the
streamline and is distributed between gravitational potential energy, pressure energy
and kinetic energy. Bernoulli’s Eq. (1.17) is simply a statement of conservation of
energy.

2

P+ hpg + %} = constant (1.17)

where P is pressure, / is height, p is density, g is the gravitational constant and v is
velocity.
Assuming that the effects of gravity can be ignored, Bernoulli’s equation can be
simplified as shown in Eq. (1.18).
2

P+ %} = constant (1.18)

Bernoulli’s equation is considered further in Chap. 15 with respect to the
pressure of blood in a diseased artery in which there is lumen reduction. In practice
viscosity leads to energy losses and this is also considered in Chap. 15.

Appendix 1: Scientists Involved in the Development of Fluid
and Solid Mechanics

Many of the scientists below have made contributions in many scientific areas.
Only the areas relevant to fluid mechanics and solid mechanics as mentioned in this
chapter are described below.

Bernoulli, Daniel 1700-1782. Proposed an inverse relationship between fluid
velocity and pressure which came to be known as the Bernoulli principle and an
equation which described this, known as the Bernoulli equation.
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Bingham, Eugene 1878-1945. Proposed a mathematical form for the behaviour of
fluids which have a yield stress before flowing. Subsequently the fluids were
referred to as ‘Bingham plastics’.

Hagen, Gotthilf 1797-1884. Formulated a law relating pressure drop and flow rate
for flow of a fluid in pipes. This was independently discovered by Jean Poiseuille.
Subsequently called the Hagen—Poiseuille law, or just the Poiseuille law.

Hooke, Robert 1635-1703. Discovered the law of elasticity (extension propor-
tional to force). Subsequently called Hooke’s law.

Maxwell, James 1831-1879. Proposed a model which described the stress—strain
behaviour of materials with viscous and elastic behaviour. Subsequently called the
Maxwell model.

Newton, Issac 1642—1727. Developed a theory of mechanics for which the second
law states that a force acting on a mass will produce an acceleration. The unit of
force, the newton (N), is named after him. Newton also derived the equation for
fluids relating shear stress to shear strain rate. Fluids which have a linear stress—
strain rate behaviour are said to be Newtonian.

Pascal, Blaise 1623-1662. Undertook studies of pressure, demonstrating that
hydrostatic pressure is governed by elevation difference, not on the weight of the
fluid. The unit of pressure, the pascal (Pa), is named after him.

Poiseuille, Jean 1797-1869. Formulated a law relating pressure drop and flow rate
for flow of a fluid in pipes. This was independently discovered by Gotthilf Hagen.
Subsequently called the Hagen—Poiseuille law, or just the Poiseuille law.

Poisson, Simeon 1781-1840. Defined a ratio to express the contraction of a
material in the direction transverse to the direction of stretching. Subsequently
called Poisson’s ratio.

Reynolds, Osborne 1842-1912. Investigated flow in pipes, deriving a dimen-
sionless quantity to describe the transition from laminar to turbulent flow.
Subsequently called Reynold’s number.

Voigt, Woldemar 1850-1919. Studied the elastic behaviour of materials formu-
lating a model which could be used to describe the stress—strain behaviour.
Subsequently called the Voigt model.

Young, Thomas 1773-1829. Performed experiments on the stretching of materi-
als. Originated the concept of the elastic modulus as a fundamental property of a
material. The elastic modulus was subsequently called the Young’s modulus.
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Appendix 2: Relationships Between the 4 Elastic Constants
for a Linear Isotropic Material

Input constants Output equations
E = V= G = B -
Ev - - 2(1E+n) 3(1520)
—2G EG
EG - 56 B 3(3G-E)
3B— 3
E.B - %BE ()BB—EE -
v, G 2G(1+v) - - 2G(14v)
3(1—2v)
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Chapter 2
Introduction to Cardiovascular
Biomechanics

Peter R. Hoskins

Learning outcomes

1. Describe the main components of the cardiovascular system.

2. Describe the organisation of the cardiovascular system into pulmonary and

systemic circulations.

Describe the main functions of the cardiovascular system.

4. Describe the change in relevant physical quantities in different vessels of the
circulation.

5. Discuss the control of blood pressure in capillaries.

w

This chapter will explore the biomechanics of the cardiovascular system as a whole.
Other chapters discuss in more detail the biomechanics of cardiovascular system
components, including the heart, arteries, veins and the microcirculation.

2.1 Components and Function

2.1.1 Organisation of the Cardiovascular System

The human cardiovascular system is illustrated in Fig. 2.1. This shows two
sub-systems; the systemic circulation and the pulmonary circulation. The pul-
monary circulation is concerned with obtaining oxygen from the lungs, as well as
discharging carbon dioxide (a waste product of metabolism) from the blood into the
alveoli of the lungs where it can be breathed out. Blood is ejected from the right
ventricle into the pulmonary artery and returns to the left atrium via the pulmonary
veins. The systemic circulation transports oxygenated blood to the rest of the body,
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Fig. 2.1 Components of the cardiovascular system; systemic circulation is shown in white,
pulmonary circulation in grey

returning deoxygenated blood via the veins. Blood is ejected from the left ventricle
into the aorta, the largest artery in the body and returns via two large veins (the
inferior and superior vena cava) to the right atrium.

2.1.2 Components of the Cardiovascular System

Heart

The structure of the heart is illustrated in Fig. 2.2. The heart has two main phases; a
contraction phase when blood is ejected from the left and right ventricles, and a
relaxation phase when the chambers fill with blood returning via the venous system.
The heart valves prevent backflow and operate in a passive manner associated with
pressure differences. During ejection, the aortic and pulmonary valves are open and
the tricuspid and mitral valves closed. During filling, the aortic and pulmonary
valves are closed and the other two valves are open. The left ventricle ejects blood
into the relatively high-pressure systemic system, hence has a much thicker wall
then the right ventricle, which ejects blood into the low-pressure pulmonary system.

Composition of vessels
The vessels are composed of three layers, as shown in Fig. 2.3. These layers are:

e Adventitia. The outermost layer, primarily consisting of collagen fibres layered
in a spiral fashion.
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Fig. 2.2 Principal components of the heart. Reproduced from Wikipedia according to the GNU
Free Documentation License; diagram authored by Wapcaplet and Yaddah. https://commons.
wikimedia.org/wiki/File:Diagram_of_the_human_heart_(cropped).svg

e Media. A layer consisting of smooth muscle, elastin sheets (layered circum-
ferentially) and collagen fibres.

e Intima. The innermost layer consisting of a single layer of endothelial cells.
These line the lumen, and hence are in contact with flowing blood. There is also
a basement membrane immediately beneath the endothelium.

From a mechanical perspective, the two main constituents of the vessel wall are
elastin and collagen. These are considered further in Chap. 4. Elastin is highly
deformable with a low Young’s modulus whilst collagen has a nonlinear behaviour
with high values of Young’s modulus and a high breaking strength. The ratio of
elastin to collagen is the principal determinant of the overall elastic behaviour of a
vessel. If the ratio is high, the vessel is elastic and deforms under increasing
pressure. If the ratio is low, the vessel does not deform much under pressure.

Types of vessel

The vessels shown in Fig. 2.3 can be grouped and are described in this section. The
microscopic structures of the different types of vessel are closely linked to the
vessel’s specific function.
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Fig. 2.3 Principal components of vessel wall. Note that vessel curvature is not to scale. Images
reproduced from ‘Structure and function of blood vessels’ Openstar; under a creative commons
licence http://creativecommons.org/licenses/by/3.0/legalcode. Download for free at http://cnx.org/
contents/58db2cce-b3d9-4904-9049-80a6cd89264b@4

o Arteries (diameter 1-30 mm). Arteries carry blood away from the heart.
Systemic arteries must withstand relatively high pressures and so have thick
walls consisting of the three basic layers described earlier. Arteries are sub-
categorised, on the basis of their wall composition, into elastic and muscular
arteries. Elastic arteries such as the aorta and its major branches are low resis-
tance vessels and have a high elastin/collagen ratio. The high elastin content
results in high distensibility. This allows them to accommodate the volume of
blood ejected from the heart and also enables the storage of energy. More distal
arteries, such those supplying the organs and those in the leg and arms, are
muscular in nature. Muscular arteries have a thicker medial layer which has less
elastin and more smooth muscle than that of elastic arteries. These vessels are
also known as distributive arteries.

o Arterioles (diameter 10—100 um). Arterioles have all three layers (adventitia,
media and intima) but of much reduced thickness compared to arteries.
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Proportionally, the thickness of the media is large consisting mainly of smooth
muscle cells. These enable the lumen size to be controlled over a wide range.
Constriction and dilatation of the arterioles controls the flow to capillaries.
Diameter ranges from 100 um to around 10 pum for the smallest (terminal)
arterioles.

e Capillaries (diameter 4—40 um). These have a very thin wall consisting of only
endothelium and basement membrane. There are three types of capillary. The
most common are the continuous capillaries; these are found in skin and muscle.
Whilst the endothelial cells of these capillaries are closely coupled by tight
junctions, small gaps are present which control the passage of fluids and small
molecules. Fenestrated capillaries have pores (fenestrations), which give greater
permeability to fluids and allow certain small molecules to pass through. They
are found in the intestine and kidney. Sinusoidal capillaries are the least com-
mon and have large gaps allowing greater volume of materials to pass through.
These are found in the liver, spleen and endocrine glands, for example. The
diameter of continuous and fenestrated capillaries is in the range 4-10 pm,
however sinusoidal capillaries can have much larger diameters of up to 40 pum.
Capillaries are around one mm in length.

e Venules (diameter 10-200 pum). These have all three layers but are much thinner
than arterioles with an almost absent medial layer.

o Veins (diameter 1-25 mm). Veins return the blood to the heart. The venous
system has a much lower pressure than the arterial system and consequently the
wall thickness of veins is much less than that of arteries. Intermediate sized
veins contain valves, which prevent backflow of blood. Larger veins including
the vena cava do not. The adventitial layer is thicker than the medial layer and
the elastin/collagen ratio is small compared to arteries. This makes veins rela-
tively stiff when fully distended, but when veins are under low or negative
pressure they may collapse.

2.1.3 Functions of the Cardiovascular System

The cardiovascular system has several functions; transport of molecules, defence
and healing, thermoregulation and maintenance of fluid balance between different
tissues in the body.

Transport of molecules The cardiovascular system transports molecules from one
vascular bed to another. Entry and exit of molecules into the cardiovascular system
occurs through the walls of the capillaries. For example, oxygen is transported from
the pulmonary vascular bed to vascular beds all over the body where oxygen is
needed for metabolism. Carbon dioxide is a waste product of metabolism and is
made in tissues all over the body. Carbon dioxide is transported from vascular beds
to the lungs, where it is discharged into the alveoli. Glucose, amino acids, vitamins
and minerals are discharged into the blood from the vascular beds of the



30 P.R. Hoskins

gastrointestinal tract. As far as transport of molecules is concerned, the function of
the rest of the cardiovascular system is to provide passage of molecules from one
capillary bed to another.

Defence and healing The cardiovascular system has two main safety systems; the
immune system and the tissue repair system. These systems involve particles
transported in blood, especially white cells, platelets and macromolecules such as
fibrinogen.

Thermoregulation In order to help maintain a constant core body temperature of
37 °C, the amount of blood flowing close to the skin surface can be controlled.
Under normal conditions, only some 4 % of blood flows near the skin, however,
this can be increased to almost half of the cardiac output under conditions of
excessive heat. Combined with sweating, the aim is to remove heat from the body.

Fluid balance Fluid in the body is partitioned between fluid within cells (intra-
cellular fluid) and fluid outside the cells (extracellular fluid). Extracellular fluid
consists of the fluid between cells (interstitial fluid), blood (in the cardiovascular
system) and lymph (in the lymphatic system). These volumes need to keep within a
narrow range and also their electrolyte concentration needs to be kept within a
narrow range. The cardiovascular system has a major role in control of these fluid
volumes and electrolyte concentration.

2.2 Physical Quantities

This section discusses basic physical quantities relevant to cardiovascular
mechanics. Table 2.1 provides data for the different components of the systemic
cardiovascular system. Definitive data covering all quantities for the human is hard
to come by. Table 2.1 is based on work by Dawson (2005, 2008). These are data for
the human systemic circulation extrapolated (using scaling laws) from data in the
dog (Green 1944). A simplified approach is taken in which the main arteries and
veins are divided into 3 sizes. For the arteries these are the aorta (the largest artery),
arteries of 6 mm diameter which branch from the aorta, and arteries of 2 mm
diameter. For the veins, these are veins of 2 mm diameter, veins of 10 mm diameter
and the vena cava. These data allow us to explore the change in different physical
quantities in the circulation.

2.2.1 Dimensions of the Systemic Circulation

The design of the cardiovascular system follows the need for exchange of oxygen
and other molecules through capillaries. Oxygen can travel by diffusion over a
distance of about 100 pm and, in practice, virtually all cells within the body lie no
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Table 2.1 Values of various physical quantities for the systemic circulation

Vessel Diameter | Length | Number Volume | Cross Mean Mean
(mm) (mm) (mL) sectional | velocity | pressure

area (ems™H) (mmHg)
(cm’)

Aorta 22 600 1 228 4 25 95

Large 6 300 40 339 11 8.3 93

arteries

Small 2 50 2400 377 75 1.2 87

arteries

Arterioles 0.02 3 1.1 x 108 | 104 346 0.3 54

Capillaries | 0.01 1 3.3 % 10° | 259 2592 0.04 25

Venules 0.04 3 22 % 10° | 829 2765 0.03

Small 2 50 2400 377 75 1.2

veins

Large 10 300 40 943 31 3 2

veins

Venae 22 500* 2 228 4 25 0

cava

Data is taken and adapted from Dawson (2008). Data on pressure is taken from other sources
#Combined length of inferior and superior vena cava

Fig. 2.4 Vessel diameter for 25 1
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further than 100 pm from a capillary. The systemic cardiovascular system starts
with a single vessel, the aorta and progressively divides, increasing the number of
vessels and overall cross-sectional area. Beyond the capillary beds the vessels
progressively unite, decreasing in number and overall cross-sectional area until
there are just two vessels (the inferior and superior vena cava) which then connect
back with the heart. Figures 2.4, 2.5 and 2.6 are based on the data in Table 2.1 and
show the change in the number, diameter and cross-sectional area for the vessels of
the systemic circulation.
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The blood volume is not uniformly distributed within the systemic vessels. The
venous system contains 65 % of the volume, almost two-thirds, the arterial system
contains 28 % and the remaining 7 % is in capillaries.

2.2.2 Pressure in the Systemic Circulation

Figure 2.7 illustrates the pressure in the vessels of the systemic circulation. The heart
ejects its contents from the left ventricle into the aorta. The aorta expands and the
pressure rises. With increasing distance from the heart the pulse pressure (difference
between maximum and minimum pressure) increases due to the stiffening of arteries
with distance from the heart. Mean pressure falls through the remainder of the car-
diovascular system, reaching its lowest value at the entrance to the right atrium. It was
thought for many years that pressure (and flow) in the capillaries was steady however
(as discussed below and in Chap. 8) there is some pulsatility occurring as a result of
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Fig. 2.7 Mean blood pressure of vessels of the systemic circulation (see Table 2.1). Also shown
are the maximum and minimum blood pressure

upstream pressure variation which is transmitted to the capillaries. Pressure in the
venules and veins does not vary much, apart from the action of the muscles as
discussed in Chap. 7. In veins nearer the heart, especially in the vena cava, pressure
will have some variation during the cardiac cycle and, as explained below, is also
influenced by pressure changes in the thorax related to breathing.

The pressure gradient in the arteries is caused by the force of ejection of blood
into the aorta from the left ventricle. In the venous system, two mechanisms operate
to move blood along the veins; the respiratory pump and the musculovenous
pump. Breathing in (inspiration) causes an increase in pressure in the abdomen and
a reduction in pressure in the thorax. This creates a suction pressure, which sucks
blood along the veins towards the heart. This suction effect leads to negative
pressures (pressures below zero mmHg) in the larger veins. This negative pressure
can give rise to temporary venous collapse (reduction of the cross-sectional area of
the vein to zero). The second main mechanism driving blood through the veins is
venous compression by the musculature, as a result of walking and general
movement. Blood is prevented travelling back along the veins in the limbs by
valves which are present at regular intervals.

2.2.3 Pressure in Capillaries

Pressure in the capillaries is controlled to a high degree. Water is able to flow freely
from blood to tissues through small gaps (‘tight junctions’) in the endothelium but the
net flow rate depends on the balance between the hydrostatic pressure and the colloid
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Net flow out No net flow Net flow in
Osmotic pressure
10 22 mmHg 7
mmHg mmHg
— 32 mmHg 22 mm Hg 15 mm Hg
Arterial end Venous end

Fig. 2.8 Pressure and cross-wall flow in the capillary. The net flow across the capillary wall is
driven by the balance between blood pressure and osmotic pressure. At the arterial end the blood
pressure is greater than the osmotic pressure and there is net flow outwards. At the venous end the
blood pressure is less than the osmotic pressure and there is net flow inwards

osmotic pressure within the capillary (Fig. 2.8). At the arterial end of the capillary,
there is a net flow of water from the capillary into the tissue whilst at the venous end,
there is a net flow of water from the tissue into the capillary. In the absence of a control
mechanism, the blood pressure in the capillaries would vary by huge amounts from
lying down to standing up, from resting to exercising, and also with fluid intake. One
of the principle regulatory functions in the microcirculation is to ensure that, no matter
what the body is doing, the pressure in the capillaries is maintained at a level, which
exactly balances the colloid osmotic pressure (that is, about 22 mmHg). This means
that, from a mechanical point of view, the venous and arterial systems are largely
decoupled and can be considered as independent systems.

2.2.4 Flow and Velocity in the Systemic Circulation

If it assumed that the circulation is a bifurcating system then the total flow rate at
each level in the systemic circulation remains constant. Therefore, as the total
cross-sectional area of vessels increases, the mean velocity decreases (Fig. 2.9).
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Mean velocity can be measured using a variety of techniques as discussed in later
chapters. In order to provide consistency, mean velocity in Table 2.1 has been
calculated by assuming a cardiac output of 5.6 L min~"' (average for a male) and
dividing by the cross-sectional area. This provides values for mean velocity,
ranging from 25 cm s ' in the largest vessels, down to 0.3-0.4 mm s ! in the
smallest. The assumption of a bifurcating system allows quick estimation of
velocities and flow rates, giving values which are reasonably representative of
actual velocities and flow rates, even down to the capillary. The blood velocity
varies through the cardiac cycle in arteries and arterioles (and to some extent in
capillaries) as a result of variation in pressure during the cardiac cycle; this is
considered in detail in Chaps. 4 and 8.
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Chapter 3
Blood and Blood Flow

Peter R. Hoskins and David Hardman

Learning outcomes

Describe the constituents of blood and discuss their function.

Describe the main forces acting on blood particles.

Describe the Segre-Silberberg effect and discuss its origin in terms of forces.

Describe Rouleaux formation and discuss its origin in terms of forces.

Describe leukocyte adhesion and discuss the role of forces in adhesion.

Discuss the effect of particle deformability on the viscosity—volume fraction

curve.

Describe the role of spectrin in maintaining red cell shape.

Describe the effect of shear rate on the shape of the individual red cell.

Describe the shape of red cells when flowing in tubes of different diameter.

10. Describe the viscosity—wall shear rate curve for whole blood.

11. Discuss the shape of the viscosity—wall shear rate curve for whole blood in
terms of red cell behaviour.

12. Describe the Fahreaus effect and the Fahraecus—Linqvist effect.

13. Discuss the Fahreaus effect and the Fahraeus-Linqvist effect in particle
depletion at the wall.

14. Describe and discuss the viscous behaviour of blood in arteries.

15. Describe the viscous behaviour of blood in the heart, veins and

microcirculation.
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Blood is the fluid which flows in the cardiovascular system. It is, however, not a
pure fluid but rather a suspension of a number of different particles (cells, cell
fragments and macromolecules) in a fluid base. This chapter explores the fluid
behaviour of blood including the impact of the particles on this behaviour. The
study of blood flow has developed over many decades and blood rheology con-
tinues to be a highly active area of research. Ideally knowledge would be based on
data collected in vivo, however, this is difficult to obtain. In practice, an under-
standing of blood rheology is obtained from many sources; the general area of flow
of particle suspensions (important in other areas such as microfluidics and transport
of chemicals), experiments involving particles which simulate blood cells, in vitro
and in vivo observations and computational modelling. In the absence of definitive
in vivo data this chapter draws on all of these sources to help create understanding
of blood and blood flow.

3.1 Constituents of Blood

The constituents of blood are considered in this section and include the fluid base
‘plasma’ and a number of particles listed in Table 3.1. Figure 3.1 shows a ‘blood
smear’ which shows blood cells from a sample of human blood photographed using
an optical microscope.

3.1.1 Plasma

Plasma is a straw coloured fluid and consists of 90 % water and 1 % electrolytes,
with various molecules making up the remainder. Electrolytes play an important
role in ensuring the correct fluid content within cells; consequently, electrolyte
concentration is subject to several control mechanisms. Low plasma volume may
arise from a number of causes including dehydration, salt depletion (e.g. following
sport), or blood loss. High plasma volume can occur as a result of inadequate salt
excretion associated with kidney disease.

3.1.2 Macromolecules and Other Molecules

Macromolecules make up around 9 % of the plasma volume. The majority of
molecules are proteins, such as globulins (part of the immune system), albumin
(important for maintenance of oncotic pressure) and fibrinogen (part of the clotting
system). Also present are a number of molecules in transit such as vitamins, hor-
mones, waste products (urea, ammonia), carbon dioxide and oxygen. After a meal
there is an increase in volume of fatty acids, amino acids and peptides arising from
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Table 3.1 Components of blood
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Blood component | % By Principle Low %volume High %volume
volume | function
Plasma 50-60 Fluid base for Dehydration Kidney disease
blood, carbon Blood loss
dioxide and Excess salt loss
nutrient (e.g. after sport)
transport
Red cells 40-50 Carrying Blood loss Polycythaemia
oxygen Sickle cell anaemia Chronic
Enlarged spleen hypoxia
Cancer Blood doping
Dehydration
White cells 0.7 Immune system Medication and Infection
radiation treatment (normal)
Immune Genetic
dysfunction (e.g. disorders
AIDS) Leukaemia
Toxins including Spleen removal
alcohol
Major surgery
Platelets 0.3 Clotting of Medication and Thrombocytosis
blood chemotherapy
HELLP syndrome
Haemolytic-uremic
syndrome
Snakebite
Macromolecules: 2 Maintenance Reduced Dehydration
albumin oncotic pressure | production (various
diseases)
Other 1.5 Various

Fig. 3.1 Blood cells. Several
types of blood cells are shown

including red cells

(erythrocytes), two different
white cells (neutrophils and a
monocyte) and platelets.
Image kindly provided by

Karen Hart, Peninsula

College, Port Angeles,

WA,

USA. © 2006-2010 Karen

Hart
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digestion in the blood. Some of these molecules such as LDL (low density
lipoprotein) cholesterol play important roles in arterial disease.

Albumin is important in regulating the balance of fluids in the body. Low levels
of albumin in blood are due to lack of protein in the diet or due to impaired
production from the liver or to kidney disease. Low albumin levels result in an
imbalance of fluids resulting in generalised swelling of tissues as a result of water
retention, known as ‘oedema’. A high level of albumin may arise from excess
protein in the diet, but are usually caused by dehydration where the fluid levels in
the tissues are low.

3.1.3 Red Cells

The principle particle in blood is the red cell or erythrocyte. The percent by volume
of red cells is called the haematocrit, the packed cell volume or the erythrocyte
volume fraction. The haematocrit has a normal range of 41-52 % in men and 36—
48 % in women. The red cell is unique as, unlike other cells it has no nucleus and it
has a biconcave shape (Fig. 3.2). Human red cells, have a diameter of 7.5 um, a
thickness of 2.0 um and an effective diameter (i.e. the diameter if the red cell

Fig. 3.2 Red cells. a Red cell (a)
shape and dimensions. b Red

cells at low shear. (b) from;

Kriiger (2015); ©

Springer-Verlag Berlin

Heidelberg 2015, with

permission of Springer

— 2um

— 7.5um

(b)
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contents were formed into a sphere) of 5.5 um. The size and shape of red cells is
remarkably similar across all mammals; the diameter of a red cell in a mouse and an
elephant is about the same. Red cells are involved in the transport of oxygen from
the lungs to the tissues, for which the iron in the red cell plays an important role.
Low haematocrit has a number of causes, including blood loss and various diseases.
High haematocrit leads to an increase in the oxygen carrying ability of the blood,
which is the reason why some athletes involved in endurance events have blood
transfusions before the race. However it is also risky, as the viscosity of blood is
higher, leading to greater resistance to flow and increased risk of clinical events
such as heart attack and stroke. Sickle cell disease is associated with abnormally
shaped red cells in the form of a sickle rather than a disc. While the oxygen carrying
capability is impaired, the presence of sickle cells gives immunity against malaria, a
deadly disease which operates through destruction of red cells.

3.1.4 White Cells

White cells, or leukocytes, occupy some 0.7 % of the blood volume in health. There
are a number of different leukocytes as shown in Fig. 3.3, each with a different role.
Neutrophils (diameter 10-12 um) ingest and digest bacteria and fungi. Eosinophils
(diameter 10—12 pum) attack larger parasites and are involved in allergic responses.
Monocytes (diameter 15-30 um) are carried by the cardiovascular system to dif-
ferent tissues where they transform into cells called macrophages. Lymphocytes
(diameter 7—15 pm) attack invading bacteria and viruses and also help destroy cells

Lymphocytes Neutrophil

White Blood Cells

Fig. 3.3 White cells; illustration of various types of white cell. Image reproduced from wikipedia
with permission. Original image authored by Bruce Blausen: Wikiversity Journal of Medicine.
doi:10.15347/wjm/2014.010. ISSN 20018762.—Own work, CC BY 3.0, https:/commons.
wikimedia.org/w/index.php?curid=28223981
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in the body which have become diseased through virus infection or cancer.
Basophils (diameter 12-15 um) are involved in response to allergic symptoms
including histamine release. An increase in the volume fraction of white cells is a
normal response to infection and is not usually harmful. However abnormal
increases occurring in diseases such as leukaemia may be fatal. Low white cell
volumes are due to decreased production or increased destruction arising from
various diseases and lead to impaired functioning of the immune system.

3.1.5 Platelets

Platelets are fragments of much larger cells called megakaryocytes and occupy
0.3 % of the blood volume in health. Platelets exist in unactivated and activated
forms (Fig. 3.4). The majority of circulating platelets are unactivated and their
shape is plate-like (hence the name ‘platelet’). These have a greatest diameter of 2—
3 um. Once activated, they become sticky and more spherical with projections
(pseudopods). These projections are important in enabling activated platelets to
clump together. Platelets are involved in blood clotting and in the repair of damaged
endothelium. If the endothelium is damaged, underlying collagen fibres are
exposed. Unactivated platelets coming into contact with collagen become activated
and will stick to the collagen sealing off the damaged area after which repair of the
area ensues. Platelets can also be activated by increases in wall shear in narrowed
vessels. Low platelet volume fraction can arise from a number of diseases and lead

Fig. 3.4 Platelets; illustration Activated platelets
of unactivated and activated
platelets. Image reproduced
from wikipedia with
permission. Original image
authored by Bruce Blausen:
Wikiversity Journal of
Medicine. doi:10.15347/wjm/
2014.010. ISSN 20018762.—
Own work, CC BY 3.0,
https://commons.wikimedia.
org/w/index.php?curid=
28223979

Platelets
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to impaired clotting ability, leading to potentially life-threatening blood loss from
minor wounds. Increased platelet volume fraction arising from disease leads to
increased risk of thrombosis which in turn may lead to potentially life-threatening
clinical events such as heart attack and stroke.

3.2 Forces on Blood Particles

This section examines the forces on particles and discusses these in the context of
blood viscosity and blood flow. The examples below are drawn from a variety of
sources including in vitro experimental flow systems, computational modelling and
in vivo measurements.

3.2.1 Forces Associated with Gravity

Gravity is a long-range force affecting all particles in a fluid in the lab and in the
human body on planet earth (and any other planet or moon humans choose to live
on). The forces on a particle arising from gravity are:

e Gravitational force. The weight of the particle will tend to make the particle fall
in a gravitational field.

e Buoyant force. The hydrostatic pressure (difference in pressure in the fluid due
to height difference) tends to make the particle rise in a gravitational field.

These forces are illustrated in Fig. 3.5. If the particle density is greater than the fluid
density then the overall force will cause the particle to sink. Conversely if the particle
density is less than the fluid density, then the particle will rise. When the particle
density is the same as the density of surrounding fluid, there is no net force on the
particle and the particle is said to be ‘neutrally buoyant’. The density of an average red

Fig. 3.5 Forces on a particle Buoyancy force
initially at rest in a stationary

fluid I
!

Gravitational force
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cell, at 1125 kg m >, is slightly higher than that of plasma at 1025 kg m ™, and so red
cells have a slight tendency to sink.

3.2.2 Forces Associated with the Velocity and Shear Field
at High Reynolds Number

Forces arising from the velocity and shear field have different effects depending on
the flow conditions in the vessel. In the following sections the forces will be based
on Reynolds number. It will be recalled that Reynolds number (Re) is the ratio of
inertial to viscous forces. Effects due to inertia of the fluid (present at high Re) are
most prevalent in larger vessels and will be considered in this section. Effects
relevant at lower Re (<1) where viscous forces dominate, are most prevalent in the
microcirculation and will be considered in the next section. Figure 3.6 shows the
principal forces arising from motion of the fluid. The forces are as follows:

e Drag force. When there is relative motion between the fluid and the patrticle, the
particle experiences a force in the direction of the flow as a result of the inertia
of the particle. If a fluid is at rest and is subject to a pressure gradient, the fluid
will accelerate. The particle experiences a force in the direction of the fluid
motion which accelerates the particle until there are no forces in the direction of

....................... Drag force

Fig. 3.6 Inertial forces (a)
arising from motion of the

fluid with respect to the

particle. a Drag force. b Shear =~ [~"7""77777mmomomoo ‘
induced lift. ¢ Wall induced =~ ~  F------ommmmmmmmmioo

lift. Note that lateral motion of
the particle will also give rise
to a drag force

(b)

@

(c)f—~—
""""""""""" I Wall lift force
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motion. If there is lateral motion of the particle (i.e. across streamlines) then this
relative motion will also lead to a drag force.

e Shear-induced inertial lift. When a particle is in a shear field the difference in
shear on either side of the particle causes the particle to spin. There is an
associated force perpendicular to the direction of fluid motion which causes the
particles to migrate to higher shear rate regions. The force originates from
inertial effects in the fluid surrounding the particle. Ho and Leal (1974) provided
one of the first theoretical formulations which gave good agreement with
experimental data.

o Wall-induced inertial lift forces. A number of different inertial forces are present
on a particle near a wall or a particle touching a wall. All these forces are
directed away from the wall leading to motion of the particle away from the
wall. These include lift on a non-spinning particle near a wall (Cherukat and
McLaughlin 1994), lift on a spinning particle near a wall (called the Magnus
effect), and lift on a particle touching the wall (Leighton and Acrivos 1985).

In 1962, Segre and Silberberg published a paper on flow of neutrally buoyant
solid particles in a vertical tube. The particles were uniformly distributed at the inlet
to the tube but, further along, they located in a ring of particles at a distance of 0.6
of the tube radius from the centre. This was termed the ‘tubular pinch effect’ and
subsequently became known as the Segre-Silberberg effect. The pinch effect was
strongest for Re numbers of less than about 30. For higher Re the width of the
particle-free region near the wall increased and there was spreading of the particles
throughout the whole cross section of the tube. The explanation for this effect
concerns inertial forces which push the particle across the streamlines (di Carlo
2009). Particles experience a shear-induced lift force which pushes the particles
away from the centre. Particles near the wall experience a lift force as a result of the
presence of the wall which pushes them away from the wall. The particles locate at
a distance where these 2 forces balance each other (Fig. 3.7). At higher Reynolds
numbers, the balance of lift forces changes and the equilibrium position moves
towards the wall. Higher Reynolds number flows of 500-2000 is associated with an
inner annulus and a more uniform distribution (Matas and Morris 2004). These
effects are seen at low volume concentrations, less than 20 %, where particle—
particle interaction can be neglected. However, any particle suspension at Re > 1
will be subject to these lift forces to some degree, which will lead first, to particle
depletion at the wall and second, to inhomogeneity in particle concentration.

3.2.3 Forces Associated with the Velocity and Shear Field
at Low Reynolds Number

At low Reynolds numbers < 1, flow is dominated by viscous effects. Forces arising
from inertial effects, such as the lift forces discussed in Sect. 3.2.2, do not occur.
A formal explanation for this is that at very low Re, fluid flow is governed by
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Fig. 3.7 Overall inertial lift force on a particle in Pouiseille flow in a cylinder for a dilute
suspension of particles; at low shear the equilibrium position is at 0.68 of the diameter
corresponding roughly to the Segre-Silberberg position. At higher shear the equilibrium position
moves nearer to the wall. From Matas and Morris (2004); reproduced with permission

Stokes flow which is time reversible for spherical objects meaning that viscous
forces cannot operate (see, e.g. Cantat and Misbah 1999). Inertial-based lateral
motion of a particle is therefore impossible. However, viscous lateral motion is
possible and mainly relevant to deformable particles. The forces leading to lateral
motion are described here. For further reading see Vlahovska et al. (2009).

e Drag force. Relative motion between the particle and the fluid will result in a
drag force due to the viscous forces between the fluid and the particle surface.

e Lift due to loss of particle symmetry. An initially spherical particle which is
deformable will become elongated as a result of the difference in drag on the
particle from the wall and the non-wall side. In particular, the particle will have
upstream—downstream asymmetry resulting in a viscous lift force (Olla 1997,
Cantat and Misbah 1999).

e Lift due to tank-treading. A deformable particle undergoing tank-treading (see
Sect. 3.3) near a wall will experience a lift force which causes it to move away
from the wall (Olla 1997; Kaoui et al. 2008).

These forces contribute to the creation of a cell-free layer in the microcirculation
where viscous flow dominates, discussed further in Chap. 8.

3.2.4 Chemical and Electrical Forces

These forces generally operate at close range and arise through interaction between
particles, rather than through the dynamic behaviour of the fluid in which the
particles are suspended. Figure 3.8 illustrates these two forces.
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Fig. 3.8 Electrostatic and (a) Electrostatic (b) Molecular
chemical forces on a particle repulsion binding

O
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e Electrostatic forces. Electrically charged particles will repel similarly charged
particles and attract particles of opposite charge. Some particles may have
overall neutral charge but the charge can be split in the form a dipole with a
positive and negative end. In this case the positive and negative ends of adjacent
particles attract and the similarly charged ends repel.

e Molecular binding forces. These concern the binding of one biological cell or
molecule with another biological cell or molecule.

Electrostatic forces are important in that red cells, white cells and platelets all
have a negative charge. This helps to keep them apart and helps prevent thrombus
formation in the normal circulation. Electrostatic forces are also the origin of a lift
force on deformable particles near a wall. If a particle deforms in shear flow near a
wall, an electrostatic dipole will be produced which interacts with the mirror of the
dipole in the wall producing a lift force (Leal 1980).

Molecular binding forces are especially relevant in blood flow and three phe-
nomena will be considered in more detail; Rouleaux formation, leukocyte adhesion
and platelet aggregation and adhesion.

Rouleaux formation Red cells at low shear clump together face to face to form
rouleaux (Fig. 3.13). A review by Wagner et al. (2013) considers two explanations
for this; the bridging model and the depletion model. Rouleaux formation in vivo is
thought to require the presence of albumin and fibrinogen. If plasma is replaced
with an isotonic saline solution then rouleaux formation does not take place. In the
bridging model, albumin and fibrinogen are adsorbed onto the surface of the red
cell. There is chemical bonding between the molecules on the surfaces of adjacent
red cells, which is sufficient to overcome the electrostatic repulsion resulting in
adhesion of red cells and rouleaux formation. In the depletion model, a randomly
low concentration of albumin and fibrinogen concentration gives rise to a depletion
force (see Sect. 3.2.5), which results in red cell adhesion and rouleaux formation.

Leukocyte adhesion Activated white cells travelling close to the vessel wall form
molecular links with endothelial cells. These links are formed through bonding
between ligands on the white cell and selectin molecules on the endothelium. If
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other forces (e.g. related to particle inertia and shear) are greater than the molecular
binding force then the link is broken, the white cell rolls along the endothelium until
a link is re-established. This repeatedly happens and the white cell rolls along the
endothelium until either the shear forces are sufficient to detach the white cell or the
molecular links are strong enough to prevent the cell from rolling further.
Leukocyte adhesion is a necessary step in the migration of leukocytes through the
endothelium.

Platelet aggregation and adhesion Activated platelets chemically bond to each
other via macromolecules (fibrinogen and von Willebrand factor) present in plasma.
Platelets also adhere to collagen exposed by damaged endothelium. These are
important steps in thrombus formation.

3.2.5 Forces Arising from Collision

Particles in a fluid are subject to collisions from both fluid molecules and other
particles. These collisions give rise to a number of different forces (Fig. 3.9).

o Fluid-particle forces (Brownian motion). Random variations in the number of
fluid molecules impacting on the particle will produce small random forces
which vary in magnitude and direction. This results in a particle suspended in
the fluid having random erratic movements, called Brownian motion. This
motion is more significant for particles with small mass, such as LDL choles-
terol, and less so for heavier particles such as blood cells.

(a) Brownian (b) particle-particle (c) depletion
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Fig. 3.9 Forces arising from collision of particles. a Forces arising from collisions from fluid
molecules leading to a small force whose magnitude varies randomly in time and magnitude
leading to small random movements of the particle (Brownian motion). b Forces arising from
collisions between particles. ¢ Depletion force. Where the large particles touch there is a region

where small particles are excluded. This produces an attractive force between the two large
particles
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e Particle—particle forces. When the volume fraction of particles is small, colli-
sions between particles are rare and the particles can be considered to be
independent in that their main interaction is with the surrounding fluid and not
with other particles. As the volume fraction increases collisions which are more
common and becomes a major factor in determining the distribution of particles
within the fluid volume and the viscous behaviour.

e Depletion force. If a fluid contains macromolecules such as albumin then these
act to keep larger particles such as red cells apart. Where there is a local
deficiency in macromolecules, occurring through random changes in their dis-
tribution, this will allow the larger particles to be in close contact. This is
equivalent to a force and is called a ‘depletion force’ (Asakura and Oosawa
1958).

Whether the particle is solid or deformable is a key determinant of viscous
behaviour. For a suspension of solid particles, the viscosity increases with volume
fraction, linearly at first, but then non-linearly, finally reaching an infinite value at
about 64 % volume fraction (Gondret 1997). At this concentration the fluid no
longer flows as the particles cannot flow past each other due to the close proximity
of their neighbours and the fluid behaves as a solid. For a suspension of deformable
particles, the viscosity is lower than for a suspension of solid particles of the same
volume fraction, and flow is maintained at higher volume fractions. It has been
reported that a suspension of red cells will continue to flow for volume fractions up
to 98 %. Figure 3.10 illustrates the viscosity—shear rate behaviour for idealised
solid spheres and red cells.

In a suspension of identical particles, there is movement of particles across
streamlines so that the particle distribution is non-homogeneous and consequently the

Fig. 3.10 Viscosity as a 40 _
function of particle volume Solid
fraction for idealised solid spheres

particles and red cells at a
shear rate of 200 s~*. Red cell
data from Goldsmith (1972).
Solid particle data from
Gondret (1997)

relative viscosity

0 0.2 0.4 06 0.8 1
volume fraction of particles
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local viscosity is also non-homogeneous. The collision rate is dependent on the local
shear gradient. A higher shear gradient means more particles flowing past each other,
which results in more collisions. The collisions give rise to lateral displacement of the
particles towards regions of lower collision rate and lower shear gradient. For steady
flow in a tube, the shear gradient is zero at the centre of the tube increasing to a
maximum at the wall. This can lead to higher particle concentrations at the tube centre
than at the tube wall and blunting of the velocity profile (Lyon and Leal 1998; Kumar
and Graham 2012a). This phenomenon is generally described with respect to low
Reynolds number flows (<1), however in principle it is also applicable to higher
Reynolds number flows including at physiological values seen in large arteries. For
example, the study below by Aarts et al. (1988) reports decreased red cell concen-
tration at the vessel walls in a 3 mm vessel with a Reynolds number of between 280
and 1150, which is comparable to that in arteries.

For flow of a suspension of particles of different size there are, in addition to the
interactions described above, interactions between the different types of particles.
The 1988 study by Aarts investigated the distribution of platelets and red cells in a
suspension of red cells at 45 % haematocrit. This was undertaken in a glass tube of
3 mm diameter at wall shear rates from 240 to 1260 s '; comparable to physio-
logical flow in a small artery such as the brachial or anterior tibial arteries. The
platelets were suspended in a saline fluid and also in a suspension of red cell ghosts
at 45 % volume fraction. Red cell ghosts are red cells rendered optically transparent
by removal of their haemoglobin. During preparation, the red cells are made to
burst spilling the haemoglobin contents. After washing and immersion in saline, the
red cell membranes reform in a biconcave shape. Figure 3.11a shows the distri-
bution of platelets when immersed in saline. There is accumulation roughly midway
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Fig. 3.11 Red cell and platelet distribution with radial position for blood flowing in a tube of
3 mm internal diameter. a Platelets in saline at wall shear rates of 1200 s (solid line), 760 st
(dashed line), 240 s~ (dotted line). b platelets in ghosts (optically transparent red cells); same wall
shear rates as (a). From Aarts PAMM, van den Broek SA, Prins GW, Kuiken GDC, Sixma JJ,
Heethaar RM; Blood platelets are concentrated near the wall and red blood cells, in the center in
flowing blood; Arteriosclerosis 1988;8(6):819-824, reproduced with permission
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between the wall and the centre of the tube, as expected from the Segre-Silberberg
effect. When immersed in ghosts, the platelets mostly accumulate near the vessel
wall (Fig. 3.11b). The phenomenon of cell accumulation near the vessel wall is
called ‘margination’. Blood cell margination has been studied using both experi-
mental techniques and computational modelling (see reviews by Kumar and
Graham 2012a, b). Cell stiffness rather than cell size is thought to be the principle
determinant of cell margination. Platelets, white cells and diseased red cells arising
from malaria and sickle cell disease are all stiffer than normal red cells and all
marginate. The process of margination is further enhanced by rouleaux formation
(Nash et al. 2008). Margination of stiff particles by red cells looks to be a design
feature of the cardiovascular system. Platelets are pushed to the wall so that they
can be available for endothelial repair and thrombus formation. White cells are
pushed to the wall so that they can be available for combating infection in tissues by
crossing the endothelium.

3.3 Viscous Behaviour of Blood

This section provides a discussion on the viscous behaviour of blood including
variations in viscosity within the vessel. The viscous behaviour of blood is almost
entirely dominated by the behaviour of red cells, so this section will focus on the
behaviour of red cells with shear rate and vessel diameter, and their effect on white
cells and platelets.

3.3.1 Behaviour of Single Blood Cells

A mammalian biological cell consists of a lipid bilayer (the cell membrane),
intracellular fluid (cytoplasm) and a skeletal structure (cytoskeleton) which gives
the cell rigidity and through which cell movement is effected, and various internal
structures (organelles). The lipid bilayer is some 6 nm thick and acts like an
incompressible 2D fluid in that the surface area is difficult to increase but the
elements of the bilayer may flow over the surface of the cell. When a cell is subject
to shear the bilayer may flow around the cell in the same way that the tracks of a
tank rotate around the drive wheels (hence the term ‘tank treading’). The
cytoskeleton consists of filaments and tubules which are anchored at proteins
floating within the lipid bilayer.

A number of methods exist for measuring the viscoelastic properties of cells and
the reader is referred to the article by Yamada et al. (2000) for a review of some of
these methods. Reported values of stiffness and viscosity for blood cells are pro-
vided by Tran-Son-Tay and Nash (2007). For the purpose of this chapter it is
sufficient to note that platelets and white cells are much stiffer than red cells and this
qualitative description will allow us to explore their behaviour in flow.
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In the red cell, the cytoskeletal network (‘spectrin’) is immediately below the
lipid bilayer and is coupled to it at various points. The spectrin network determines
the biconcave shape of the red cell. Spectrin has shape-memory so after defor-
mation the red cell reassumes its biconcave shape.

The biconcave disc shape allows the red cells to undergo considerable defor-
mation without a change of surface area, and more importantly, without rupture of
the cell. At low shear (~3 s™") the red cell will undergo tumbling but still main-
tains its biconcave shape. At slightly higher shear (~6 s '), the red cell will
experience tank-treading (Dupire et al. 2012). As the shear rate increases, the red
cell deforms, becoming stretched with the long axis aligned at an angle with respect
to the flow. The degree of stretching increases with shear rate (Fig. 3.13). In small
diameter tubes at low Reynolds numbers (comparable to flow in the microcircu-
lation) the red cell deforms and a number of characteristic shapes are seen
(Fig. 3.12). For diameters of 4—7 pm the red cell resembles a bullet; for diameters
of 7-10 pum, where red cells travel in a single line, the cell resembles a parachute,
for higher diameters the red cells interact and may assume a slipper shape. In the
extreme case, the deformability of the red cell allows it to squeeze through an
orifice of only 3 pm in diameter.

White cells are observed to take much longer than red cells in traversing cap-
illaries and this is put down to the increased stiffness of white cells. White cells
contribute significantly to resistance in microvascular beds. If there is increased
white cell stiffness as a result of cell activation, or if there is decreased perfusion as
a result of disease, then white cells can get stuck in the capillary bed with local
occlusion of blood flow (Tran-Son-Tay and Nash 2007).

Fig. 3.12 Flow of blood in small diameter tubes; a 4.5 um—the red cell distorts to a bullet shape,
b 7 pum, the red cell distorts to a parachute shape, ¢ 15 pm—some of the red cells have slipper
shapes. Reprinted from Pries AR, Secomb TW. Blood flow in microvascular networks. In:
Tuma RF, Duran WN, Ley K, editors. Handbook of Physiology: Microcirculation. pp. 3-36,
Copyright (2008) with permission from Elsevier
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3.3.2  Viscosity—Shear Rate Behaviour of Whole Blood

A cone plate viscometer is typically used to measure the change in viscosity of
blood as a function of shear rate. Figure 3.13 shows that blood is a shear-thinning
fluid in which the viscosity decreases with increasing shear rate. This behaviour can
be explained entirely through changes in the red cell behaviour. In other words the
viscous behaviour of whole blood is dominated by the red cell behaviour, not that
of white cells or platelets.

At low shear, the high viscosity results from the presence of rouleaux. At very
low shear, the rouleaux will form an interlocking structure which requires a small
yield stress before flow occurs. As shear rate increases rouleaux formation
decreases and viscosity decreases. At shear rates above about 10 s~' rouleaux do
not form. Red cell deformation occurs for a shear rate above about 1 s™'. As shear
rate increases, red cells elongate and partially align themselves with the flow
direction causing decrease in viscosity. At the highest shear rates, there may be
layering of red cells with plasma rich regions, which further decreases viscosity.
Figure 3.14 is a schematic of the contribution of red cell aggregation and defor-
mation to the viscous behaviour of blood with varying shear rate. If it is assumed
that red cells are stiff then the viscosity is roughly constant with shear rate. Adding
aggregation results in an increase in viscosity at low shear. Adding deformation
results in a reduction in viscosity at higher shear. Further details on the effect of
aggregation and deformation can be found in Chien (1970). Table 3.2 summarises
the behaviour of red cells in whole blood at increasing shear rate.
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Fig. 3.14 Schematic of the
contribution of various
components to the viscosity
of whole blood. a Viscosity
for red cells which are stiff
and independent. b Viscosity
when red cell aggregation is
included. ¢ Viscosity when
red cell deformation is
included
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Table 3.2 Summary of red cell behaviour at different shear rate

Shear rate Red cell behaviour
()
0-0.01 Virtually all red cells form rouleaux

Rouleaux tangle forming an interlocking structure like a solid
There is a very small yield stress

0.01-1 Rouleaux length decreases

Chains align themselves with respect to flow direction
1-100 Very few rouleaux present; none above about 5 st

Red cells begin to deform, elongating and aligning with flow direction
100-1000 Red cells are elongated

Red cells may form layers with plasma in between (which reduces viscosity)
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3.3.3 Viscosity—Diameter Behaviour of Whole Blood

Two historical studies are commonly used to illustrate phenomena involving flow
of blood in small diameter vessels; one by Fahraeus in 1929 and the other by
Fahraeus and Lindqvist in 1931, and in each case the effects observed have been
named after the authors (Fig. 3.15). The Fahraeus effect is that the haematocrit of
blood in a tube of small diameter is less than the haematocrit of blood in the
receiving tank. The effect is most pronounced at a tube diameter of 12—13 pum. The
Fahraeus—Lindqvist effect is that the viscosity in the tube (measured from pressure
and flow) depends on tube diameter, reaching a minimum viscosity at a tube
diameter of 7 pm. The key feature is the presence of a layer near the wall which is
free of red cells. Observations of a cell-free layer were made by Pouiseulle in the
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mesenteric circulation of the frog in the nineteenth century. Fahraeus and Lindqvist
hypothesised that the reduced viscosity in the plasma layer near the wall (1.8 mPa s
as opposed to 3—4 mPa s for whole blood) meant that the effective viscosity for
flow of whole blood was reduced. The presence of a cell-free layer also explains the
Fahraeus effect. The plasma layer near the wall moves at low velocity and the red
cells in the centre of the vessel move at high velocity. The overall result is that the
relative volume of red cells to plasma is greater in the discharge fluid than for the
fluid in the tube. Both these effects have been extensively investigated by others,
extending the range of diameters and the range of haematocrit values. Figure 3.15 is
based on best-fit equations to experimental data obtained by Pries et al. (1990,
1992). These effects are most relevant for the microcirculation where vessel
diameter varies from 5 to 10 pm in capillaries to a maximum diameter of around
200 pm in arterioles.

We will now examine the origin of the plasma free layer seen in the Fahraeus
and Fahraeus-Lindqvist effects. From Sect. 3.2 we have seen that there are several
wall lift forces which could potentially give rise to a cell-free layer, and some of
these are dependent on Reynolds number. For Fahraeus—Lindqvist experiments,
Reynolds numbers may be calculated from the data provided by Pries et al.
(Table 1, 1992). These show a range of Re values from 0.001 to 360 (Fig. 3.16).
There are therefore several causes of the plasma-free layer seen for flow of blood in
glass tubes. For low Re < 1, viscous effects will dominate and so viscous lift forces
are relevant. For high Re > 1, inertial lift forces are relevant. Where the diameter is
sufficient to allow several red cells adjacent to each other, there will be collisions
and red cell migration towards the tube centre. For low diameters, only one red cell
at a time can travel along the pipe and there is a lift force associated with asym-
metry of the particle.
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The themes explored in this section, axial accumulation of red cells, the presence
of a cell-free layer, forces arising from deformation of particles, reduction of vis-
cosity in small vessels and local variations in haematocrit are all relevant to the
microcirculation and are explored further in Chap. 8.

3.3.4 Viscous Behaviour in Arteries

This section discusses viscous behaviour in vivo in the human arterial system.
Table 3.3 summarises the main feature of viscous behaviour for the different car-
diovascular system components, including arteries.

Arteries in the human have a diameter from 25 to 30 mm for the ascending aorta
down to 1 mm for the smallest arteries. The heart acts to mix blood thoroughly so
that the red cell distribution leaving the heart is homogeneous. Peak Reynolds
numbers (Re) are below 2000 apart from the ascending aorta during ejection of
blood where values of 4000-5000 regularly occur. Flow in healthy arteries is
therefore laminar apart from a brief period immediately post-systole in the
ascending aorta. One might expect that flow would be described by laminar
streamlines and effects concerning lateral migration across streamlines should be
considered. It was noted above that forces leading to lateral migration across
streamlines are always present in suspensions of particles. The study by Aarts in a
3 mm vessel with physiological Reynolds number did show depletion of red cells
near the wall. It is, however, generally thought that in arteries, red cells are uni-
formly distributed apart from a small cell-free region near the wall, which has no
effect on overall viscosity. At the time of writing, there does seem to be a lack of

Table 3.3 Flow and red cell behaviour in the components of the cardiovascular system

Component Peak Turbulence? Red cell Homogeneous
Reynolds aggregation? | distribution of red
number cells?

Heart 5000-20,000 | Yes No Yes

Arteries 5000 In ascending aorta | No Yes

(ascending (post-systole)
aorta)

500 (smallest
arteries)

Microcirculation | 0.5 (largest No Yes No
arterioles)
0.0003
(capillaries)
Veins 100 (smallest | No Yes No
veins)
3000-4000
(vena cavae)
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definitive studies on which to base this conclusion. Most of the discussion above on
force and effects has considered straight tubes and axial flow. In the arterial system,
it is recognised that there is a strong helical flow component in most arteries so that
flow is not axial. It has been shown that helical flow has a strong mixing effect
(Caro et al. 2005; Cookson et al. 2009), though these studies were on spiral flow in
grafts. It is possible that the helical flow in arteries acts to mix the red cells leading
to a greater homogeneity than would be the case if there were no helical flow.

In Sect. 3.2.2, it was noted that the viscosity of whole blood in arteries is shear
dependent reaching a plateau value for shear rates above about 200 s~'. The mea-
sured mean shear rate in large arteries is 200-300 s~ and the maximum shear is
800-1000 s~! (Wu et al. 2004). The assumed homogeneous distribution of red cells
and the high mean and maximum shear rates in arteries has led to the conclusion that
most of the time it is reasonable to treat blood as a Newtonian fluid with a viscosity
equal to that from the high-shear region, commonly taken as 3—4 mPa s (e.g. see
Pedley 1980). Most of the theoretical, experimental and computational studies on
blood flow have assumed that blood is a Newtonian fluid. However most large
arteries, especially those supplying muscle, have periods of reverse flow where the
mean velocity passes through zero, and some arteries have no flow for a period
during diastole. In this case the wall shear rate will be much less than 200 s~ and it
is likely that non-Newtonian effects are present. Evidence for non-Newtonian
behaviour in vivo comes from simulation studies performed using computational
modelling. These investigate velocity profile and wall shear stress distributions using
a Newtonian viscous model, and then using a non-Newtonian model. Figure 3.17 is
taken from Johnston et al. (2004) showing wall shear stress in the coronary artery
estimated using computational fluid dynamics using a Newtonian model and a
Power law model of viscosity. There are clear differences in wall shear stress,
especially at the low velocities of 0.02 m s~ . Figure 3.18 shows velocity profiles in

v=0.02 m/s v=1.0 m/s

WL\

(a) Newtonian {b) Power Law (a) Newtonian (b) Power Law B

Fig. 3.17 Effect of non-Newtonian viscosity model on wall shear stress. Simulated flow was
undertaken in a coronary artery with Newtonian and Power Law non-Newtonian viscous models.
Differences are most pronounced at the lower velocity of 2 cm s !. Reprinted from Journal of
Biomechanics Vol. 37, Non-Newtonian blood flow in human right coronary arteries: steady state
simulations, Johnston BM, Johnston PR, Corney S, Kilpatrick D; pp. 709-720; Copyright (2004)

with permission from Elsevier
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Fig. 3.18 Effect of non-Newtonian viscosity model on the bulk flow field. Simulated flow in the
carotid bifurcation was undertaken using a Newtonian and non-Newtonian viscous model. There
are differences in velocity profile and in iso-velocity contours. Reprinted from Journal of
Biomechanics, Vol. 32, Gijsen FJH, van de Vosse FN, Janssen JD; The influence of the
non-Newtonian properties of blood on the flow in large arteries: Steady flow in a carotid
bifurcation model; pp. 601-608, Copyright (1999), with permission from Elsevier

an idealised bifurcation estimated using a Newtonian and a non-Newtonian model
(Gijsen et al. 1999), again showing clear differences in the estimated flow field data.
Non-Newtonian behaviour in arteries is therefore relevant to both the bulk flow field
and wall shear stress. The non-Newtonian behaviour in arteries is due to red cell
deformation, not aggregation. Ideally non-Newtonian behaviour should be taken
into account in blood flow modelling studies, but mostly is not.

Diseased arteries are associated with reduction in local diameter for
atherosclerotic plaque and increase in local diameter for an aneurysm. In both cases,
there are regions where low shear rate may persist for substantial proportions of the
cardiac cycle (Fig. 3.19). If there is a local vortex, then shear will be low and the
conditions are suitable for red cell aggregation. There is also evidence from
experimental flow studies (Shuib et al. 2011) and from computational modelling
(Jung and Hassanein 2008) which suggest that there may be local reductions in red
cell concentration (Fig. 3.20). These effects may be relevant in vivo and are the
subject of research at the time of writing.

3.3.5 Viscous Behaviour in Other Parts
of the Cardiovascular System

From a rheological point of view, the cardiovascular system may be divided into the
heart, arteries, microcirculation and veins. Table 3.3 summarises the viscous
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Fig. 3.19 Vortex production (3) atherosclerotic plaque
in arterial disease which is

associated with low shear and
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features of blood in these various compartments. The heart is associated with high
Reynolds number flow involving considerable mixing and the treatment of blood as
a homogeneous Newtonian fluid with a high-shear viscosity is usually reasonable.
Flow in the veins is generally of low Reynolds number (<500), so flow is mostly
laminar. In vivo evidence from ultrasound identifies the presence of rouleaux in
venous flow (Cloutier et al. 1997; Wang and Shung 2001) suggesting that the
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Fig. 3.20 Reduction in red cell volume fraction in low shear regions. Simulated flow of red cells
was undertaken for an expansion with volume fraction of 45 % and a maximum velocity of
70 cm s ! at the inlet. a Schematic of geometry and flow streamlines. Flow in the inlet has a
maximum velocity in the centre of the tube. In the expansion regime there are stable vortices either
side of the main flow. b Volume fraction of red cells. In the core this is 45 % however in the low
shear side regions the volume fraction is as low as 5 %. This suggests that particles may not be
distributed uniformly in the region downstream of stenoses in vivo. Reprinted from Medical
Engineering and Physics, Vol. 30, Jung J, Hassanein A; Three-phase CFD analytical modeling of
blood flow; pp. 91-103, Copyright (2008), with permission from Elsevier on behalf of IPEM

non-Newtonian properties of blood are important. Flow in the microcirculation is
complex and covered in detail in Chap. 8, building on the discussions of the
Fahraeus and Fahraeus—Lindqvist effects covered in Sect. 3.3.3.
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Chapter 4
The Arterial System I. Pressure, Flow
and Stiffness

Peter R. Hoskins and D. Rodney Hose

Learning outcomes

Describe the main constituents of an artery.
Describe the organisation of elastin and collagen in the artery.
Describe the stress—strain (pressure—diameter) behaviour of arteries.
Discuss the stress—strain behaviour of arteries in terms of the mechanical
properties of elastin and collagen.
Describe pressure—time and velocity-flow waveforms in different arteries.
Describe the Windkessel model.
7. Discuss how the Windkessel model produces velocity—time and pressure—time
waveforms.
8. Describe pressure wave propagation.
9. Define the Moens—Korteweg equation for pressure wave velocity.
10. Discuss how pressure—time and velocity—time waveforms in arteries arise from
pressure wave propagation and reflected waves.
11. Describe laminar, turbulent and disturbed flow in arteries.
12. Describe axial and rotating flow in arteries.
13. Discuss fully developed flow and non-fully developed flow in arteries.
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This chapter will explore basic biomechanics of arteries concentrating on pressure,
flow and stiffness. Here the emphasis will be on normal function. Abnormal
function and disease will be considered in later chapters. In the appendix at the end
of the chapter is a table of the values of key quantities in different arteries.
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4.1 Stiffness of Arteries

This section describes the stiffness and stress—strain behaviour of arteries in relation
to their biological composition.

4.1.1 Structure and Composition of Arteries

Figure 4.1 shows the main structures present within an artery. The endothelium, the
basement membrane and the internal elastic lamina (a thin sheet of elastin) together
make up the intima on which endothelial cells are attached. The internal elastic
membrane allows the endothelium to move independently of the media. The media
contains elastin fibres which provide elasticity, collagen fibres which provide
strength, and smooth muscle cells. The outermost layer is the adventitia which
contains mainly collagen fibres.

From a mechanical point of view the two most important constituents of arteries
are collagen and elastin. These are arranged in layers around the artery. The number
of sheets increases during gestation but is fixed at birth. The molecules are arranged
in a helical pattern around the artery, with a different pitch for different layers within
the artery. The collagen molecules are present in a loose, wavy network in the
adventitia. As the artery expands so the molecules unfurl to reach their straightened
lengths at which point they become extremely stiff. This behaviour protects the
smooth muscle cells from acute over-distension.

Elastin is a stable protein with a long half-life of around 50 years, so that the
elastin sheets laid down in early life remain in place into later life. Collagen, on the
other hand, has a half-life of 2 weeks, and thus is in a continuous state of turnover.

Fig. 4.1 The main Adventitia
components of an artery Media
Endothelium

Internal elastic membrane
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4.1.2 Stress—Strain Behaviour in Arteries

The stress—strain behaviour of an artery may be characterised by a plot of pressure
versus diameter. Figure 4.2 shows pressure—diameter behaviour in an excised artery
subject to an inflation pressure. The diameter-pressure behaviour is nonlinear,
though over a restricted range (e.g. 80—120 mmHg) it is approximately linear.
Within the physiologic range Fig. 4.2 shows a 10 % increase in diameter which is
typical of the variation found in vivo during the cardiac cycle.

The contribution of elastin and collagen to the stress—strain behaviour was
explored by Roach and Burton (1957). Figure 4.3 shows the tension-radius beha-
viour for 3 samples of artery. In the left curve the elastin has been removed by a
chemical process so that the mechanical behaviour of the artery is governed by the
collagen. The artery is quite stiff so that high stress has to be provided to stretch the
vessel. In the right trace the collagen has been digested so that mechanical
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behaviour is governed by the elastin. The artery is now quite elastic so that that
small changes in stress result in large changes in diameter. The elastic behaviour of
the untreated artery can be explained by the different behaviours of collagen and
elastin. At small distensions the collagen fibres are quite crimped and the behaviour
is dominated by elastin. At high extensions the collagen fibres have straightened
out; these now dominate mechanical behaviour and the artery becomes very stiff.
This may be likened to a balloon in a net. Blowing up the balloon is easy until it is
the same size as the net, at which point it is difficult to blow up the balloon much
further.

As introduced in Chap. 1, the elastic modulus of elastin, collagen and arteries
may be measured in a tensile testing system. The elastic modulus for elastin is low
at 0.4-0.6 MPa but for collagen is much higher at 100 MPa. Arteries have inter-
mediate values of 1-5 MPa (Ryan and Foster 1997). Note that, in the case of
collagen and artery, incremental elastic modulus values are reported as the stress—
strain behaviour is nonlinear. The Young’s modulus for an artery describes the
composite behaviour.

The artery is a multi-layer structure and each layer has different mechanical
properties. However to describe the overall stress—strain or diameter—pressure
behaviour for an artery it is not necessary to know the elastic moduli of the different
layers. This approach assumes that the artery is uniform and homogeneous; i.e. that
the wall thickness and elastic composition are the same for different positions
around the circumference. This assumption is valid in healthy arteries although it
may not be true in disease due to 3D changes in geometry, wall thickness and wall
composition (see later chapters).

4.2 Pressure and Flow Waveforms in Arteries

Figure 4.4 shows pressure-time waveforms from various arteries in the systemic
circulation. The baseline or diastolic pressure in this example is about 80 mm Hg.
The peak or systolic pressure increases with distance from the heart; in this example
from 110 mm Hg at the aortic outflow to 160 mm Hg at the tibial arteries. There is
also some change in shape of the pressure waveform with distance from the heart.
Figure 4.4 also shows velocity—time waveforms taken using Doppler ultrasound.
The waveforms are all similar in that they have a period of forward flow followed
by a period of reverse flow. Figure 4.5 shows more time—velocity waveforms, taken
from arteries supplying the brain and kidney. These organs have a low vascular
resistance and the time—velocity waveforms have flow throughout the cardiac cycle.
In this section we will be looking at the origins of the shape of the pressure and flow
waveforms in different arteries.
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Fig. 4.4 Blood pressure—time and velocity—time waveforms at increasing distance from the heart.
There is a baseline (diastolic) pressure of 80 mm Hg; the peak (systolic) pressure increases with
distance and there are changes in the overall shape. The flow waveforms are taken from Doppler
ultrasound. The waveforms are pulsatile with a period of forward flow followed by a period of
reverse flow then more forward flow. Circulation figure reproduced from Wikipedia; https://
commons.wikimedia.org/wiki/File:Circulatory_System_en.svg. This image is in the public domain
and was authored by Mariana Ruiz Villarreal

4.2.1 Windkessel Model

Models of pressure and flow in the arterial system generally only consider the
arteries. The pressure at the capillaries (as noted in Chap. 2) is a fixed value close to
zero so the venous system does not need to be taken into account when modelling
the arterial system. An early model which tried to explain the pressure-time and
flow-time waveforms is the Windkessel model. This comes from the German word
‘Windkessel” meaning ‘air chamber’. The Windkessel model of the systemic cir-
culation consists of three elements (Fig. 4.6); a pump representing the heart, an
elastic chamber representing the arteries, and an outflow resistance representing
flow through the arterioles. The process can be broken into 3 phases:


http://dx.doi.org/10.1007/978-3-319-46407-7_2
https://commons.wikimedia.org/wiki/File:Circulatory_System_en.svg
https://commons.wikimedia.org/wiki/File:Circulatory_System_en.svg

70 P.R. Hoskins and D.R. Hose

Fig. 4.5 Velocity—time waveforms from arteries supplying organs (brain and kidney) with high
metabolic demand. Waveforms demonstrate a high baseline of flow. Circulation figure reproduced
from Wikipedia; https://commons.wikimedia.org/wiki/File:Circulatory_System_en.svg. This
image is in the public domain and was authored by Mariana Ruiz Villarreal

e Ejection phase. The heart contracts ejecting blood into the compliant chamber.
The ejection takes about 100 ms. The tension in the wall of the chamber causes
a pressure on the blood, which is forced out through the resistance vessels.
Pressure and flow reach a maximum at the end of the ejection phase.

e Relaxation phase. The ejection of blood from the heart stops. This is the
relaxation phase. As the chamber gradually returns to its resting position the
pressure on the blood decreases. As a result of the decrease in pressure, the flow
also reduces.

e Resting phase. The chamber returns to its resting position. This is the com-
pletion of the relaxation phase. The pressure reduces to its resting value and the
flow reduces to zero.

There are some similarities between the pressure waveforms from the
Windkessel model and those seen in Fig. 4.4, in that pressure reaches a peak and
gradually reduces. The Windkessel flow waveforms also have a peak and gradually
reduce in value thereafter, similar to those in Fig. 4.5 for arteries supplying brain
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Fig. 4.6 Windkessel model consisting of a pump (heart), an elastic chamber (artery) and an
outflow resistance (arteriolar bed). a Pre-ejection phase where the heart is full of blood. b In the
ejection phase the heart contracts ejecting blood into the compliant chamber. The ejection takes
about 100 ms. The tension in the wall of the chamber causes a pressure on the blood, which is
forced out through the resistance vessels. Pressure and flow reach a maximum at the end of the
ejection phase. ¢ The ejection of blood from the heart stops. This is the relaxation phase. As the
chamber gradually returns to its resting position the pressure on the blood decreases. As a result of
the decrease in pressure, the flow also reduces. d The chamber returns to its resting position. The
pressure reduces to its resting value and the flow reduces to zero

and kidney. However, the Windkessel flow waveforms bear little resemblance to
the flow waveforms seen in Fig. 4.4 which have a period of reverse flow.

4.2.2 Wave Propagation Model

The Windkessel model is useful in basic understanding but it omits a key feature of
the arterial system which is wave propagation. Ejection of blood from the left
ventricle leads to expansion of the aorta in order to accommodate the ejected
volume. The increase in circumference leads to an increase in tension within the
arterial wall and hence an increase in pressure within the blood. The pressure passes
down the artery in the form of a wave. This phenomenon can be demonstrated by
recording the pressure with time at various locations from the heart. Figure 4.7
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Fig. 4.7 Aortic pressure measured 10, 20, 30, 40, 50 and 60 cm downstream from the aortic valve
plotted on as a function of time at different distances. The increase in pressure at the beginning of
the waveform occurs at increasingly later times with distance demonstrating that the pressure
propagates as a wave down the arterial tree. From Medical and Biological Engineering and
Computing, An introduction to wave intensity analysis, Vol. 47, 2009, pp. 175-180, Parker KH, ©
International Federation for Medical and Biological Engineering 2009, with permission of
Springer

shows the pressure-time waveform at different distances from the heart up to
60 cm. The increase in pressure at the beginning of the waveform occurs at later
times. This is consistent with the idea that the pressure pulse propagates down the
artery as a wave. The pressure wave propagation speed is usually called the ‘pulse
wave velocity’ or PWV. The typical PWV in the thoracic aorta is about 5 m s~" and
increases, with distance from the heart, to about 15 m s ! in the arteries of the
lower leg. An important point is that pressure wave speed is not the same as blood
speed. The pressure wave speed is the speed at which the pressure wave propagates
and is typically 5-15 m s~ '. The blood speed is the speed at which the blood moves
which is typically 0-1 m s~ ' in health.

An early attempt to formulate an equation for PWV was made in 1878 by Moens
and Korteweg. This states that PWV is related to the elastic modulus E of the artery,
the wall thickness £, the diameter d and the density p of blood. This simple equation
in practice predicts the correct PWV to within about 10 % in healthy arteries.

Eh
PWV = [~ 4.1
dp (4.1)
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4.2.3 Propagation Model with Reflected Waves

For propagation of any wave, in any medium, the wave will be scattered or reflected
where there is a change in local impedance and this is also true for pressure waves
in arteries. A change in impedance occurs as a result of change in diameter, shape or
elastic properties. Common sites of reflected waves are at bifurcations; that is when
a single parent artery splits into 2 or more daughter arteries. However, by far the
largest contribution to reflected waves comes from the change in impedance which
occurs between arteries and arterioles. The pressure—time waveform at a particular
location in an artery is therefore a composite of the forward-going pressure wave,
and a reverse-going pressure wave arising from downstream reflections at the level
of the arterioles (Fig. 4.8a). The flow-time waveform can be considered in the same
manner as a combination of a forward-going flow wave and a reverse-going flow
wave (see e.g. Murgo et al. 1981). However, the flow waves combine in a sub-
tractive manner (Fig. 4.8b). In the example shown in Fig. 4.8b the composite flow
waveform has a period of reverse flow, similar to that seen in Fig. 4.4.

A simple model can help explain these features in more detail (Fig. 4.9). The
components of the model are the heart, a block representing the large arteries, a

(a) pressure waves

[~

Forward going + Reverse going — Resultant

pressure wave pressure wave pressure wave
(b) flow waves

Forward going Reverse going — Resultant flow

flow wave flow wave wave

Fig. 4.8 Pressure and flow as a composite of forward-going waves and reverse-going waves;
reverse waves are due to reflections, mainly from the distal arteriolar bed. a Forward and reverse
pressure waves combine in an additive manner, producing an increase in maximum pressure.
b Forward and reverse flow waves combine in a subtractive manner, in this case producing a
period of reverse flow
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Flow = pressure gradient
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Fig. 49 A simple model of flow in arteries. The heart pumps blood through large vessels
(arteries) and small vessels (arterioles) to the capillary bed. The large and mall arteries each has a
resistance to flow. The overall flow rate is the ratio of the pressure gradient divided by the
resistance to flow

block representing the arterioles, with a fixed value of pressure (22 mm Hg) at the
level of the capillaries. The flow rate of blood is determined by the overall pressure
difference between the heart and the capillaries and by the overall resistance to flow.
The overall resistance to flow is the sum of the resistance in the arteries and the
arterioles. In practice it is the arteriolar resistance which is used to control the flow
rate. The arterioles are lined with smooth muscle which can constrict the diameter
of the arterioles to create high resistance, such as may occur for muscles at rest
which have low metabolic demands. When metabolic demands are high and a high
flow rate is needed the smooth muscle in the arterioles relaxes, the diameter
increases and the resistance drops. Local changes in flow rate are effected in the first
instance by this mechanism, followed by associated increase in cardiac output. This
then explains the features of flow waveforms seen in Figs. 4.4 and 4.5. In Fig. 4.4
the arteries are mostly supplying the buttocks and lower limbs. Since the bulk of
this tissue is muscle at rest, the arteriolar resistance is high, the amplitude of
reflected waves is high, and there is a large reverse flow component. In Fig. 4.5 the
arteries are supplying the brain and the kidney which have high metabolic demand.
The arteriolar resistance is low, the amplitude of reflected waves from the arteriolar
bed is low and the flow is mainly dominated by the forward flow wave which has a
high baseline of flow.

The above changes can be illustrated using a simple experiment; reactive
hyperaemia in the arm (Fig. 4.10). In this example the hand is clenched while
monitoring the flow in the brachial artery. During hand clenching blood is expelled
from the hand and fingers. Metabolic demand build up and arterioles dilate but flow
is unable to increase due to pressure constriction from the clenching. On release of
the fist there is no pressure constriction and there is a sudden increase in flow rate
due to arteriolar dilation. After unclenching the reverse flow waves have small
amplitude and there is a large baseline of flow. Over 30-60 s the metabolic
demands of the tissues are met and the flow waveform gradually returns to its
resting state. During this time the arterioles become more constricted; the resistance
in the arteriolar bed gradually increases, the amplitude of reverse-going waves
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Fig. 410 Relationship between distal resistance and waveform shape illustrated by reactive
hyperaemia. Doppler velocity—time waveforms are shown in the brachial artery. The hand is
clenched for 2-3 min to increase metabolic activity. Clenching causes local compression; during
clenching arterioles fully dilate but without increase in flow. On release of the hand there is a
dramatic decrease in overall resistance leading to a huge increase in flow rate. The reflected waves
have low amplitude and the velocity—time waveforms demonstrate flow throughout the cardiac
cycle. During the recovery phase the arteriolar resistance increases, flow is reduced and the
velocity—time waveforms become more pulsatile returning to a normal shape with reverse flow
after 1-2 min

increases and eventually the baseline of flow is lost with return of the reverse flow
component.

4.2.4 Pressure and Flow Waveforms at Different Distances
Jrom the Heart

With increasing distance from the heart, pressure waveforms in arteries change
shape. In young adults there is increase in the pulse-pressure (systolic-diastolic)
with distance from the heart (Nichols et al. 1993). This is seen in Fig. 4.4 where the
peak pressure increases from 110 mm Hg in the ascending aorta to 160 mm Hg in
the posterior tibial artery. Increase in pulse-pressure arises from increase in stiffness
of arteries with increasing distance from the heart. This phenomenon continues
down to very small arteries. Figure 4.11 shows increase in pulse-pressure from the
brachial artery (3—4 mm diameter in the arm) to the digital artery (1-1.2 mm
diameter in the finger).

For peak flow, velocity invasive measurements demonstrate decrease in peak
velocity with distance from the heart (McDonald 1974). Peak velocity is easy to
measure using Doppler ultrasound and Fig. 4.4 shows velocity—time waveforms
from mid-aorta to the posterior tibial artery.
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4.3 Flow in Arteries

This section discusses characteristics of the flow-field, i.e. the local 3D distribution
of blood velocities, within arteries.

4.3.1 Turbulence, Disturbed and Laminar Flow

The principal flow characteristics of laminar and turbulent flow are determined by
the Reynolds number. In the arterial system the mean Reynolds number decreases
with distance from the heart. The highest Reynolds numbers are seen in the aorta,
mainly in the systolic phase where values greater than 2000 regularly occur in the
ascending aorta. This leads to periods of turbulent flow in the post-systolic phase of
the flow waveform (Nerem et al. 1972). In the remainder of the arterial circulation
in healthy individuals flow is laminar. In addition to laminar and turbulent flow it is
useful to define a third flow state called ‘disturbed flow’ which relates to vortices
and vortex shedding. Vortices or eddies are regions of circulating flow. These
typically occur in the low shear region downstream of obstructions and are a
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(a)

Fig. 4.12 Recirculation of flow in the carotid bulb. a An anatomical model of the carotid
bifurcation with flow visualisation. b Colour flow ultrasound with recirculation shown in blue

common feature of vessel disease. They can also occur in healthy vessels and the
one place where they are regularly seen is in the carotid sinus (Fig. 4.12). This is a
dilated region at the entrance to the internal carotid artery and is associated with the
location of sensors which monitor blood pressure in the body. Disturbed flow may
also be seen in aneurysms, which are pathological bulges which can affect both the
cerebral circulation and the aorta.

4.3.2 Rotating Versus Axial Flow

Flow in a long straight pipe will become axial after a certain distance, no matter
what the flow conditions at the inlet. Rotation of flow is induced in a curved pipe
and in the daughter arms of branching tubes. Though these phenomena are well
known in fluid mechanics, evidence for rotation of flow in arteries only arose in the
1990s using both ultrasound and MRI (Kilner et al. 1993; Hoskins et al. 1994).
Curvature and bifurcations in arteries will induce rotational flow; the fluid at the
centre of the flow moves to the outer curve returning along the wall to the inner
curve, hence creating a double spiral. In addition to these passive mechanisms, it is
also clear that there is active induction of rotational flow. The left ventricle in the
heart twists during contraction which induces a rotational flow component in the
aorta. Figure 4.13 shows example of rotational flow observed in different arteries. It
has been hypothesised that the presence of rotational flow acts to stabilise flow in
the arterial system by reducing shear stress differences (Shipkowitz et al. 2000).
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Fig. 4.13 Spiral flow. a Typical secondary flow patterns depicted by streamline visualisation in a
systolic time frame for the ascending aorta using MRI. b Ultrasound colour vector image of spiral
flow in the descending aorta. Image (a) from European Radiology; Interdependencies of aortic
arch secondary flow patterns, geometry, and age analysed by 4-dimensional phase contrast
magnetic resonance imaging at 3 T; Vol. 22, 2012, pp. 1122-1130; Frydrychowicz A, Berger A,
Munoz Del Rio A, Russe MF, Bock J, Harloff A, Markl M; © European Society of Radiology
2011, with permission of Springer. Image (b) provided courtesy of Prof Jensen

Rotational flow also acts to mix blood (Caro et al. 2005; Cookson et al. 2009)
which may lead to a more uniform distribution of red cells in arteries. In arteries
which are relatively straight and far distant from an upstream branching point it is
likely that the rotational component will have diminished and that flow will mainly
be axial, for example flow in distal arteries in the legs and arms.

4.3.3 Fully Developed Flow Versus Non-fully Developed

From Chap. 2 the inlet length for flow in a straight pipe is the distance from the
inlet beyond which flow is stable (‘fully developed’). Under the assumption that the
arterial system consists of segments which are straight then the inlet length can be
calculated and compared to the length of the segment to get some idea whether flow
has any chance of being fully developed. Equation 4.2 is from McDonald (1974,
p- 111) and gives the inlet length L, for the steady-flow component which requires
knowledge of the diameter and Reynolds number based on mean velocity through
the cardiac cycle.
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Ly = 0.04d Rey, (4.2)

The data in Appendix 1 show calculated inlet lengths for steady flow for selected
arteries. For the aorta the steady-flow inlet length is greater than the length of the
aorta, however, for distal vessels such as the radial and posterior tibial arteries it is
less than 2 % of the artery length.

Flow in arteries is pulsatile rather than steady, however as noted by van de Vosse
(1998) the pulsatile inlet length is less than the steady-flow inlet length in arteries,
so there is no need to consider this. Equations for pulsatile inlet length are provided
by Caro et al. (1978, p. 321) and Wood (1999).

On this basis, for most of the larger arteries (aorta, carotid, femoral) flow is not
fully developed. For more distal smaller arteries in the leg and arm flow is fully
developed, provided it can be assumed that arteries are straight between branching
points. This has implications for measurement of flow rate and related quantities
using medical imaging where assumptions of fully developed flow are often made
(see Chap. 9). The implications are that assumptions of fully developed flow are
unlikely to be valid in the larger arteries but may be valid in smaller distal arteries.

4.3.4 Symmetric Versus Asymmetric Velocity Profiles

Velocity profiles in a long straight tube beyond the inlet length are symmetric with
respect to the radius. The maximum velocity profile is located centrally within the
tube (except in pulsatile flow when the flow passes through zero in which case the
maximum velocity is located off-centre). Asymmetric velocity profiles occur when
the vessel is curved or immediately downstream of a branching point. In these cases
it is necessary to measure the 2D velocity profile. Figure 4.14 shows example of
velocity profiles in vivo.

4.3.5 Considerations for Measurement of Blood Velocity
and Related Quantities

The above features of blood flow are relevant to estimation of blood velocity profiles
using imaging and modelling as will be seen in later chapters. Full 3D flow-field
estimation is complex and is generally performed using patient-specific modelling
(Chap. 11), though MRI may also provide 3D flow-field data. Simpler methods using
ultrasound may rely on assumptions of axial flow for estimation of blood velocity, or
on velocity profile symmetry for estimation of flow rate (Chap. 9).
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Fig. 4.14 2D velocity
profiles in the carotid
bifurcation derived from
patient-specific modelling.
Profiles are symmetric in the
common carotid, but
asymmetric just below the
point of branching and in the
internal carotid

Appendix 1: Physical Quantities for Selected Arteries

Data are indicative and taken from various sources including Caro et al. (1978),
Marshall et al. (2004) and Reymond et al. (2009). L (length), D (diameter), V,,
(mean velocity averaged over time and area), V,, (peak velocity), Re,, (Reynolds
number from mean velocity), Re, (Reynolds number from peak velocity), o
(Womersley parameter), L, (inlet length for the steady-flow component), L/L (ratio
steady-flow inlet length to arterial length).

L (cm) |D (cm) |V, (cm/s) |V, cm/s) |Re, |Re, a |Lgcm) |LJL
Descending aorta 21 1.9 22 70 1100 | 3600 |17 |86 4.1
Abdominal aorta 13 14 13 60 500 | 2300 |15 |28 2.1
External 14 0.8 16 60 350 [ 1300 | 5 |11 0.8
iliac/common
femoral
Superficial 44 0.6 15 60 250 | 1000 | 4 | 6 0.1
femoral/popliteal
Posterior tibial 32 0.3 5 50 50 | 400 | 3 | 05 0.02
Common carotid 9 0.7 17 80 320 | 1500 | 4 1.0
Internal carotid 18 0.5 23 75 310 [ 1000 | 4 | 6 0.3
External carotid 41 0.4 12 80 130 | 900 | 4 | 2 0.1
Brachiocephalic 42 0.5 8 75 110 | 1000 | 8 0.1
Radial 24 0.2 5 60 30 | 300 | 4 | 02 0.01
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Chapter 5
The Arterial System II. Forces,
Adaptability and Mechanotransduction

Peter R. Hoskins

Learning outcomes

1. Describe the forces on the arterial wall and the typical magnitude of forces.
2. Describe Murray’s law.
3. Discuss historical work on the variation of wall shear stress with arterial
diameter.
4. Describe the Law of Laplace.
5. Describe the lamellar unit of structure in the arterial wall.
6. Describe arterial system design principles in terms of normalisation of stress;
wall shear stress, longitudinal stress and circumferential stress.
7. Discuss the role of forces in growth and adaptability of arteries at different
stages of life from embryogenesis to old age.
8. Define the term ‘mechanotransduction’.
9. Discuss the 4 principles steps of mechanotransduction: mechanotransmission,
mechanosensing, mechanosignalling and mechanoresponse.
10. Describe the effects of changes in wall shear stress on the endothelium.
11. Describe the decentralised model of endothelial mechanotransduction.
12. Describe potential endothelial mechanosensors.

This chapter is the second on arterial biomechanics and will explore the forces on
arteries and their effect. The emphasis will be on normal function in this chapter.
Arterial disease is considered in Chaps. 14-16. There are three main principles
which underpin this chapter:

e The arterial wall is subject to forces which arise from blood flow and from blood
pressure.
e The arterial wall is able to sense forces.
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e The arterial wall will alter its structure and geometry in an attempt to maintain
these forces within a narrow range of values.

5.1 Introduction

5.1.1 Historical Introduction

This introduction will start by referencing a study performed by Thoma (1893). His
study concerned the developing chick embryo and three observations were made
concerning the relationship between forces and arteries which provide a useful indi-
cation of key ideas in the text below. These observations (quoted in Wagenseil et al.
2009) are:

e Vessel inner diameter (i.e. the luminal diameter) depends on blood flow.
e Vessel length depends on longitudinal forces exerted by surrounding tissues.
e Vessel wall thickness depends on blood pressure.

It will be seen below that it is wall shear stress (WSS) that determines mean
vessel diameter, longitudinal stress that determines vessel length and circumfer-
ential stress that determines mean wall thickness.

5.1.2 Forces on Arteries

The arterial wall is subject to two forces from the blood; pressure and shear stress
(Fig. 5.1). The blood pressure acts on the arterial wall and is balanced by cir-
cumferential stress (also called hoop stress) within the wall (Fig. 5.2). Typical

Fig. 5.1 Forces on an artery Blood pressure (10000 Pa)
wall, blood pressure and wall A
shear stress
Wall shear stress (0-20 Pa)
Wall
Wall

Fig. 5.2 Cross section of an
artery wall. The pressure acts
on the arterial wall. This is

balanced by a circumferential Circumferential \ \ f /‘ Circumferential
stress within the wall stress Pressure stress
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average values of these forces in the aorta are 90 mmHg (12,000 Pa) for pressure,
1 Pa for WSS and 12,000 Pa for circumferential stress.

The cyclic variation in pressure gives rise to a cyclic variation in the diameter
and circumference of the artery. Each cell within the wall therefore undergoes a
cyclic stretching and un-stretching. An artery diameter typically varies by 10 %
over the cardiac cycle so each cell will typically be stretched and un-stretched by
the same amount in the circumferential direction. The expansion in the circum-
ferential direction is accompanied by a decrease in thickness in the radial direction.
This can be seen as a cyclic variation in the thickness of the intima-media layer
measured using ultrasound imaging (Meinders et al. 2003).

The WSS is the viscous drag of blood on the wall and acts in the plane of the
wall. The WSS changes in a cyclic manner with changes in blood flow during the

Fig. 5.3 Variation of WSS (a) 64 Common carotid
magnitude with time in the 5.

common carotid, common

femoral and brachial arteries. T 41

Reprinted from o

Atherosclerosis, Vol. 191; » 317

Stroev PV, Hoskins PR, 2,

Easson WIJ; Distribution of
wall shear rate throughout the 1
arterial tree: a case study;
pp. 276-280, Copyright 0 ' ' ' ' '
(2007), with permission from 0.0 0.2 0.4 06 0.8 1.0
Elsevier Time (s)

(b) 5- Common femoral

WSS (Pa)
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cardiac cycle (Fig. 5.3). If overall flow is axial then the WSS vector will also be
axial. However in regions of complex flow such as near bifurcations the WSS
vector may have a large non-axial component (Fig. 5.4).

If an artery is excised from the body its length will decrease by about 40 %
implying that in vivo there is longitudinal tension; that is the artery is pre-stressed in
the longitudinal direction (Fig. 5.5). If the excised artery is sliced open longitudi-
nally it will partially spring open implying that the artery wall is also pre-stressed
from the inner to the outer lumen. Arteries do not exist an unloaded state in vivo. In
vivo, arteries are always in a longitudinally stretched state and are always subject to

Fig. 5.4 WSS vector orientation in the carotid arteries at peak systole with large non-axial
components close to the bifurcation. Image kindly provided by Prof Yun Xu, Imperial College

Fig. 5.5 Arteries in vivo are
in a pre-stressed state in the —
longitudinal direction
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Fig. 5.6 Circumferential Zero load Pressurised
stress distribution in an artery

with no blood pressure and
with blood pressure, with and
without pre-stressing. The
stress distribution is uniform No prestress

for the pressurised artery with % %
Prestressed % @

pres-stressing

pressure. In the unloaded state this pre-stressing gives rise to an uneven stress
distribution from inner to outer wall. However, in vivo under blood pressure, the
stress distribution becomes more uniform (Fig. 5.6).

In the above analysis the artery is treated as a homogenous material. However, in
reality, the presence of several layers (intima, media and adventitia) leads to a more
complicated stress distribution due the different mechanical properties and the
different amounts of pre-stressing in each layer (Holzapfel and Ogden 2010; Karsaj
and Humphrey 2012).

5.1.3 Murray’s Law

The arterial system is a branching network; the number of vessels increases with
each branching and the diameters decrease. An early attempt to investigate the
design of the branches was performed by Murray (1926a, b). He hypothesised that
the arterial system is designed so that the heart needs to expend the minimum
amount of effort in order to pump the blood along the arteries. From this he derived
that the diameter d; of the parent artery to the third power is equal to the sum of the
diameters d, and d; of the daughter arteries to the third power (Eq. 5.1, Fig. 5.7).

di=d+d; (5.1)

This is known as Murray’s law and has been widely quoted in publications on
the structure of the arterial system. Though Murray did not concern himself with
WSS it follows from Murray’s law that the mean WSS is constant for all arteries
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Fig. 5.7 Diameters of parent d,
artery (d;) and daughter «—>
arteries (d»> and ds) used in
Eq. 5.1
"
d,
AY
d;

from the largest to the smallest (Sherman 1981). It is also worth saying that if
Murray’s law applies to all mammals, which have basically the same design of
cardiovascular system, then the WSS in all arteries in the whale should be the same,
and the WSS in all arteries in the mouse should be the same.

The work of Murray is concerned with the principles by which the arterial
system is designed. It follows that there must then be a mechanism for controlling
arterial diameter according to some design principle. The mechanism suggested
here is that the arterial system is designed to maintain WSS at a constant value
(Zamir 1977). This is further considered below.

5.1.4 Brief Review of Wall Shear Stress

It was described in Sect. 5.1.3 that Murray’s law predicts that the mean WSS is
constant in all arteries. This section looks at experimental data on WSS and whether
Murray’s law has been confirmed to apply in vivo.

Early studies which estimated WSS in arteries assumed a parabolic velocity
profile in the vessel. With this assumption an equation can be derived which relates
wall shear rate to the flow rate and the diameter. In invasive studies flow rate can be
measured using a variety of techniques including electromagnetic flow probes and
thermodilution. Diameter can be measured using X-ray imaging or from calliper
measurements in exposed vessels. These measurements need not even be made at
the same time. Once the wall shear rate is calculated it is multiplied by viscosity to
give the WSS. An early summary of WSS data is provided by Giddens et al. (1993)
which demonstrated that mean WSS lies within the narrow range of 1-2 Pa in a
range of arteries in the human and dog. This finding of a constant mean WSS is
consistent with Murray’s law and seemed to provide good confirmation that
Murray’s law was correct.
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It is worth restating the situation in the early 1990s concerning WSS; Murray’s
law suggested that WSS is constant within a species; experimental findings sug-
gested that WSS was similar in several different arteries in the human in the dog.

The constancy of WSS was challenged by later studies which used in vivo
techniques based on MRI and ultrasound. The spatial resolution and functionality of
in vivo imaging gradually improved to the point where it was possible to obtain
reliable measurements of WSS in vivo. Advances in computing power and the
availability of computational fluid dynamics also meant that by the 1990s it was
possible to estimate WSS in realistic geometries (rather than in simple straight
tubes). This combination of imaging and modelling data came up with a slightly
different story concerning WSS which is summarised by Cheng et al. (2007).
Figure 5.8 illustrates findings in 3 arteries, the common carotid, brachial and
femoral. There are clear differences, with the common carotid having a higher mean
WSS than the brachial or femoral arteries. It was also found that there are differ-
ences in WSS between species with smaller species having high WSS. An MRI
study by Greve et al. (2006) demonstrated a dependence of mean WSS on
body-mass to the power of —0.38, which is in excellent agreement with the
dependence of —0.375 predicted by Weinberg and Ethier (2007) from scaling laws.

The evidence above points to a control mechanism which attempts to maintain
WSS within a narrow bound (Langille 1996). The ‘set point’ for WSS in human
arteries is around 1-2 Pa and deviation from this value will result in change in
diameter; this is called ‘arterial remodelling’. If the mean WSS is greater than the
set-point, the diameter increases to reduce WSS until its value lies at the set-point.
Conversely if the mean WSS is less than the set-point the diameter decreases until
the mean WSS value lies at the set-point. It is noted that temporary increases in

Fig. 5.8 Variation of mean Q
WSS in the common carotid, (ml/s)
femoral and brachial arteries.

The differences are due to

differences in the pulsatility of

the flow waveform, with

higher values of mean WSS
for the carotid and lower 1.5
values for the femoral and
brachial. Data from Cheng =
et al. (2007) a 1.0
(7]
(%]
b
0.0

CCA Brachial CFA



90 P.R. Hoskins

mean WSS, such as occur during a few minutes exercise, will not result in
long-term change in diameter. The control mechanism comes into play when the
changes are longer term.

The discussion around Murray’s law above suggests that it was initially thought
that the value of the set-point for WSS was the same in all arteries. It has become
clear that the set-point is different for different arteries. One possible explanation for
this was offered by Reneman et al. (2006). He noted that the flow waveform is not
the same in all arteries. This is illustrated in Fig. 5.8; the common carotid has a high
degree of flow throughout the cardiac cycle (and higher mean WSS) whereas the
brachial and femoral (which supply blood to muscle) have high pulsatility (and
low-mean WSS). However during exercise the flow waveforms in arteries sup-
plying muscle change significantly; the waveforms have a much higher component
of flow and a much higher mean WSS. Reneman’s observation was that during
exercise the mean WSS is similar in different arteries, implying that the set-point
may be relevant for conditions of high flow, not resting flow (for which most
measurements are taken).

5.1.5 The Law of Laplace

It was noted above that blood pressure is opposed by a tension within the arterial
wall. The relationship between pressure and tension was investigated by the French
physicist Pierre de Laplace in the eighteenth century in the context of surface
tension in water. Approximating an artery as a thin-walled cylinder gives the ‘law
of Laplace’ as shown in Eq. 5.2.

T=P-r (5.2)

This states that, for a fixed pressure P, as the radius r increases the tension 7 in
the wall increases. An alternative formulation of the law of Laplace is in the context
of stress (force per unit area). The circumferential stress or hoop stress H is shown
in Eq. 5.3 where w is wall thickness.

H== (5.3)

Figure 5.9 shows wall stress as a function of age in the aorta and carotid artery
(from Astrand et al. 2005). Values range from 3000 to 16,000 Pa.
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Fig. 5.9 Plots of circumferential stress as a function of age in the aorta and common carotid arteries.
Closed circles are made, open circles female. Reprinted from Journal of Vascular Surgery, Vol. 42;
Astrand H, Rydén-Ahlgren A, Sandgren T, Linne T; Age-related increase in wall stress of the human
abdominal aorta: an in vivo study; pp. 926-931, Copyright (2005), with permission from The Society for
Vascular Surgery

5.1.6 Brief Review of Circumferential and Longitudinal
Wall Stress

The mechanical strength of an artery is governed primarily by the elastin and
collagen fibres which are laid down in a concentric fashion. The idea of a lamellar
unit of structure consisting of muscle, elastin and collagen was formulated by
Wolinsky and Glagov (1967). During fetal development the number of lamellar
units increases and remains constant after birth. The number of lamellar units in the
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adult aorta of different species was studied by Wolinsky and Glagov (1967). In
decreasing order of animal size there are around 70 units in the pig, 60 in the
human, 45 in the dog, 13 in the guinea pig and 5 in the mouse. The circumferential
tension in the wall of the aorta increases with animal size (5 N m~' for the mouse
increasing to 190 N m™' for the pig). However the significant finding reported in
the Wolinsky paper was that the tension per lamellar unit was similar across all
species at 1-3 N m™~'. Wall thickness therefore adjusts in order to maintain cir-
cumferential stress within a narrow range. Thickening of the wall during embryonic
development occurs by increase in the number of lamellar units. Post-birth
increases in wall thickness arise through thickening of each lamellar unit. In healthy
individuals this is achieved by an increase in smooth muscle content, however in
disease such as in hypertension thickening is accompanied by increasing collagen
deposition and the changes become irreversible (Hayashi and Naiki 2009).
Conversely, where there is decrease in circumferential stress, possibly as a result of
disease, this leads to atrophy of the wall (Bomberger et al. 1980).

It was noted above that arteries are pre-stretched; that is there is longitudinal wall
stress. Arteries are surrounded by a fibrous adventitia which is attached to tissues
surrounding the other organs of the body. These organs will exert forces on the
arteries via the adventitia which can be referred to as ‘tethering forces’. The main
determinant of structure within the body is the skeleton. As the skeleton grows the
arteries will be subject to stretching which will increase the longitudinal stress. The
response of the artery is to lengthen in order to normalise the longitudinal stress.
However, where an artery is decreased in length it does not shorten to normalise the
longitudinal stress and the result is a tortuous artery (Wagenseil and Mecham 2009).

5.2 Arterial System Growth and Adaptability

This section examines the role of forces in the growth and remodelling of arteries
from the embryo through birth into old age. It is noted that there are gaps in the
evidence base and the literature comes from several different mammals including
chick, sheep and human. Further detail is provided in review articles (Langille
1996; Pries et al. 2005; Humphrey 2008; Hayashi and Naiki 2009; Wagenseil and
Mecham 2009). This section is mostly not concerned with disease. The underpin-
ning process governing growth and remodelling is termed ‘mechanotransduction’
and is described in detail in Sects. 5.3 and 5.4.

5.2.1 Embryogenesis

Following fertilisation of the mother’s egg with the father’s sperm the offspring
begins to develop. The process starts with a single cell which quickly subdivides
into many cells. During the initial few weeks of this development the offspring is
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Fig. 5.10 Reduced-velocity (a measure of wall shear stress) versus diameter in embryonic arteries
of the chick. Reduced-velocity is constant for arteries from 60-160 microns indicating the
presence of a control mechanism. From; le Noble F, Fleury V, Pries A, Corvol P, Eichmann A,
Reneman RS; Control of arterial branching morphogenesis in embryogenesis: go with the flow;
Cardiovasc Res. 2005;65(3);619-28; by permission of the European Society of Cardiology

called an ‘embryo’ and the formation of the embryo is called ‘embryogenesis’. Over
time, a few days and weeks, organs form and a vascular system is laid down. The
initial laying down of the vascular system, though fascinating, does not concern us.
However once the earliest vessels are formed then these grow and develop into the
vascular system; arteries, veins, capillaries etc. These immature simple vessels
consist of a tube of endothelial cells without any surrounding smooth muscle, very
similar to capillaries. The rudimentary heart pumps blood along the early vascular
system and as the flow rate increases the arteries increase in diameter. Studies on
the chick embryo (le Noble et al. 2005) estimated ‘reduced-velocity’ which is the
ratio of blood velocity to diameter, as an index which was easy to calculate and
proportional to WSS. They showed that reduced-velocity was similar for embryonic
arteries greater than 40 um in diameter (Fig. 5.10).

Even at this extremely early stage in the development of the arterial system 2
things emerge. First the constancy of reduced-velocity with diameter suggests a
control mechanism in which diameter is adjusted to maintain reduced-velocity (i.e.
shear stress) within a narrow bound; secondly that the endothelium (in the absence
of any other cell types) is responsible for this control.

5.2.2 Fetal Growth

By the end of 8 weeks most of the major organs in the human embryo are in place
and the remaining 32 weeks in the womb are spent growing. The embryo is now
referred to as a fetus. Over this period the fetus grows from 3 g to 3 kg in weight,
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and the arterial system also grows. The diameter of the aortic root (where the aorta
emerges from the left ventricle) is 1 mm at 11 weeks increasing linearly with time
to 9 mm at 40 weeks (Cartier et al. 1987; Achiron et al. 1998; Haak et al. 2002).
There is very little literature on WSS in the fetus. Struijk et al. (2005) used ultra-
sound imaging in the descending aorta in fetuses with gestational age from 18 to
39 weeks, demonstrating that there was no change in mean WSS which had an
average value of 2.2 Pa.

During the period from 8 weeks to birth the development of the arterial system
can be described as follows; as the fetus grows, the cardiac output increases and the
blood pressure increases. The arteries will increase in diameter in an attempt to
maintain WSS at a constant value. The increase in pressure will result in an increase
in wall thickness in an attempt to maintain circumferential stress at a constant value.
This increase in thickness is associated with an increase in the number of lamellar
units. The general enlargement of the skeleton and organs gives rise to an increase
in longitudinal stress and the arteries will lengthen in an attempt to maintain lon-
gitudinal stress at a constant value.

5.2.3 Birth

The fetus is supplied with oxygen from the mother via the placenta and the
umbilical cord. The left and right sides of the heart are connected via a hole (the
foramen ovale) between the left and right atria, and the pulmonary and systemic
circulations are connected via a bridging vessel (the ductus arteriosis) which links
the pulmonary artery and the aorta. After birth the umbilical supply is cut and there
are a number of plumbing changes which occur. The foramen ovale closes sepa-
rating the left and right sides of the heart and there is closure of the ductus arteriosis
separating the pulmonary and systemic circulations. The loss of the umbilical
supply leads to an increase in pressure in the aorta and the reduction in pulmonary
resistance leads to a decrease in pressure in the pulmonary artery. Before birth the
aorta and pulmonary artery carry similar flow rate, have similar diameter and
similar wall thickness. After birth the flow rate and diameter remain similar.
However, there is increase in wall thickness of the aorta and decrease in wall
thickness in the pulmonary artery. These changes in wall thickness are consistent
with the renormalisation of circumferential stress following changes in pressure
immediately following birth (Leung et al. 1977).

5.2.4 Childhood

Human life post-birth may be divided into two phases; birth to adulthood (child-
hood) at around 20 years when height no longer increases, then 20 years to death at
age up to around 100 years.
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In childhood the arterial system dimensions increase along with the dimensions
of the rest of the body. Cardiac output increases and flow in each artery increases.
There is an absence of literature in this area in childhood so what follows is
conjecture based on the control theory described above. It is likely that the increase
in arterial diameter is driven by the need to maintain WSS constant. The increase in
pressure and diameter of arteries leads to increase in wall thickness. This is asso-
ciated with an increase in the thickness of each lamellar unit, noting that the number
of units in each artery is fixed at birth. Growth of the skeleton and organs leads to
stretching of the arteries, and in response to the increase in longitudinal stress these
elongate in an attempt to maintain longitudinal stress at a constant value.

5.2.5 Adulthood

During the second phase of ageing, from 20 years to death the arterial system does not
remain of fixed dimensions. The aorta in particular increases in diameter. Figure 5.11a
shows the diameter of the abdominal aorta as a function of age. From age 25 to
70 years the diameter increases by 20-25 % (Sonesson et al. 1993). As the adult is no
longer growing the increase in diameter is not driven by increase in flow rate. The
relevant fact is that the aorta increases in stiffness with age (Fig. 5.11b).

In Chap. 4 it was explained that ejected blood from the heart passes into the aorta,
which is elastic and increases in diameter during the cardiac cycle in order to
accommodate the blood ejected from the heart. If the aorta is stiffer then the diameter
expands by a smaller amount. This in turn gives rise to increased blood velocity and
increased WSS. Over time the aorta increases in diameter in an attempt to normalise
WSS. Increase in blood pressure, arising through ageing and disease leads to increase
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Fig. 5.11 Aorta diameter and stiffness as a function of age in the human. Reprinted from
European Journal of Vascular Surgery, Vol. (7); Sonesson B, Hansen F, Stale H, Lanne T;
Compliance and diameter in the human abdominal aorta - the influence of age and sex; pp. 690—
697, Copyright (1993), with permission from Elsevier
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in wall thickness. Chapter 14 discusses, in more detail, stiffening of arteries with ageing
where it is noted that there are two principal mechanisms; loss of elastin due to cyclic
stress fracturing and pathological changes associated with disease.

After age 40 there is loss in height mainly due to thinning of the intervertebral discs.
Typically 1 cm is lost each decade with a total loss of up to around 10 cm. There will
be shrinkage of associated arteries such as the aorta. In principle this could lead to
tortuosity as noted above. Whilst age-related increased arterial tortuosity has been
reported in regions subject to significant flexure (close to the knee, for example)
(Wensing 1995) it is thought that increases in arterial tortuosity is mainly associated
with a genetic defect which also leads to hyperflexible skin and hypermobility of joints.

5.2.6 Intervention and Disease

If mean flow rate is increased on a long-term basis then arterial diameter will
gradually increase, reaching a maximum value at around 1-2 months. The change
in diameter is called ‘remodelling’. This is observed, for example in the human
when dialysis fistulae are created. This involves direct connection of an artery and a
vein in the arm in order to create a high-flow region from which blood can be drawn
for passage through a dialysis system. The diameter of the radial artery increases
during the post-operative maturing process which typically takes 6 weeks (Girerd
et al. 1996). Similar changes occur in animals when fistulae are created (Masuda
et al. 1999; Sho et al. 2004). Conversely, a decrease in flow rate over the long term
will lead to reduction in diameter of the artery. For example in paraplegia there is
severe muscle wasting and reduced blood flow in major arteries followed by
reduction of arterial diameter (Reneman et al. 2006).

5.2.7 Summary of the Control of Arterial Structure

The key concepts which have been described above are summarised in this section.
Figure 5.12 shows the three forces and their effect on the artery. These are

Fig. 5.12 The main control Blood Tethering Blood
mechanisms relating to flow forces pressure
arterial structure l l l
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o Arterial diameter and wall shear stress. Long-term change in flow rate leads to
change in WSS. The response of the artery is to change the diameter in order to
renormalise WSS to a value around 1-2 Pa (though this value is different in
different parts of the arterial system). Increase in WSS leads to increase in
diameter. Conversely a decrease in WSS leads to decrease in diameter.

o Arterial length and longitudinal stress. Arteries are pre-stressed in the longi-
tudinal direction, that is, there is a baseline longitudinal stress. Increase in
tethering forces, which occur for example during growth, will lead to increase in
longitudinal stress. The response of the artery is to lengthen to normalise the
longitudinal stress. This mechanism only operates during growth. Decreases in
tethering forces do not lead to shrinkage in the length of the artery; instead the
artery will lengthen. This can lead to a tortuous geometry in experiments on
animals, but tortuosity in humans is mainly thought to be associated with
genetic defects.

o Wall thickness and circumferential stress. Long-term changes in blood pressure
lead to changes in wall thickness in order to normalise circumferential stress.
The response differs pre-birth and post-birth. Pre-birth wall thickness increases
through an increase in the number of lamellar units. Post-birth the number of
lamellar units is fixed and wall thickness increases by increase in the thickness
of each unit. Initially wall thickening is associated with increased smooth
muscle content. Post-birth, decrease in circumferential stress will lead to a
decrease in wall thickness, and vice versa. In disease, for example hypertension,
thickening is also accompanied by an increase in collagen which is irreversible.

Figure 5.12 shows these control mechanisms operating independently. In terms
of developing a basic understanding of arterial biomechanics this assumption is
sufficient. However, as noted by Pries et al. (2005), there is a level of
interdependence.

5.3 Principles of Mechanotransduction

Virtually every cell in the human body is aware of its mechanical environment to some
degree and will respond to changes in the mechanical environment.
Mechanotransduction is the process whereby mechanical forces are translated into
biological behaviour and vice versa. Mechanotransduction can be divided into four steps

e Mechanotransmission. A force is transmitted to mechanosensitive elements
within the cell.

e Mechanosensing. The mechanosensitive elements detect the transmitted force.

e Mechanosignalling. The detected force results in events which are transmitted
elsewhere in the cell.

e Mechanoresponse. A biological change is effected as a result of the detected
signal.
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This section explores general principles of mechanotransduction including each
of the four steps listed above. This area is the subject of considerable research at the
time of writing and the details of many of the steps below remain unresolved. The
reader may wish to explore reviews of this area (Orr et al. 2006; Hoffman et al.
2011; Schwartz 2009).

5.3.1 Mechanotransmission

Cells are subject to external forces which result in stretching and displacement of
the cell membrane and of its internal constituents. Some cells in contact with fluid,
such as endothelial cells, are subject to shear stress on the surface of the cell
adjacent to the moving fluid. These forces are transmitted to the mechanosensitive
apparatus. In the case of endothelial cells, where mechanosensors are located on the
cell surface, the force is applied directly to the mechanosensors (this is discussed
further in Sect. 5.4). Force transmission through the cell is effected by the
cytoskeleton. This intracellular structure is composed of filaments and microtubules
which are stiff over a time period of microseconds and are capable of transmitting
force from one part of the cell to another.

5.3.2 Mechanosensing

Within cells specialised units (mechanosensors) exist which are capable of
detecting changes in their mechanical environment. If activated, mechanosensors
can signal to other parts of the cell that there has been a change in the mechanical
environment. The underlying physical basis for much of mechanosensing is the
change in protein shape arising from force applied to the protein (Orr et al. 2006).
Proteins are complex molecules which will adopt a shape (‘conformation’) corre-
sponding to the lowest free energy. If a physical force is applied to one part of the
protein then the shape will change in order to accommodate the applied force. In
energy terms the protein moves to a different energy state. There are several types
of protein conformation changes relevant to mechantransduction (Ingber 2006).
These are:

e Stretch-sensitive ion channel. This is the most widely studied mechanosensor.
Increase in the pressure within the cell during osmotic swelling will result in
increase in tension in the lipid bilayer which opens allowing ions to either leave
the cell or enter the cell (Sukharev et al. 2001) (Fig. 5.13). Alternatively ten-
sional forces are transmitted direct from the cytoskeleton resulting in channel
opening.
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Fig. 5.13 Stretch sensitive ion channel. Increase in tension within the lipid membrane, arising
from increase in pressure within the cell, leads to opening of the ion channel allowing passage of
molecules in or out of the cell

e Tension dependent distortion of an enzyme. In the un-stretched state the enzyme
acts to cleave the molecule it binds to. When a force is applied the enzyme is
stretched and is unable to cleave the molecule.

e Binding site exposure. In the un-stretched state a binding site is hidden within
the protein. Application of a force changes the shape of the protein revealing the
binding site, in this example by stretching of the protein. The binding site is then
available to bind local molecules.

5.3.3 Mechanosignalling

Mechanosensing is followed by triggering of events, the mechanoresponse. If the
mechanosensors and the mechanoresponse occur in separate parts of the cell then
the signal must be transmitted between the sensor and the area where the response
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can be affected. Mechanisms for signal transmission are referred to as
‘mechanosignalling’ and there are two main mechanisms. The first is force trans-
mission via the cytoskeleton, the second is release of chemicals which then diffuse
through the cell. Mechanosignalling via the cytoskeleton is fast, with typical
response times of a few hundred milliseconds. Chemical signalling is much slower
with response times of the order of 10 s of seconds (Na et al. 2008).

5.3.4 Mechanoresponse

The mechanical response may be immediate as in the case of ion channels. More
commonly the response involves pathways within the cell involving the nucleus of
the cell and also signalling to other cells. In which case, the time-course of events
can be days to months. Examples include bone deposition under increased weight
bearing, or thickening of the arterial wall under a sustained increased blood
pressure.

5.3.5 Switch-Like and Dynamic Models
of Mechantransduction

The description of mechanotransduction above involves the detection of a force as
an on/off process. The relevant protein involved in the mechanosensors changes
conformation and the signal and subsequent response is either produced fully or not
at all. However, in endothelial cells the response to WSS and to cyclic stretch
depends on the frequency and to the detailed time variation, which an on/off model
is unable to explain (Hoffman et al. 2011). Hoffmann et al. proposed a model of
mechanosensing in which the time variation of the stimulus was accounted for.

5.3.6 Other Mechanosensory Mechanisms

It was noted above that protein conformation change is the dominant mechanism for
mechanosensing. Another mechanism is compression of the intercellular space.
Forces leading to reduction in the distance between cells will lead to changes in the
concentrations of molecules in the gap between cells leading to increased binding at
receptors on the cell surface; e.g. autocrine molecules in heart muscle (Maly et al.
2004).
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5.4 Endothelial Mechanotransduction

It was noted above that the artery is subject to cyclic pressure which leads to a
cyclic circumferential tension and cyclic stretch of all the layers of the artery
(endothelium, media and adventitia), and the endothelium is subject to WSS. Of
these elements by far the most important in terms of mechanotransduction is the
effect of WSS on the endothelium. Most of the discussion below will be in terms of
the combination of WSS and endothelium. Reviews of this area are provided by
Ando and Yamamoto (2009), Davies (1995, 2009), Chien (2007) and Hahn and
Schwartz (2009).

5.4.1 Effect of Wall Shear Stress on Endothelium

Laboratory studies of the effect of flow on arteries have largely concentrated on
cultured endothelium; that is endothelial cells which are grown on a glass plate or
similar material. Flow is then passed over the endothelium and a range of tests can
be performed to investigate cell shape, orientation and the biological behaviour of
the cells. Chapter 14 discusses cultured endothelium in more detail. Change in shear
stress leads to a wide variety of effects as listed in Table 5.1. These have different
timescales from potassium channel activation (seconds) to cell alignment (hours).
Figure 5.14 shows cultured bovine endothelial cells before and several hours after a

wall shear stress of 10 dyn cm 2.

Table 5.1 Responses to changes in WSS in cultured endothelium (modified from Davies 1995);
glycocalyx significance from Zeng and Tarbell (2014)

Timescale Response Significance

Secs K+ channel activation Related to vasorelaxation

Secs NO release Flow-mediated vasorelaxation

15-40 s Ca®* rise Ca®* as second messenger

2 min PGI release Regulation of vascular tone

Secs—mins Remodelling of focal Transmission/transduction stress
adhesion sites

Mins—hours Remodelling of the Changes in mechantransduction, selective
glycocalyx permeability and leukocyte adhesion

2-3h Induction protein Regulation protein phosphorylation
kinase C

>6 h Cell alignment and Minimises the drag on cells

direction change
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Fig. 5.14 Effect of wall
shear stress on endothelial cell
alignment using cultured
bovine cells. a No wall shear
stress; cells have a
cobblestone appearance with
no preferred direction,

b several hours after wall
shear stress of magnitude 10
dyn cm™?; cells are aligned
with the direction of wall
shear stress. Images kindly
provided by Prof. Peter
Davies, University of
Pennsylvania, USA

5.4.2 Decentralised Model of Endothelial
Mechanotransduction

Mechanosensors can be divided between those on the endothelial surface adjacent
to flowing blood and those embedded within the endothelial cell. It is thought that
mechanosensors are distributed throughout the endothelial cell rather than just
being on the surface. This is called the ‘decentralised model of mechanotrans-
duction’ (Davies 1995; Helmke and Davies 2002). Figure 5.15 illustrates the main
components involved in endothelial mechanotransduction in the decentralised
model. In the figure, potential mechanosensors are located at four locations; (1) on
the endothelial surface adjacent to flowing blood, (2) at the junction between cells,
(3) at adhesion sites and (4) at the nucleus. Transmission of force between sites is
effected by the cytoskeleton such that multiple locations may become activated
near-simultaneously.
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Fig. 5.15 Decentralised model of endothelial mechanotransduction. Reprinted by permission
from Macmillan Publishers Ltd.: Nature Clinical Practice in Cardiovascular Medicine, Davies
(2009), copyright (2008)

5.4.3 Potential Wall Shear Stress Mechanosensors

This section will describe mechanosensors. This is a highly active research area and
understanding of the role of these sensors is continuing to evolve.

Luminal mechanosensors. Figure 5.16 illustrates mechanosensors present on the
surface of the endothelium. These include ion channels (ATP, potassium and cal-
cium), protein receptors (tyrosine kinase and G-coupled protein) and larger struc-
tures (glycocalyx and primary cilia). The shear force from blood flowing close to
the endothelium will pull on the luminal proteins and luminal structures causing
these to bend or change conformation. Potassium (K*) and calcium (Ca*") ion
channels are known to open in response to increased wall shear stress. Influx of
calcium ions through open ion channels travels through the cell like a wave. The
primary cilium extends several microns from the surface of the cell where shear
force will be higher. The glycocalyx is a layer of glycoproteins which covers the
surface of the endothelial cell projecting up to 4.5 microns.

Cytoskeleton. It has been proposed (Ingber 1997) that the cytoskeleton itself is
constructed to stabilise the shape of the cell and to be able to detect changes in
shape. The tensegrity model is one in which a matrix of stiff elements are held in a
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Fig. 5.16 Luminal mechanosensors. Figure adapted by permission from Macmillan Publishers Ltd:
Nature Reviews of Molecular and Cellular Biology, Hahn C, Schwartz MA; Mechanotransduction in
vascular physiology and atherogenesis, Vol. 10, pp. 5362, copyright (2009)

stable configuration by the tension in elastic elements. Changes in shear will alter
the tension distribution within the cell which is sensed by mechanosensors (adhe-
sion proteins) connected to the cytoskeleton.

Adhesion proteins. The cytoskeleton is attached to proteins in the membrane
referred to as ‘adhesion proteins’. These adhesion proteins are subject to stress
transmitted by the cytoskeleton and respond to this stress.
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Chapter 6
Excitation-Contraction in the Heart

Richard H. Clayton and D. Rodney Hose

Learning outcomes

1.

Nk w

Describe the main anatomical features of the human heart, and explain how each
of them behaves during a normal heart beat.

Describe the structural relationship between myocytes, myofibrils and sarcomeres.
Describe the main ionic currents that underlie a normal action potential.
Describe the normal electrical activation sequence of the heart.

Explain how the normal electrical activation sequence of the heart is disturbed in
an arrthythmia, giving an example.

Describe the mechanism by which electrical activation initiates contraction of a
cardiac myocyte.

Describe the Frank—Starling law of the heart.

Discuss the mechanism of cardiac remodelling, and its consequences for cardiac
function.

The mammalian heart is a muscular organ that acts to propel blood through the
pulmonary and systemic circulation. It is two pumps in series; the right side of the
heart supplies the pulmonary circulation and left side the systemic circulation. The
role of the heart is vital in sustaining life, since it delivers oxygen from the lungs to
tissues, and removes products of metabolism (principally CO,).

Each heartbeat is initiated as an electrical depolarisation of cells in the natural

pacemaker. Electrical activation then spreads through the whole heart, acting as a
signal to both initiate and synchronise mechanical contraction. Abnormal initiation
or conduction of the activation sequence is a cardiac arrhythmia. The electrical
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activity of the heart produces current flow in the torso, which can be registered as
the electrocardiogram (ECG).

The electrical activation of each cardiac cell admits a small amount of Ca2+,
which triggers release of additional Ca®* from intracellular stores. The resulting
increase in intracellular Ca®* concentration engages contractile proteins in the cell,
producing mechanical force.

Cardiac cells are arranged so that contraction of the tissue acts to increase the
pressure in each chamber of the heart in turn, leading to opening of the valves and
the pulsatile flow of blood around the circulation. The rate and strength of con-
tractions is regulated so as to balance the delivery of oxygen and removal of CO,,
notably during exercise. When this regulation is disturbed then the heart may not be
able to meet metabolic demands, resulting in heart failure.

6.1 Overview of Cardiac Structure and Function

6.1.1 Cardiac Anatomy and the Cardiac Cycle

The mammalian heart is a four-chambered pump, which acts to propel blood around
the pulmonary and systemic circulation (Fig. 6.1). Deoxygenated blood returning
from the systemic circulation enters the right atrium (RA), and as the atria contract,
this blood is pumped into the right ventricle (RV) through the triscupid valve.

Aorta

rior ven
Superior vena cava Left pulmonary

Right pulmonary artery

artery

] Left pulmonary
Right pulmonary > veins
veins

Pulmonary valve Left atrium (LA)

Right atrium (RA) Mitral valve
Aortic valve
Triscupid valve
Left ventricle (LV)
Right ventricle
(RV)

Inferior vena cava

Fig. 6.1 Anatomy of the human heart showing the main structures. Blue regions indicate the right
side of the heart, which pumps venous blood. Red regions indicate the left side of the heart, which
pumps arterial blood. White arrows show the direction of blood flow
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Ventricular contraction follows atrial contraction, and the deoxygenated blood is
then pumped through the pulmonary valve and into the pulmonary arteries and
pulmonary circulation. Oxygenated blood then returns from the pulmonary circu-
lation through the pulmonary veins and into the left atrium (LA). As the atria
contract, this blood is pumped into the left ventricle (LV) through the mitral valve.
Contraction of the LV then ejects the oxygenated blood through the aortic valve and
into the systemic circulation.

Each heartbeat is therefore reliant on a sequence of events that include
mechanical contraction, as well as the opening and closing of the valves in the
correct order. The outcome is an increase of pressure in the aorta, which acts to
produce flow of blood around the systemic circulation. Figure 6.2 illustrates typical
pressures and volume in the left side of the human heart during each beat. Atrial
systole (contraction) produces a rise in LA pressure, filling the LV through the open
mitral valve. The onset of ventricular systole results in pressure rise within the LV.
Once LV pressure exceeds LA pressure, the mitral valve shuts, and when LV
pressure exceeds pressure in the aorta the aortic valve opens. Blood is then ejected
through the aortic valve, producing a pressure rise in the aorta. When LV pressure
falls below aortic pressure the aortic valve closes, and when LV pressure falls
below LA pressure the mitral valve opens.
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Fig. 6.2 Cardiac cycle, showing changes in pressure and volume in different parts of the heart
during two heart beats
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6.1.2 Cardiac Cells and Tissue

The myocardium is a composite material, composed primarily of myocytes,
fibroblasts and the extracellular matrix. Myocytes generate mechanical tension
when stimulated electrically. Fibroblasts are connective tissue cells that act to
regulate the extracellular matrix that supports the structures of the heart including
the valves.

Cardiac myocytes are rod-shaped cells, 50-150 pm in length and 10-20 pm in
diameter. When stimulated electrically, a myocyte generates tension in the direction
of its long axis, and individual myocytes are connected end to end into fibres
(Fig. 6.3a). The interface between adjacent cells has a characteristic stepped
appearance and is called the intercalated disc. The intercalated discs contain gap
junctions, which provide an electrical connection from one cell to its neighbour.
Cardiac myocytes may have more than one nucleus, and may also branch, so that an
individual cell may have more than two neighbours.

In the ventricles, there is evidence that these fibres are also arranged into sheets,
and this orthotropic structure contributes to the passive and active mechanical
properties of the tissue (Nielsen et al. 1991). Figure 6.3a illustrates the typical
arrangement of myocytes in tissue.

Intercalated
(a) Myocyte Nucleus disks —

>

>
(C) (b) /Wic \'

reticulum

Thin (actin) filaments

M-line Z-disk

M-line Z-disk

i
1
|

Sarcomere ~2um l

Myofibril

Fig. 6.3 Structure of cardiac tissue and myocytes. a Arrangement of cardiac myocytes and
connections between them. b Internal structure of myocyte. ¢ Diagram showing the contractile
apparatus within a myofibril
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Myocytes are also composed of striated myofibrils (Fig. 6.3b). Each myofibril
consists of chains of sarcomeres, each about 2 pm long, which are terminated at
each end by a Z-disc. These Z discs provide an anchor for the thin filaments, which
engage with thick filaments to generate tension (Fig. 6.3c). The mechanism of
tension generation is described in more detail in Sect. 6.3.

A valve plane separates the electrically excitable atria and ventricles. It is
composed of connective tissue and provides a mechanical anchor for the valves.
The connective tissue is electrically inexcitable, and is penetrated only by the
atrioventricular node (see below).

6.1.3 Mpyocardial Perfusion and Metabolism

The heart itself requires a supply of oxygenated blood in order for its metabolic
needs to be met, and has its own system of arteries and veins. A branching network
of coronary arteries is perfused from left and right branches, which connect to the
aorta very close to the aortic valve. The main branches of the coronary arteries
remain on the epicardial surface, and smaller vessels penetrate the myocardium. If a
coronary artery develops a significant stenosis, then the region of myocardium
perfused by that artery may become ischaemic. Ischaemia describes the changes in
cell metabolism resulting from a reduction or interruption of the supply of oxy-
genated blood. These changes include altered electrical excitability, and reduced
contractility. Prolonged or severe ischaemia resulting from complete blockage of a
coronary artery will result in a myocardial infarction. Unless blood flow is restored
quickly, the ischaemic region of myocardium will undergo irreversible cell death.
Ultimately the region will become scar tissue, with impaired mechanical function.

Venous blood collects in the coronary sinus, which is located around the pos-
terior of the heart, close to the valve plane. The coronary sinus drains into the right
atrium.

6.2 Electrical Excitation

6.2.1 The Cardiac Action Potential

The mechanical contraction of cardiac cells and tissue is both initiated and syn-
chronised by electrical excitation that originates in the sinus node, which acts as a
natural pacemaker. The sequence of electrical excitation and recovery in a single
cell is the cardiac action potential.

Cardiac myocytes are electrically excitable cells with a bilipid membrane that
encloses the cell contents and acts as a barrier to the movement of ions. Embedded
within the membrane are ion channels, pumps and exchangers, which have a
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Fig. 6.4 Cartoon of myocyte cell membrane, showing lipid biplayer, with embedded ion channel
(elongated ellipsoids) admitting a single ion

permeability or conductance that depends on the potential difference across the
membrane. An example of an ion channel embedded in the cell membrane is shown
in Fig. 6.4. These ion channels, pumps and exchangers act to regulate the intra-
cellular concentration of Na*, Ca>* and K.

At rest, the concentrations of Na* and Ca®* outside the cell exceed the con-
centration inside the cell, and the concentration of K* inside the cell exceeds the
concentration outside the cell (Table 6.1). At rest, the cell membrane is permeable
to K*. A single K" ion is therefore exposed to a concentration gradient, and so K*
ions tend to diffuse out of the cell. The effect of this diffusion is to establish a
gradient in electrical potential because the K™ ions that diffuse out of the cell carry
an excess positive charge. At equilibrium, the tendency to diffuse out of the cell is
balanced by the opposing effect of potential difference. The corresponding voltage
across the cell membrane at equilibrium is given by the Nernst equation

- (5)

where R is the gas constant (8.316 J K™' mol™"), T is absolute temperature (body
temperature is 310 K), z the valency of K* ions (1), F the Faraday constant (charge
carried by one mole of K* ions, 96,484 C mol '), [K*] concentration of K* outside

Table 6.1 Typical equilibrium concentrations of cations involved in the cardiac action potential

Ionic Intracellular concentration Extracellular concentration Nernst potential
species (mM) (mM) (mV)

Na* 10 140 +70

Ca®™ 0.0001 1.2 +124

K* 140 5 -90
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(0) and inside (i) the cell. For normal concentrations of K*, the Nernst potential is
—90 mV, with the inside of the cell negatively charged relative to the outside. This
is close to the resting potential of cardiac myocytes, which are polarised to a voltage
typically between —80 and —90 mV. The K* Nernst potential is not exactly equal to
the resting potential because the membrane retains a very small permeability to Na*
ions, which acts to slightly reduce the resting potential.

When the potential difference across the cell membrane is perturbed so that it
decreases below a threshold of around —65 mV (for example by an action potential
in a neighbouring cell), voltage-gated ion channels open to admit Na*. There is a
large gradient not only in Na* concentration but also in electrical potential, which
results in an influx of Na* into the cell and a rapid depolarisation of the membrane
potential towards the Nernst potential for Na* ions, which is around +70 mV.

Almost immediately, the Na* ion channels inactivate, shutting off further influx
of Na* ions. However, the change in membrane potential has two further conse-
quences. First, the change opens voltage-gated Ca** ion channels, which admit
Ca®* into the cell. Second, the change also opens voltage-gated K* ion channels,
which results in an outward flow of K* ions. Initially the influx of Ca®* tends to
balance the outflow of K*, but then the Ca®" ion channels begin to close and the
outflow of K" dominates, leading to repolarisation of the cell to the resting
potential. Computational and mathematical models have played an important role
alongside experimental work in the discovery of these detailed physiological
mechanisms, and this story is recounted by Noble and Rudy (2001).

The action potential is an all or nothing response, once the cell is depolarised to
its threshold it will respond with a complete action potential. Once a cell begins an
action potential, it will not respond to a further stimulus until is has repolarised. The
cell is said to be refractory, and the interval between depolarisation and the time at
which the cell can produce another action potential is called the refractory period.
Typically, the refractory period is around the same as the action potential duration.
Figure 6.5 shows time series generated from a computer model of the human atrial
action potential, and includes both the action potential and the main currents that
flow throughout the different phases.

In cardiac tissue, cells are electrically connected by gap junctions, which enable
the action potential to be passed from one cell to its neighbours. Since gap junctions
are part of the intercalated discs, the action potential propagates faster along the
long axis of cells than across the short axis.

6.2.2 Activation Sequence for Normal Beats

A normal heartbeat begins with the spontaneous depolarisation of pacemaking cells
in the sinus node, located in the right atrium. In these specialised cells, there a small
inward current gradually brings the membrane potential to threshold during the
resting phase. The result is a series of spontaneous beats, and the interval between
these beats is modulated by neural activity.
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Fig. 6.5 Cardiac action potential, with principal inward (Na* and Ca*"), and outward (K*)
currents shown

The normal beat initiated in the sinus node propagates through the left and right
atrium, and into a further specialised region of tissue called the atrioventricular
node. In the normal heart, the atrioventricular node provides the only pathway for
an action potential to propagate through the fibrous tissue that separates the atria
and ventricles, and acts as a mechanical support for the valves.

The atrioventricular node is linked to Purkinje fibres, which conduct the action
potential very rapidly, and terminate throughout the ventricular tissue. The rapid
propagation of the action potential through the Purkinje system ensures synchro-
nised contraction of the ventricular chambers.

This sequence of electrical activation is shown in Fig. 6.6, which includes a
representation of the action potential shape in each region.

6.2.3 Origin of the Electrocardiogram

The sequence of electrical activation and recovery that acts to initiate and syn-
chronies the mechanical activity of the heart can be observed on the torso surface as
the electrocardiogram (ECG). The local electrical potential produced by action
potentials in the tissue act to generate current flow within the torso, which behaves
as a volume conductor. In turn, this current flow produces a potential on the body
surface, and the time course of the potential reflects the sequence of activation and
recovery in different parts of the heart.

Since it provides a non-invasive way to assess the function of the heart, the ECG
is a powerful and widely used diagnostic tool. The ECG is recorded from electrodes
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Fig. 6.6 Cardiac action potentials in different regions of the heart
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places on the torso, and the ECG arising from each complete cardiac cycle is
composed of three types of deflection, as shown in Fig. 6.7. The size and shape of
these deflections depends on the electrode placement.

Electrical activation of the sinus node and atria is inscribed on the ECG as the P
wave. The electrical activation the ventricles is then inscribed as the QRS complex.
The Q wave is the first downward deflection, the R wave the upward deflection, and
the S wave the second downward deflection. The configuration of the QRS complex
is strongly influenced by the location of recording electrodes, and one or more of
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Fig. 6.7 The normal electrocardiogram
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the Q, R and S waves may be very small. The QRS complex typically obscures any
deflection arising from repolarisation of the atria, but repolarisation of the ventricles
is inscribed as the T wave. The duration of each deflection, as well as intervals
between the deflections, can convey important diagnostic information.

The P wave duration reflects conduction of the action potential through the atria,
and the PQ interval (usually referred to, incorrectly, as the PR interval) indicates
atrial activation time plus slow conduction through the atrioventricular node.
A short PQ interval can indicate an additional and abnormal activation pathway
from atria to ventricles, which results in early activation of the ventricles and can
provide a substrate for re-entrant arrhythmia (see below). A prolonged PR interval
can indicate delays in conduction through the atrioventricular node.

The QRS duration reflects electrical activation of the specialised Purkinje fibres
and both left and right ventricles. A prolonged QRS duration indicates slower than
normal conduction in the Purkinje system.

The portion of the ECG between the end of the QRS complex and the start of the
T wave is the ST segment, and reflects the state of the ventricles between the end of
the activation sequence and the start of recovery. When this segment is displaced
above or below the ECG baseline, it is indicative of myocardial ischaemia.

The QT interval reflects the time between the start of ventricular activation, and
then end of ventricular recovery. The QT interval duration shortens at elevated heart
rates, and may be expressed as a corrected value (denoted QT¢) calculated using
Bazett’s formula, which gives QT¢ as the measured QT divided by the square root
of the RR interval. The QT interval is prolonged by any change that acts to increase
the action potential duration, or the range of action potential durations, in ven-
tricular myocytes.

6.2.4 Arrhythmias and Conduction Defects

Cardiac arrhythmias disturb the normal activation of the heart, and so influence the
ability of the heart to propel blood around the circulation. An arrhythmia can arise
from spontaneous action potential formation outside of the sino-atrial node, from
abnormal conduction of the action potential, or from a combination of the two.
Spontaneous depolarisation can arise in the atria, the atrioventricular node, or the
ventricles, and produces an ectopic beat that usually precedes the next natural beat.
These extra beats are seen on the ECG, and usually have a different morphology to
normal beats because they arise in a different location and produce a different
activation sequence. Ectopic beats are often felt as a ‘missed beat’, and are a
common finding in otherwise normal individuals.

Abnormal propagation of the action potential can be more serious. During a
normal beat, the cardiac tissue does not begin to recover until all of the tissue has
been activated. However, if the duration of electrical activation is short, or the
activation wave propagates slowly, then it is possible for the activation to propagate
into regions of tissue that have recovered. This leads to circulating waves of
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electrical activation that are termed re-entry, and are similar to a ‘Mexican wave’ in
a sports stadium. The period of re-entry is usually faster than the normal heart rate,
and so an arrhythmia sustained by re-entry will suppress beats arising naturally in
the sinus node. The increase in activation rate is referred to as tachycardia.

Three types of arrhythmia are shown in Fig. 6.8. In atrioventricular node
re-entrant tachycardia, activation propagates from the atria to the ventricles through
the atrioventricular node. Re-entry occurs because the activation is then able to
propagate back into the atria, before re-entering the ventricles. In some individuals,
an abnormal region of excitable tissue between atria and ventricles exists, and
provides an alternative pathway alongside the atrioventricular node. This condition
is called Wolff—Parkinson—White syndrome, and activation of the atrioventricular
node and then alternative pathway (or vice versa) provides the substrate for
re-entry. Each activation produces a series of deflections on the ECG.

In the ventricles, damaged tissue following a myocardial infarction can provide a
region of slow conduction, which acts as a substrate to set up a re-entrant circuit for
ventricular tachycardia. Each activation produces a deflection on the ECG. If the
single activation wave breaks up into several re-entrant waves, then ventricular
tachycardia can degenerate to ventricular fibrillation.

Multiple re-entrant waves in the atria the mechanism that underlies atrial fib-
rillation. The turbulent activity in the atria produces an undulating baseline on the
ECG, with no regular and discernible P waves. Activation of the atrioventricular
node is irregular, and so ventricular beats occur at irregular intervals.

Normal (sinus)
rhythm

_I\.1

Atrial fibrillation

\1‘/\-1

Atrio-ventricular node re-entrant tachycardia

Ventricular tachycardia

Fig. 6.8 Electrocardiogram of normal beat, atrial fibrillation, atrioventricular node re-entrant
tachycardia, and ventricular tachycardia
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6.3 Excitation-Contraction Coupling

Contraction of the heart is initiated by electrical activation. It involves the inter-
action of active tension generation at the cell level with the passive elastic prop-
erties of the tissue.

6.3.1 Molecular and Cell Scale Mechanisms

Within each myocyte, the sarcoplasmic reticulum acts as a Ca>* store. During the
action potential, Ca®* enters the cell through ion channels (see Fig. 6.5), and this
leads to an increase in intracellular [Ca2+] concentration. The increase in [Ca2+]
concentration is detected by ryanodine receptors on the surface of the sarcoplasmic
reticulum, and leads to the release of stored Ca?*. The amount of Ca** stored in the
sarcoplasmic reticulum is much higher than the amount that enters through ion
channels, and [Ca2+] concentration rises around ten times, from a resting value of
around 0.0001 to 0.001 mM.

The increase in intracellular [Ca®*] concentration provides a catalyst for a series
of reactions involving the contractile proteins. These reactions result in tension.
Pumps in the sarcoplasmic reticulum membrane return the released Ca”* to the store
and [Ca”*] concentration returns to a resting level shortly after repolarisation of the
action potential. Figure 6.9 shows a schematic of Ca®* induced Ca®* release, and
the contractile proteins that are involved in tension generation.
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Fig. 6.9 Molecular components of excitation-contraction coupling, showing a numbered
sequence of events that occur during a single cardiac cycle
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Fig. 6.10 Molecular mechanisms involved in tension generation, showing a single stroke of the
actin-myosin complex, catalysed by Ca>*

Active tension is produced by extensions that protrude from the myosin (thick)
filaments in the sarcomere (Fig. 6.10). Myosin heads can bind to specific locations
that are evenly spaced along the actin (thin) filaments. These binding sites are
exposed when Ca”* binds to troponin, causing a conformational change. Once the
myosin head is bound to the thin filament, it forms a crossbridge, which changes
shape in an energy-consuming process. Movement of the cross-bridge advances
each myosin head to the next binding site. Repeated cross-bridge cycles produce
movement of the thick filaments relative to the thin filaments, and hence generate
tension in the sarcomere. As Ca>* concentration falls, Ca®" unbinds from troponin,
concealing the myosin binding sites once more, and the sarcomere relaxes.

6.3.2 Biomechanics of Cardiac Cells and Tissue

The configuration of actin and myosin filaments in a sarcomere is important
because it provides a mechanistic explanation for observations in both isolated
tissue preparations and the intact heart.

If a tissue preparation is held at a fixed length, then the tension developed when
it is electrically activated depends on the length of the preparation. Typical beha-
viour is shown schematically in Fig. 6.11. If the sarcomeres are unstretched, then
the passive tension is small, and the active tension is also small because the actin
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Fig. 6.11 Tension generation in a cardiac myocyte, showing passive and active tension generated
at different sarcomere lengths (see text for details)

and myosin filaments completely overlap. With modest stretch (corresponding to a
sarcomere length of around 1.6 pm), the thick and thin filaments overlap, more
crossbridges can form, and active isometric tension increases with length. As the
sarcomere is stretched further, the overlap of thick and thin filaments decreases, and
so the number of available cross-bridges decreases. The active isometric tension
therefore decreases, but at the same time the passive tension increases.

The grey box in Fig. 6.11 indicates the normal operating range for a cardiac
sarcomere. Within this region, the active isometric tension is roughly proportional
to sarcomere length. In the whole heart, isometric contraction corresponds to the
isovolumetric phase of the cardiac cycle, before the valves open. Once the valves
open, the tissue is able to change its length and the contraction becomes isotonic.
The mechanical behaviour now depends on the initial stretch (the preload) and the
tension under which it contracts (the afterload). In the ventricles, the preload arises
from stretch associated with the chamber filling pressure and afterload arises from
the hydraulic resistance of the circulation.

In order for the ventricles to contract, contraction of individual myocytes on their
long axis should act to produce a reduction in the ventricular volume. This is
achieved by myocyte orientations that produce both circumferential (hoop) stress
and longitudinal stress. In the middle of the ventricular wall, the myocytes are
oriented with their long axis aligned to the circumferential direction and producing
a circumferential component to the wall stress. The orientation of myocytes on the
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inner and outer walls differ by £60° from the circumferential direction, producing a
longitudinal component to the wall stress that results in twisting of the ventricle as it
contracts.

6.4 Control of Cardiac Output

6.4.1 Frank—Starling Mechanism

In an experimental system for examining isotonic contraction, a muscle preparation
can be stretched by a weight, which provides a preload. When the active tension
exceeds the preload the preparation is able to shorten. As the preparation shortens, it
suspends an additional weight, which provides the afterload. An increased afterload
decreases both the amount of shortening and the velocity of shortening. The effect
of increasing the preload is to increase the isometric tension, which for a given
afterload results in an increased shortening and velocity of shortening. These
relationships are shown schematically in Fig. 6.12.

The impact of these properties of cardiac muscle on the behaviour of the whole
heart was investigated in a series of experiments conducted in frog and dog hearts
by Otto Frank and Ernest Starling in the late eighteenth and early twentieth century
and described in detail by Katz (2002). Frank investigated isovolumetric contrac-
tion in a frog heart where the aorta was sewn shut. Increasing ventricular volume
produced stronger contractions, and a larger systolic pressure. Starling extended
these experiments to an isolated dog heart with variable filling pressure and output
resistance. The findings of these experiments are shown schematically in Fig. 6.13.
They are the basis of the Frank—Starling law of the heart, which states that greater
stretch of the ventricle in diastole produces greater stroke work in systole, providing
all other factors remain constant.
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Fig. 6.12 Cartoon showing how both shortening and velocity of shortening of a cardiac muscle
preparation depends on both preload and afterload (see text for details)
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Fig. 6.13 Illustration of the Frank—Starling law, showing the relationship between pressure and
volume under isovolumic conditions (a) and during ejection (b)

In Fig. 6.13a, the left-hand graph shows the relationship between pressure and
volume, in which the total pressure (green line) arises from passive tension (blue
line) and active tension (red line). If the volume of the left ventricle is held constant,
as in the experiments of Otto Frank, then at rest the left ventricular pressure will be
produced by the passive tension. When stimulated, the left ventricular pressure will
increase up to a value given by the sum of pressure due to active and passive
tension. This increase is shown for two volumes in the figure. A higher volume
results in a higher tension, and hence, a higher pressure is generated. The right-hand
graph shows pressure plotted against time for small and large volumes.

In Fig. 6.13Db, the idea is extended to the ejecting heart, as investigated by Ernest
Starling and colleagues. Note that the volume axis in Fig. 6.13b is stroke volume,
which is the volume ejected during each beat. The effect of increased filling
pressure is to increase preload, and this results in an increased stroke volume. The
curve is shifted upwards and downwards by decreased and increased afterload,
respectively.

6.4.2 Work in the Heart

During the cardiac cycle, energy is expended to generate tension. Some of this
energy is expended as heat, and some of this energy performs work to eject blood
from the chambers.

The change in pressure and volume in the heart during the cardiac cycle has
already been illustrated in Fig. 6.2. An alternative way to depict these changes is to
plot pressure against volume for the left and right ventricles. In this type of plot, the
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pressure and volume follows an anticlockwise loop trajectory, once for each cycle.
Figure 6.14 illustrates a typical pressure-volume loop for the left ventricle. The
initial (isovolumetric) contraction starts on the lower bound (A), which is deter-
mined by the end diastolic (passive) pressure-volume relationship in the left ven-
tricle (blue line). Pressure increases until the aortic valve opens (B). The volume
then decreases until the loop reaches the upper bound, set by the end systolic (both
active and passive) pressure-volume relationship (green line). At this point the
aortic valve closes, and the left ventricle relaxes while maintaining a constant
volume (C). On opening of the mitral valve, the ventricle fills along the passive
pressure-volume curve (D), and then the cycle repeats.

As the pressure-volume loop is traversed, the myocardium converts metabolic
energy into mechanical work. During each cardiac cycle, the mechanical work
performed, or stroke work, is given by the change in pressure multiplied by the
change in volume. Stroke work is often approximated as mean arterial pressure
during ejection multiplied by the stroke volume. A more accurate approach is to
integrate the change in pressure over the change in volume throughout the cycle,
and so stroke work can also be calculated as the area of the pressure-volume loop.

The pressure-volume loop is influenced by changes in preload, afterload and
contractility. These changes are illustrated in Fig. 6.15. An increase in preload
increases end diastolic volume, and so this is reflected as a rightward shift of the
isovolumic contraction phase of the pressure volume loop. An increased afterload
(higher systolic arterial pressure) results in earlier closure of the aortic valve, and so
the isolvolumic relaxation phase of the pressure volume loop is shifted rightwards.
Increased contractility shifts the end systolic pressure-volume curve upwards, and
so the isovolumic relaxation phase of the pressure-volume loop is shifted leftwards.
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Fig. 6.15 Relationship between LV pressure and LV volume under conditions of increased
preload, increased afterload, and increased contractility

6.4.3 Regulation of the Heart

The Frank-Starling mechanism is an important component of the control of the
heart, because any change in end diastolic volume (point A on Fig. 6.14) results in
a change in cardiac output. This effect is seen very clearly in the way that left
ventricular output is balance with right ventricular output. It is crucial that the
output from each ventricle is balanced. If there is any sustained difference, then
congestion of either pulmonary or systemic circulation follows very quickly.

If there is a transient increase in the output of the right ventricle so that it exceeds
the output of the left ventricle, then the volume of blood in the pulmonary circu-
lation increases. This increase results in a rise in pulmonary venous pressure, which
in turn acts to increase the preload of the left ventricle. The increase in left ven-
tricular preload then results, through the Frank—Starling mechanism, in a stronger
contraction of the left ventricle, and hence an increase in the left ventricular output.

6.5 Cardiac Remodelling
6.5.1 The Remodelling Process

This chapter has described the fundamental mechanics of the electrical activation
and conduction in the heart, with the structural sequela associated with the resulting
contraction of the fibres of myocardium and ultimately the ejection of blood from
the ventricles. The pressure-volume curves, or loops, provide a simple and intuitive
representation of ventricular performance. The heart is designed to work most
effectively in a particular range, with typical values of characteristic measures
indicated in Table 6.2. When the parameters are moved outside this range, for any
one of many reasons including long-term hypertension associated with increased
afterload or acute events such as myocardial infarction, the wall of the ventricle
remodels to try to maintain or restore physiological function. This remodelling
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Table 6.2 Typical haemodynamic parameters for a resting 70 kg adult (Levick 2009)

125

Parameter Value at rest
Heart rate 65-75 beats min "
Stroke volume 70-80 ml

Cardiac output 4.5-6.0 L min~’
Ejection fraction 0.67

Systemic venous pressure 12-15 mmHg

Pulmonary arterial pressure

20-25 mmHg (systole)
8-12 mmHg (diastole)

Pulmonary venous pressure

5-8 mmHg

Systemic aortic pressure

120 mmHg (systole)

80 mHg (diastole)

might include morphological changes, including size of the ventricle and thickness
of the wall, and structural changes including re-orientation of the fibres. Increase in
the size of the ventricles associated with the pathological response to changed
physiological conditions is commonly referred to as ventricular hypertrophy.

There is a large body of clinical literature on ventricular remodelling.
A comprehensive introduction by Cohn et al. (2000) includes five key consensus
statements on concepts of remodelling, remodelling and heart failure progression,
diagnostic tools and their clinical value, the effect of therapeutic intervention and
educational implications. The focus is on heart failure, and the appreciation of the
potential benefits of candidate therapies, particularly pharmacological intervention,
based on physiological diagnostic factors including ventricular volume and ejection
fraction data. Although the emphasis is on the pathological remodelling associated
with disease progression, already in 2000 there is discussion of reverse remodelling
as a target for heart failure therapies. A recent state-of-the-art review by Konstam
et al. (2011) focuses on measures of remodelling. Several clinical papers discuss the
effect on remodelling of candidate surgical interventions to reduce haemodynamic
load, e.g. the review by Villa et al. (2006).

6.5.2 Engineering Mechanics of Ventricular Remodelling

The engineering representation of ventricular remodelling is complex because the
process is multifactorial. Although the response is essentially an attempt by the
heart to maintain performance in terms of cardiac output, and intimately associated
with the maintenance of stresses and strain levels in the ventricular wall, there are
many genetic factors and biological responses that are outside the normal scope of
engineering mechanics. Generally, we recognise the conditions of pressure overload
and volume overload as causative factors in the remodelling of the ventricles.
Pressure overload is associated with an excessive afterload on the heart, which
means that it has to generate a higher pressure per unit flow. Volume overload is
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associated with the size of the heart chamber, referring to the fact that there is an
excessive volume of blood at the start of contraction. Of course the two are related,
and volume overload might result from long-term pressure overload. The Frank—
Starling mechanism, which describes a normal physiological process, has already
been discussed earlier in this chapter.

An important review of engineering models of cardiac growth and remodelling
(G&R), with emphasis on the remodelling of fibre orientation but including an
excellent introduction to the overall concepts, is presented by Bovendeerd
(Bovendeerd 2012). Bovendeerd’s abstract sums up the challenges: ‘A continued
effort combining information on mechanotransduction at the cellular level, experi-
mental observations on G&R at organ level, and testing of hypotheses on
stimulus-effect relations in mathematical models is needed.... Ultimately, models of
cardiac G&R seem indispensable for patient-specific modeling, both to reconstruct the
actual state of the heart and to assess the long-term effect of potential interventions’. He
reviews optimisation models, which compute the cardiac parameters associated with
an evolved state of stress and/or strain in end-stage heart failure to characterise the
physiological state, and adaptation models which seek to describe the mechanistic
relationship between stimulus and effect, describing the evolution in time of tissue and
volume properties. Arts et al. (2010) have made major contributions to the develop-
ment of models of G&R, from the development four decades ago of single fibre models
of the ventricle, assuming a homogeneous distribution of stress and strain, through to
sophisticated patient-specific models including adaptation mechanisms.
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Chapter 7
The Venous System

Andrew J. Narracott

Learning outcomes

1.

9.
10.

Describe the role of the venous circulation in providing storage capacity within
the circulation.

Describe the variation in compliance of the veins with transmural pressure and
the implications of this on the resistance to flow as the veins collapse.
Describe the features of venous compliance which allow the veins to act as a
blood reservoir.

Describe the role of the muscle pumps of the lower limb and the respiratory
pump in returning blood from the legs to the heart and the importance of
venous valves in this process.

Describe how the distribution of venous valves varies throughout the circulation.
Describe how changes in posture lead to changes in venous volume with
attention to the associated timescales.

Define what is meant by venous insufficiency and state complications associ-
ated with the condition.

Describe the applications of B-mode and Doppler ultrasound in diagnosis of
venous disease.

Describe the features that characterise varicose veins.

Describe the nature of deep vein thrombosis (DVT) and the factors associated
with increased risk of DVT.

The role of the venous system is to return blood to the heart under low pressure
conditions, compared with the arterial system. In humans the haemodynamics of
venous flow is significantly influenced by postural changes, due to venous com-
pliance, and an understanding of the physics associated with changes in hydrostatic
pressure in the veins informs discussion of the biomechanics of the venous system.
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This chapter presents key concepts associated with the role of the venous system in
the circulation, how these relate to normal physiological conditions and how these
processes may be altered under abnormal conditions.

7.1 Properties and Function of the Venous System

A schematic representation of the venous circulation, focusing on the larger vessels,
is provided in Fig. 7.1. In all regions of the body the anatomy of the venous system
becomes more complex as the vessel caliber becomes smaller, terminating in
branching networks, often mirroring the anatomy of the arterial circulation.

These networks are designed to return blood from organ systems and muscu-
lature and the complexity of the venous network is particularly pronounced in the
peripheral circulation (i.e. hands, feet and cerebral circulation). In general the
anatomy of the venous circulation is more variable than the arterial circulation
between individuals, particularly in the extremities. This variability may arise from
the inherent redundancy associated in the mechanisms for venous return, which are
discussed in more detail in the following sections. This aspect of venous anatomy
poses particular challenges when considering the biomechanics of the venous cir-
culation in detail for individual subjects, rather than typical behaviour of the overall
system.

7.1.1 Venous Composition and Compliance

An important function of the venous circulation is to provide storage capacity
within the circulatory loop, typically 60-80 % of the total blood volume is stored
within the venous system depending on both posture and activity (Meissner et al.
2007). The storage capacity of the veins arises from the compliance of the vessels,
which is related to their geometry, material properties, influence of the surrounding
tissue and variation in transmural pressure, defined as the difference between the
internal and external pressures acting on the vein.

P transmural — P internal — P external (71)

The vein wall is thinner than that of its companion artery and contains less
smooth muscle. Under physiological pressure loading the diameter of the venous
lumen is larger than that of neighbouring arteries, particularly in peripheral vessels.
The elastic modulus of veins has been shown to vary considerably with vessel
location, exhibiting a similar stiffening response to arteries with increase in pressure
loading (Wesley et al. 1975). For a particular value of elastic modulus simple linear
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Fig. 7.1 Schematic
representation of the
circulation, arteries are shown
in red, veins in blue.
Reproduced from Wikipedia;
https://commons.wikimedia.
org/wiki/File:Circulatory_
System_en.svg. This image is
in the public domain and was
authored by Mariana Ruiz
Villarreal
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measures of vessel compliance (Eq. 7.2) predict higher compliance in the venous
circulation due to the larger diameter and thinner wall of the veins.

dA 2nR dr 27R?

C=P /R Eh

(7.2)

where R is the vessel radius, & the wall thickness and E the Young’s modulus of the
vessel wall. The increase in compliance arises from the higher circumferential stress
in a larger, thinner vessel at a given pressure.

In addition to the contribution from passive mechanical properties the pressure—
area response of the veins is determined by active processes including metabolic
control and pressure and flow-mediated changes in venous tone (Monos et al.
1995).

7.1.2 Vessel Collapse and Nonlinear Pressure—Area
Relationship

The linear approximation of Eq. 7.2 neglects the large changes in compliance of the
veins which arise over the range of transmural pressures experienced by these
vessels. When transmural pressure becomes negative, the compliance of the veins is
nonlinear as a result of changes in geometry of the vessel cross-section. Under
negative transmural pressure the vein does not remain circular in cross-section,
becoming elliptical or adopting a dumbbell shape. The form of the vessel cross
section is determined by the support conditions with different forms of response
observed in vessels surrounded by muscular tissue (e.g. deep calf veins) than in
those with less supporting tissue (e.g. vena cava).

To examine the mechanics of venous collapse the vein can be considered a
thin-walled elastic cylinder. The initial circular cross-section of the vein will deform
to adopt a non-circular cross section under a uniform pressure load, as illustrated in
Fig. 7.2. This arises from the elastic instability of the system and the pressure at
which this occurs can be obtained through consideration of small deformations of
the tube and a linear analytical approach (Fung 1997), which predicts that the vein
will adopt a non-circular form at the transmural pressure given by Eq. 7.3.

ER}

= R (7.3)

Pe — P

where p, is the external pressure, p the internal pressure and v is the Poisson’s ratio
of the vessel wall. Extension of the analysis of this deformation into the
post-buckling regime was undertaken by Flaherty et al. (1972) using numerical
integration. This analysis captures the self-contact of the cylinder and the rapid
changes in cross-sectional area that occur with increase in pressure following the
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(b)

Fig. 7.2 a Initial geometry of thin-walled elastic cylinder subject to uniform pressure loading
(arrows). b Post-buckling geometry of the cylinder (solid line) compared to initial geometry
(dashed line)

e () ys

o > R

0.1 011 0.12 013 0.14 0.15

Fig. 7.3 Finite element model of a thin-walled cylinder under uniform pressure loading. The
deformation demonstrates the initial buckling of the cylinder (a) and subsequent collapse leading
to self-contact (e) and further contact with increasing pressure along the plane of symmetry. The
contours in these plots show the equivalent strain values

initial buckling response. Figure 7.3 illustrates these effects through the solution of
a finite element model of a thin cylinder under uniform pressure load. This analysis
recognizes the finite thickness of the cylinder and captures the variation of the stress
across the wall.

The response of the finite element model demonstrates significant changes in the
geometry of the cross-section as the transmural pressure becomes negative. It should
be noted that these deformations arise from nonlinear geometric effects in this
analysis and that the strain within the cylinder is relatively low throughout the
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deformation. These effects are distinct from the nonlinearities observed in both the
arterial and venous pressure/area relationship under positive transmural pressure
resulting from the nonlinear mechanical response of the vessel to loading due to the
vessel wall constituents. For more complex analysis of the deformation of thin-walled
elastic tubes, including 3D deformation effects and fluid-structure interaction, the
reader is referred to more detailed reports (Grotberg and Jensen 2004).

The results of such analyses provide a description of the nonlinear pressure—area
response (compliance) of the venous system, which is generally handled through
the definition of a “tube-law” to describe this behaviour. The typical form of an
analytical tube-law is shown in Fig. 7.4 along with the response of the vessel
computed using the finite element approach for two vessel thicknesses (h/R = 0.1
and 0.05). The equation for the tube-law is given below, with K, the bending
stiffness of the vessel, A the cross-sectional area and A the area at zero pressure:

P=Pe_ <A> o (7.4)

K, A,
ER
K,=———— 7.
p R3(1—V2) ( 5)

From Fig. 7.4 it is clear that, as the transmural pressure becomes increasingly
negative, small changes in pressure result in large changes in cross-sectional area.
This allows the vein to act as a blood reservoir without large increases in venous
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Fig. 7.4 Relationship between the normalized pressure and area obtained from the finite element
analysis of vessel collapse along with typical analytical form of tube-law to describe the nonlinear
vessel compliance
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pressure. With further decrease in transmural pressure the compliance of the vessel
reduces, due to the self-contact illustrated in Fig. 7.3e, f which correspond to
normalized pressure of —4.86 and —25 respectively.

7.1.3 Resistance to Flow and Supercritical Flow
in Collapsed Veins

In addition to the nonlinear form of the pressure—area response, it is also evident
that the effective resistance of the vein will change significantly during the collapse
phase. As a result, regions of vein which are collapsed present a high resistance to
flow, which provides a dynamic mechanism for flow limitation. This effect is clear
from Fig. 7.3 where the flow travels through a small gap and viscous losses are high
in the collapsed state (d—f) compared to flow within the vessel as the transmural
pressure increases (a—c). This effect is also observed in the operation of a Starling
resistor, originally used to control flow rates within a heart-lung machine.

More complex behaviour is observed under conditions where the local speed
u of the blood within the vein, exceeds the speed ¢ of propagation of waves along
the vessel. Due to significant variations in both cross-sectional area and local
compliance of the vein, which determines the wavespeed, it is possible to transition
between subcritical (1 < ¢) and supercritical (¢ > ¢) flows within a single vein.
Detailed analysis of the implications of these effects has been examined using a 1D
numerical model under steady flow conditions (Shapiro 1977).

As wavespeed decreases with increase in compliance, supercritical flow becomes
more likely in conditions when the veins are partially collapsed, this occurs in the
jugular vein and the superior vena cava when in the standing position and in the
superficial circulation when the limb is raised above heart level, as described in
Sect. 7.2.4.

7.1.4 Venous Return

Venous return is defined as the volume of blood returning to the right atrium from
the systemic venous circulation. Maintaining venous return is important for obvious
reasons to ensure that blood is continuously available to prime the pulmonary
circulation thus, in turn, providing oxygenated blood to the left ventricle. The
storage capacity of the venous system and the subtle relationship between pressure
and volume within the veins allows the venous system to act as a ‘buffer’, regu-
lating levels of venous return under transient changes in cardiac output.

Total venous return is determined by a number of contributing factors including;
the pressure gradient between the peripheral veins and the right atrium, the resis-
tance of the venous vascular bed, the influence of transient muscle pump activation
(in particular the calf muscle pump) and the effects of the respiratory pump.
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As discussed above, the resistance of the venous bed can be strongly nonlinear due
to the increased resistance of collapsed vascular segments, this is particularly
notable in the abdomen during collapse of the vena cava under changes of
abdominal pressure (Wallace et al. 2010). The mechanisms underlying the calf
muscle pump and respiratory pump are discussed in more detail in the following
sections. Both pumping mechanisms rely on the presence of venous valves.

7.1.5 Calf Muscle Pump

During exercise, increased cardiac output requires an associated increase in venous
return. Augmentation of venous return from the legs is achieved through the action
of the foot, calf and thigh muscle pumps, allowing venous return to be enhanced
beyond the level associated with the pressure gradient between the legs and the
heart. The anatomy of the calf muscle pump, which provides the most significant
contribution, is shown in Fig. 7.5. The calf pump is formed by the action of the

(a)

D Muscle . Adipose tissue Superficial vein

Bone Deep vein . Artery

Fig. 7.5 Anatomy of the calf muscle pump in a longitudinal plane b transverse plane
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gastrocnemius and soleus muscles which contract and force blood out of the deep
veins of the calf (anterior tibial, posterior tibial and peroneal veins) which drain into
the popliteal vein at the knee.

The presence of competent venous valves within the lower limb ensures that
blood ejected from the calf during muscle contraction is not able to return to the calf
under the influence of gravity when the muscle relaxes. The refilling of the deep
veins is achieved through inflow from the arterial circulation and from flow
between the superficial and deep venous systems which is facilitated by the per-
forating veins. These vessels extend through the fascia to connect the deep and
superficial venous circulation. Uni-directional flow from the superficial to the deep
veins is dependent on the presence of valves within the perforating veins.

The physiological action of the calf muscle pump has informed design of pro-
phylaxis to reduce incidence of DVT following surgery. This involves the use of an
external cuff to apply intermittent compression to the calf, mimicking the con-
traction and relaxation of the calf muscle. Understanding of the mechanics asso-
ciated with the transfer of pressure from the surface of the calf to the veins is
important to predict the degree of collapse of the deep veins.

Numerical analysis combined with anatomical characterisation using magnetic
resonance imaging (MRI) has provided a methodology to examine this behaviour in
detail (Narracott et al. 2009). Figure 7.6a illustrates the deformation of the calf
caused by inflation of an external cuff assessed using MRI and simulated using the
finite element approach. The deep veins and arteries are arranged with two veins
either side of a single artery and are identified as labelled in the figure.

Whilst MRI provides useful information on the overall calf deformation it is less
effective for assessing the detail of vein collapse. This is due to the relatively low
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Fig. 7.6 a MRI image of calf following cuff inflation. The solid white outline shows the calf
outline prior to cuff inflation, the mesh overlaid on the MRI image shows the finite element model
of the calf following application of the cuff pressure. The deep veins and arteries are arranged with
two veins either side of a single artery. b Collapse of deep vessels of the calf during cuff inflation,
data is shown for six of the vessels labelled in a
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spatial resolution of the images and the fact that during the time required to acquire
the image (order several minutes) refilling of the vein may occur due to arterial
inflow. B-mode ultrasound imaging can be used to dynamically visualize the col-
lapse of the veins during cuff inflation but the depth of the vessels makes this
approach challenging. The importance of considering the anatomy of the calf is
clear in this case, as the tibia and fibula influence the transfer of pressure from the
surface of the calf to the deep vessels, resulting in less collapse of the anterior tibial
veins, as shown in Fig. 7.6b.

Other applications of these techniques include study of the influence of con-
tinuous elastic compression on wall shear stress with the deep veins (Downie et al.
2008) and the effect of active muscular contraction on venous collapse (Rohan et al.
2015).

7.1.6 The Respiratory Pump

The respiratory pump enhances venous return through changes in pressure within the
abdomen and the thorax. During inspiration the pressure decreases in the thorax and
increases in the abdomen. These changes in pressure compress the vena cava in the
abdomen and, as the vena cava does not possess valves, blood is expelled from the
abdomen to the thorax and the extremity. Both the presence of valves in the veins of
the legs and the decrease in thoracic pressure promote flow towards the heart. During
expiration the pressure reduces in the abdomen and increases in the thorax. The
pressure on the vena cava is reduced and refilling occurs as the valves below the
abdomen open, priming the vena cava prior to further inspiration. As the pressure in
the thorax is below atmospheric throughout the respiratory cycle, the vena cava is
not compressed within this region.

Despite the presence of valves between the abdomen and the periphery, the
influence of respiration on venous flow within the lower limbs has been demon-
strated using Doppler ultrasound measurements to characterise the frequency of
transient changes in flow rate in the common femoral vein (Abu-Yousef et al.
1997).

7.2 The Role of Venous Valves

The venous valves form during development of the cardiovascular system, initially
as a bulging in the endothelial layer of the vein wall which covers the valve leaflet
surface. The form of the valve is shown, as a longitudinal section, in Fig. 7.7. When
developed, the valve leaflet consists of a thin elastic layer on the luminal surface
and underlying collagen with very little connective tissue. Smooth muscle cells are
only found in the valvular agger, where the valve attaches to the vein wall (Gottlob
and May 1986).
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Fig. 7.7 Longitudinal cross-section of the vein showing key features of venous valve geometry

7.2.1 Valve Geometry

Unlike the aortic valve, most venous valves are composed of two valve leaflets
(bicuspid), although occasionally tricuspid valves have been observed. In addition
to the valve leaflets the valve geometry often also features a pronounced sinus
region similar to the aortic sinus, the valve sinus can be visualized during imaging
studies such as contrast MR studies or X-ray venograms. The extent of the valve
sinus is determined by the unstressed geometry of the vessel wall in this region and
the distension of the sinus due to changes in transmural pressure, as the venous wall
in the sinus region is thinner than other locations, making it more distensible
(Kampmeier and La Fleur Birch 1927).

7.2.2 Valve Locations and Incidence

Valves are found within all components of the venous system (superficial, deep and
perforating veins) and in general the number of valves increases from the central
circulation to the peripheral circulation of the arms and legs.

The vena cava is reported to be without valves, with valves observed infre-
quently in the common iliac vein and more frequently in the external and internal
iliac veins. Most subjects are observed to have a valve in the femoral vein and the
popliteal vein is also reported to contain one or more valves. There is a significant
increase in the number of valves in the deep veins below the knee, with at least 8
valves reported in the posterior and anterior tibial and peroneal veins (Gottlob and
May 1986). The veins of the upper limb are also reported to contain a significant
number of valves (Ilimura et al. 2003). This increase in valves towards the periphery
is associated with the importance of the skeletal muscle pump in the peripheral
circulation.
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7.2.3 Dynamic Valve Behaviour

Detailed descriptions of venous valve function in vivo are scarce due to the chal-
lenges in imaging the dynamic structure of the valve due to the thinness of the valve
leaflets, the relatively small size of the valve and the tissue thickness between the
skin and the deep veins. B-mode ultrasound imaging has provided data to char-
acterise valve function in relation to changes in haemodynamics (Lurie et al. 2002,
2003; Nam et al. 2012). This data demonstrates distinct phases to valvular motion,
including opening, closing and resting phases. It is notable that the valve leaflets
undergo oscillatory motion during the ‘resting phase’ when the volume flow
through the valve region is constant, this effect is similar to the observations of
self-excited oscillations which occur during steady flow through compliant tubes,
due to the strongly coupled interaction between the solid and fluid mechanics in
such systems. The valve leaflets do not open fully to the vein wall, resulting in a
reduction in the diameter of the vessel as shown in transverse cross-section in
Fig. 7.8a. This local stenosis results in velocity augmentation through the valve and
fluid recirculation in the valve sinus as shown in Fig. 7.8b. The vortices which form
within the valve sinus whilst the valve is open result in a region of recirculating
blood, which has implications for the development of valvular thrombosis.

The response of the valve under various physiological loading conditions has
been described by Lurie et al. (2002); the loading includes normal respiration and
simulated walking in both standing and recumbent positions. Such observations
highlight the variability of venous haemodynamics and the changes in the nature of
venous flow that occur within individual vascular compartments. The compliance of
the venous system acts to reduce the influence of such variability on the overall
form of the venous return. Observations of valve motion during quiet respiration
along with reports of contraction of the musculature, even during quiet standing,
and the influence of this effect on valve motion (Nam et al. 2012), demonstrates the
sensitivity of the valves to changes in pressure and flow. Regular valve motion is
considered to act as a protective mechanism against the formation of thrombosis
behind the valve leaflets.

(b)

Fig. 7.8 a Transverse cross-section of the open valve showing the vein wall (light) and the valve
leaflets (dark). b Longitudinal cross-section of the open valve showing velocity augmentation
(red) through the valve leaflets and recirculation (blue) in the valve sinus
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7.2.4 Influence of Postural Changes

Due to the distensibility of the venous system, changes in hydrostatic pressure lead
to significant changes in venous volume. This effect is illustrated in Fig. 7.9 which
shows the superficial veins of the hand in three positions (at the level of the head, at
the level of the heart and below heart level).

The change in pressure in the vein is given by:

dP = pgh (7.6)

where £ is the vertical distance from the reference position, g is the gravitational
constant and p is the density of blood. The distension of the vein is noticeable under
this magnitude of pressure variation. It is evident that the vessel is not collapsed
when the hand is at the level of the heart, as the venous pressure is higher than that
of the right atrium due to the pressure gradient required to sustain venous return
from the periphery. These effects are also reported for veins in the deep circulation
under changes in elevation of the leg (Cirovic et al. 2006). Variation in distensi-
bility of the superficial and deep systems arises from the variation in support
conditions of the vein as the deep veins do not collapse in the same manner, due to
the support of the surrounding muscular tissue.

The hydrostatic pressure does not develop instantaneously upon change in
posture, as fluid shifts are required to establish the hydrostatic pressure gradient,
which will be impeded by venous valve closure. The changes described above are
therefore the steady state conditions once the hydrostatic pressure gradient has
developed. The timescale for establishment of the hydrostatic pressure when
moving from sitting to standing is of the order 20 s (Pollack and Wood 1949).
Similar effects are observed during walking which produces a transient reduction in

(a)

Fig. 7.9 Veins of the hand under varying hydrostatic pressure a below heart level b level with the
heart ¢ at head level
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the pressure within the veins as blood is expelled from the calf. When walking stops
the pressure gradually increases to the value associated with the hydrostatic column
due to refilling from the arterial circulation.

7.3 Biomechanics of Venous Disease

7.3.1 Venous Insufficiency

Venous insufficiency is defined as the lack of reduction of pressure in the deep
veins of the lower limb during exercise and is associated with a range of compli-
cations which present clinical symptoms associated with poor venous return from
the lower limb. Whilst clinical gradings have been developed to report the severity
of disease, the underlying causes of poor venous return can be hard to assess.
Chronic venous insufficiency can result in complications including ulceration,
oedema and fibrosis (Meissner et al. 2007). Ultrasound imaging has become widely
used as a tool to aid understanding of such vascular complications and diagnosis of
the cause of venous insufficiency.

B-mode ultrasound can be used to assess venous anatomy and undertake vein
mapping in the lower limb. This can be helpful to identify anatomical features in an
individual which contribute to poor venous return including congenital absence of
valves, valve incompetence and outflow obstruction. Doppler ultrasound is
employed to assess the direction of flow during clinical tests and can provide
quantitative measures of haemodynamics. This technique is used to assess the
magnitude of reflux in the venous system following manual calf compression,
muscle pump activation or the valsalva maneuver. Assessment along the length of a
vein aids identification of specific valve sites associated with reflux, which can be
used to target intervention. Kotani et al. (2007) report the use of M-mode ultrasound
to assess the variation of valve geometry and examine valve incompetence
demonstrating clear visualization of the incomplete closure of the valve leaflets.

7.3.2 Varicose Veins

The aetiology of varicose veins remains unclear as a number of mechanisms have
been suggested to contribute to the eventual tortuosity of the superficial venous
circulation which characterises the pathology. These include the failure or absence
of valves leading to distension of the vein wall and alteration of the mechanical
properties of the vein wall due to changes in the wall constituents. The biome-
chanical implications of increase of collagen concentration and reduced elasticity of
the vein have been demonstrated using a finite element approach (Badel et al.
2013). This demonstrates the development of vessel tortuosity and the strong
dependence of this effect on the axial pre-stretch of the vein.
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7.3.3 Deep Vein Thrombosis

DVT is the development of thrombus within the deep veins, typically of the calf or
thigh. DVT is often asymptomatic, if symptoms occur they include swelling of the
limb and change in skin pigmentation. The most severe outcomes arise when the
thrombus detaches from the vein and travels through the circulation. If the thrombus
occludes the pulmonary arterial circulation, restricting blood from reaching the
lungs, this results in a potentially fatal pulmonary embolism.

Post-mortem studies have indicated a tendency for DVT to form at venous valve
sites. This has been linked to the generation of vortices within the valve sinus (Lurie
et al. 2003; Karino and Motomiya 1984) whilst the valve remains in the open
configuration, resulting in the recirculation of blood constituents and the potential
for cellular damage due to the avascular nature of the valve leaflets and resulting
reduction in PO, tension (Malone and Agutter 2006). The biological response to
this injury includes platelet aggregation and clot formation behind the valve leaflets.

The potential for thrombus formation is increased during periods of prolonged
inactivity, such as long haul air travel or bed-rest following surgery, when the
transient action of the muscle and respiratory pumps may not be sufficient to open
and close the valves. These links between the biomechanics of valve function and
the action of the muscle pump have led to the development of intermittent com-
pression techniques to replicate the muscle pump and reduce DVT incidence in
surgical patients, as described earlier.
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Chapter 8
The Microcirculation

Peter R. Hoskins

Learning outcomes

1.
. Describe the functions of the different components of the microcirculation.

13.
14.

15.
16.

Describe the components of the microcirculation.

Describe the variation of pressure and velocity with vessel type in the
microcirculation.

Describe haemodynamic phenomena relevant to the microcirculation including
plasma skimming; reduction and variability of viscosity and haemodynamics.
Discuss the origins of haemodynamic phenomena relevant to the microcircu-
lation in terms of the behaviour of particles in small diameter tubes.

Describe the myogenic effect for arterioles (the Bayliss effect).

Discuss the control of blood pressure in the capillary by the Bayliss effect.
Describe the stress—strain behaviour of arterioles.

Describe pulse wave velocity in arterioles and capillaries.

Describe vasomotion and discuss how this may be a feature of the Bayliss
effect.

. Describe reasons for flow pulsatility in arterioles.

Describe the variation of wall shear stress for different vessels in the
microcirculation.

Describe Starling’s equation for diffusion of molecules across the capillary
wall.

Describe transport of molecules across the capillary wall; diffusion, vesicular
transport and bulk flow.

Describe ‘flow autoregulation’.

Discuss the mechanisms for controlling flow; metabolic control, shear stress
control, myogenic control.
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8.1 Structure and Function of the Microcirculation

8.1.1 Structure

The microcirculation consists of those vessels of the cardiovascular system between
the arteries and the veins; so the arterioles, the capillaries and the venules.
Figure 8.1 shows a typical arrangement of vessels which are in the form of a
network. The components of the microcirculatory network are described below.
There is variation of values for both upper and lower lumen diameters in the
literature; the values below are typical of those quoted in the literature:

o Arterioles (diameter 10—100 pm). These vessels are on the arterial side of the
circulation. These branch several times and link the small muscular arteries to
the capillaries. Arterioles contain three layers (intima, media adventitia), of
which the media is proportionally the largest. The media is primarily comprised
of vascular smooth muscle cells (typically, one or two layers in the larger
arterioles with only a single spiralling layer in the smaller vessels leading to the
capillaries). The residual tension in these cells, their tone, allows for alteration of
arteriolar diameter and thus lumen size in response to changes in neural stimuli
or in local chemistry. This plays a large part in control of capillary bed flow (see
below) as well as the control of vascular resistance and systemic blood pressure.

e Metarteriole (diameter 10-20 pm). This term refers to an arteriole which is
directly connected to a venule. This provides a vascular shunt which allows the
capillary bed to be bypassed. In terms of structure, whilst metarterioles do not
have continuous media, smooth muscle cells are present at the distal end of these

Precapillary
sphincters

Metarteriole fe - ’

Arteﬂs QD
’

Vene Q- @
W\@Q

Preferential
channel

Fig. 8.1 Schematic of key microvessels and their organisation. On the arterial side is the arteriole
and metarteriole. The metarteriole connect directly with the venule (on the venous side) forming a
route (labelled as the ‘preferential channel’) which bypasses the capillary bed. Capillaries lie
between the metarteriole and the venule; the capillary bed resembles a mesh rather than a
bifurcating network. Precapillary sphincters are bands of smooth muscle which control flow in the
capillary bed
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vessels at the entrance to the capillary bed forming what are known as ‘pre-
capillary sphincters’. These can constrict to reduce flow into the specific cap-
illary bed.

e Precapillary sphincter. The precapillary sphincter is a band of smooth muscle
cells which controls flow into the capillary.

e Preferential channel. This is the channel between the metarteriole and the
connecting venule. Constriction of the precapillary sphincters results in most
flow travelling through the preferential channel rather than through the capillary
bed.

e Capillaries (diameter 4—10 pm; up to 40 pm in sinusoidal capillaries). These
are the smallest vessels in the cardiovascular system and, structurally are
characterised as three types; continuous, fenestrated and sinusoidal. Capillaries
consist of an endothelial layer and a basement membrane. Continuous capil-
laries have an uninterrupted endothelial lining and are the most common type of
capillary. Fenestrated capillaries have pores in the endothelium which allow
passage of certain molecules and are commonly found in endocrine glands, the
gastrointestinal tract and the glomeruli of kidneys. Sinusoidal capillaries have
large gaps in the membrane and an incomplete endothelial coverage which
allows the flow of fluid and large molecules into the interstitial space. Sinusoidal
cells are mostly found in the liver.

e Venule (10-200 um). These vessels are on the venous side of the circulation,
branching several times between the capillaries and the veins. Venules contain
three layers (intima, media, adventitia), but these layers are much thinner than
for arterioles and the medial layer is almost absent.

The above microcirculation architecture is commonly taught in textbooks.
However, it has been pointed out that it is only the GI tract which has metarterioles
in the sense of an arteriole with a discontinuous medial layer and precapillary
sphincters. In other circulatory beds the term ‘metarteriole’ has come to refer to the
smallest arterioles immediately before the capillaries.

It can be seen both from Fig. 8.1 and the discussion above that the capillary bed
is not a conventional bifurcating network. There are bypasses in the form of
‘preferential channels’; if precapillary sphincters are activated this can result in
almost complete shut down of flow to the capillary bed. The capillary bed itself
more resembles a mesh than a bifurcating network, so that there are multiple
possible routes that a red cell can take through the bed.

8.1.2 Functions

The main functions of the microcirculation in terms of its components parts can be
summarised as follows:
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e Resistance to flow. Constriction of smooth muscle in the arterioles and the
metarteriole enables control of local vascular resistance. This enables control of
the pressure at the level of the capillaries and flow rate through the capillary bed.

e Molecular exchange. The exchange of fluid and of key molecules occurs
through the walls of the capillaries. The main mechanism of exchange (diffu-
sion) is pressure driven hence it is important to maintain hydrostatic pressure
constant at the level of the capillary.

e Flow bypass. This refers to blood flow in vascular beds where the microcir-
culation contains a preferential channel controlled by precapillary sphincters.
This allows particular capillary beds to be excluded from the microcirculation.

e Capacitance. The venules act as a reservoir of blood; some 22 % of the whole
blood volume is contained in the venules.

8.2 Haemodynamics and Mechanics

8.2.1 Pressure and Velocity

In Chap. 2, basic concepts of cardiovascular biomechanics were introduced where it
was noted that both blood pressure falls and blood velocity falls while travelling
from the aorta to the capillaries. Rough estimates were provided in Table 2.1 of
mean velocity based on a pure bifurcating model. Data on pressure and velocity in
the microcirculation is shown in Fig. 8.2. This shows considerable decrease in
pressure in the arteriolar part of the microcirculation, which is due to the high
resistance to flow of arterioles. The pressure continues to fall through the capillary
bed and the venules. Blood velocity is lowest in the capillaries with a value of
around 2 mm s~ '. Table 8.1 shows values of mean velocity and other haemody-
namic quantities in different vessels of the microcirculation.

8.2.2 Blood Flow

Blood is a suspension of particles, principally red cells. The human red cell
dimensions of 7.5 by 2 pm, is tiny in comparison to the diameter of 1-30 mm of the
larger arteries and veins. This means that in larger arteries and veins the blood can
primarily be considered as a continuous fluid; or in other words, individual red cells
can usually be ignored in considering haemodynamics. However in the microcir-
culation, the dimensions of the vessels are close to the dimensions of the red cell.
This is especially true for capillaries where the typical diameter of 4-10 um is
comparable to the 7.5 pum diameter of the red cell. Red cells squeeze through
capillaries in single file and are distorted in shape as they do so. Flow in the
microcirculation is more complex than flow in larger vessels, and the effect of
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Fig. 8.2 Blood pressure and velocity in the microcirculation from arterioles to venules. From
Zweifach BW, Lipowsky HH; Quantitative studies of microcirculatory structure and function. IIL.
Microvascular hemodynamics of cat mesentery and rabbit omentum; Circulation Research; Vol.
41(3), pp. 380-390. Copyright American Heart Association (1977), reprinted with permission
from Wolters Kluwer Health, Inc.

individual red cells must be considered. Chapter 3 describes a number of phe-
nomena concerning flow of particles in tubes where the ratio of tube-diameter to
particle-diameter is low and/or where shear rate is low. These phenomena are
relevant to the microcirculation and are briefly summarised here.

e Cell margination and depletion. Particles flowing in a cylindrically shaped
vessel will experience a number of forces. Some forces will push an individual
particle away from the centre of the vessel and others will push the particle away
from the vessel wall. This can lead to accumulation of particles in a ring
between the vessel centre and the vessel wall. This is known as the Segre—
Silberberg effect from the original paper (Segre and Silberberg 1962). Flow in
blood is more complicated in that there are several different particle types; red
cells are relatively deformable while platelets and white cells are relatively stiff.
There is interaction between the particles in flow of whole blood. The red cells
have a tendency to move away from the wall, leaving a layer near the wall
depleted of red cells, while platelets and white cells are pushed by the red cells
to the vessel wall (Aarts et al. 1988) as shown in Fig. 8.3.
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Fig. 8.3 Simulation of flow or red blood cells (RBCs) and platelets in a vessel with a diameter of
20 pm. Red cells are aligned with the direction of flow and there is a cell-free region near the wall.
Platelets in yellow appear mainly in the cell-free region (having been pushed there by the RBCs).
From; Rheologica Acta, Effect of tube-diameter and capillary number on platelet margination and
near-wall dynamics, 2015, doi:10.1007/s00397-015-0891-6; Kriiger T; © Springer-Verlag Berlin
Heidelberg 2015, with permission of Springer

Variation of viscosity with vessel diameter. Due to red cell depletion near the
wall, the effective viscosity of the fluid is reduced when the vessel diameter is a
few red blood cell diameters. Near the wall, the particle density is reduced and
the viscosity is dominated by the underlying fluid. The viscosity mainly arises
from flow in the high shear region near the wall, so that the overall viscosity is
more akin to that of the fluid base rather than that of the suspension. This is
called the Fahraeus-Linqvist effect after the authors of the original paper
(Fahraeus and Lindqvist 1931). Calculations of the Fahraeus—Lindqvist effect
shown in Fig. 3.15b demonstrate a minimum viscosity at a vessel diameter of
around 7-9 pm depending on haematocrit. In smaller vessels the red blood cell
is deformed and hence viscosity is higher.

Variation of haematocrit with vessel diameter. This is concerned with reduction
in haematocrit within the vessel compared to that within the receiving reservoir.
This is called the Fahraeus effect after the author of the original paper (Fahraeus
1929). The explanation is similar for the Fahraeus—Lindqvist effect in that the
red cells in the centre of the vessel move faster than the liquid at the edge of the
vessel. Hence the relative volume of red cells to plasma is greater in the dis-
charge fluid than for the fluid in the tube. Figure 3.15a shows that the effect is
greatest (i.e. largest reduction in haematocrit) for a vessel diameter of 12—
13 pm.

Red cell aggregation. At low shear, red cells aggregate leading to an increase in
viscosity and further exacerbating red cell depletion at the wall.

Building on the above understanding we will now look at a number of features of

flow in the microcirculation. Further details of flow in the microcirculation are
provided in review articles, e.g. Pries et al. (1996), Mchedlishvili and Maeda
(2001), Baskurt and Meiselman (2003).

Plasma skimming. This is the phenomenon whereby flow in a side-branch
contains few or no red cells as a result of cell depletion at the wall of the parent
vessel (Fig. 8.4). Through the microcirculation and in the capillary bed the red
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Fig. 8.4 Illustration of the
flow of red cells in the
microcirculation. There is a
tendency to axially
accumulate in the main vessel
leading to a cell-free region
near the wall. In one
side-branch this leads to
plasma skimming. In another
branch red cells travel in
single file
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cell density will be highly variable depending on a number of factors including
the diameter of the vessel, red cell aggregation and the flow rate.

Viscosity variations. The effective viscosity is dependent on the red cell density,
the diameter of the vessel, red cell aggregation, the flow rate and the exact path
which is taken by the red cells through the microcirculation. These factors lead
to considerable variation in viscosity in vessels of similar diameter, and varia-
tions in viscosity with diameter. Table 8.1 shows the highest viscosity of
15 mPa s for capillaries (compared to 3.5-4 mPa s in large arteries), and low
viscosities of 2.8-2.9 mPa s in the large arterioles and venules.

Reduced and variable haematocrit. The haematocrit (red cell concentration by
volume) is 0.4-0.5 in the larger arteries and veins, with only a small variation in
the value in different arteries and veins in the individual. In the microcirculation
the haematocrit is reduced and has a wide variation in different vessels in the
individual subject. Values of haematocrit are 0.29 £ 0.12 in arterioles,
0.23 £ 0.14 in capillaries and 0.31 % 0.13 in venules (Pries and Secomb 2008).
Time dependence of haemodynamic quantities. The effect of the passage of
individual red cells will lead to variations of key quantities such as wall shear
over short timeframes. This is at its most pronounced in the smallest vessels, the
capillaries, where red cells traverse the capillary in single file.

8.2.3 Myogenic Effect and Bayliss Effect

The myogenic effect is the response of small arteries and arterioles to a change in
blood pressure. Following an increase in blood pressure there is decrease in
diameter caused by constriction of the smooth muscle cells in the media.
Conversely; following a decrease in blood pressure there is an increase in diameter
caused by relaxation of smooth muscle. This mechanism is locally controlled and is
thought to be associated with a stretch-activated ion channel. This leads to depo-
larisation of the cells which in turn results in a calcium signal leading to muscle
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Fig. 8.5 Schematic of the
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contraction. This effect was originally observed by Bayliss (1902) in arterioles
where it is called the ‘Bayliss effect’. The myogenic effect is also demonstrated in
smaller arteries, especially intracerebral arteries. The Bayliss effect is the principle
mechanism by which capillary pressure is maintained within a narrow range. The
time course of the Bayliss effect is illustrated in Fig. 8.5. A sudden increase in
blood pressure results in an initial increase in diameter as a result of the increased
distending pressure. The increase in pressure is sensed by the smooth muscle cells
in the media and there is calcium signalling leading to constriction of the smooth
muscle cells. The constriction leads to decrease in the diameter. The initial increase
in arteriolar pressure also leads to increase in capillary pressure. The decrease in
arteriolar diameter is associated with increased resistance to flow, and hence
increase in pressure drop across the arterioles. The increase in arteriolar pressure is
therefore balanced by pressure loss and the capillary pressure is restored to its
normal value.

8.2.4 Vessel Wall Mechanics

Studies on the pressure—diameter relationship of microvessels may be undertaken in
excised vessels. In larger vessels, such as arteries, the blood pressure is much higher
than the pressure in the surrounding tissue so the effect of the pressure on the vessel
from the surrounding tissue can largely be ignored. This is not true in the micro-
circulation where the blood pressure is low. The overall pressure on the vessel wall
is the ‘transmural pressure’ which is the difference between pressure acting on the
wall from the inside (blood pressure) and the pressure acting on the wall from the
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Fig. 8.6 Area-pressure in the capillary from the skeletal muscle of a rat. Average lumen area of
the capillaries as a function of the capillary transmural pressure. The numbers indicate mean values
(pmz) and number of observations (). Standard deviations are shown by the vertical bars. The
capillary cross sections were derived from three muscles at each pressure. From; Annals of
Biomedical Engineering, Biomechanics of skeletal muscle capillaries: hemodynamic resistance,
endothelial distensibility, and pseudopod formation, volume 23, 1995, pp. 226-246; Lee J,
Schmid-Schonbein GW; Copyright © 1995 Biomedical Engineering Society, with permission of
Springer

outside and experimental data in this area is often presented in terms of transmural
pressure. In general a non-linear relationship is exhibited between transmural
pressure and diameter, similar to that seen in larger vessels. Figure 8.6 shows area
as a function of transmural pressure for capillaries showing a non-linear relationship
in which incremental distension reduces as pressure increases. Figure 8.7 shows the
corresponding stress—strain curve calculated using a simple elastic model; it can be
seen that the stress—strain behaviour also exhibits a non-linear relationship.

For microvessels which have muscular tone (i.e. where the smooth muscle cells
cause constriction), the pressure—diameter behaviour has both an active and a
passive component (Fig. 8.8). The passive component corresponds to the artery
with smooth muscle cells in a state of maximum relaxation. The active component
is dependent on vascular tone; i.e. on the level of contraction of the smooth muscle.

In the arterial system it was noted that the elastic nature of the vessel wall gave
rise to pressure wave propagation, with the speed referred to as the ‘pulse wave
velocity’ or PWV. The compliant nature of microvessels also leads to pressure
wave propagation. Values of PWV in the range 3.5-134 cm s~ ' were found in
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Fig. 8.7 Capillary stress— 31
strain behaviour from the
skeletal muscle of a rat.
Average circumferential b
stress—strain curve for isolated
capillaries without the wall
support provided by
surrounding skeletal muscle
fibres. From; Annals of
Biomedical Engineering,
Biomechanics of skeletal
muscle capillaries:
hemodynamic resistance,
endothelial distensibility, and
pseudopod formation, volume
23, 1995, pp. 226-246; Lee J,
Schmid-Schonbein GW;
Copyright © 1995 Biomedical
Engineering Society, with
permission of Springer
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arterioles of diameter 12-43 pum, with PWYV increasing with diameter (Seki 1994).
Using acoustic microscopy, Yeh et al. (2012) found mean values of PWV in
arterioles of 30 cm s~ (30 pm diameter) increasing to 110 cm s~ (60 pm diam-
eter). For pulse propagation in the capillary, a value of about 10 cm s~' was esti-
mated by Caro et al. (1978).
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8.2.5 Vasomotion

Vasomotion describes the cyclic variation of vessel tone which is unrelated to the
heart beat or to respiration. It has been observed that arterioles may exhibit regular
changes in diameter at a frequency of 3-30 min~'. The total change in diameter
during vasomotion is large at 50-100 % of the mean diameter (Tuma et al. 2008).
The changes in diameter are linked to contraction and relaxation of the smooth
muscle in the medial layer of the vessel wall. The function of this motion is
uncertain but several possible benefits of vasomotion have been described (Arciero
and Secomb 2012): reduction in hypoxia in resting muscle, improved oxygenation
and blood flow in tissues adjacent to muscle, improved filtration through the vessel
wall, and improved lymphatic drainage.

A model of vasomotion was developed by Gonzalez-Fernandez and Ermentrout
(1994) which predicts its main features. Central to this model is the myogenic
effect. The model itself is complex but the key feature involves polarisation of the
cell membrane which, as noted above, leads to muscle call contraction. Calcium
influx leads to polarisation hence to vessel constriction. Potassium influx repolarises
the membrane leading to muscle relaxation. A delay between calcium influx and
potassium influx will lead to oscillations in the contraction of the smooth muscle,
and hence to oscillation in diameter. Other theories are explored by Secomb (2008).

8.2.6 Flow Pulsatility

Flow pulsatility in the microcirculation arises from several sources which are
described in this section:

e Arterial pressure pulsation. Arteries have a high degree of flow-related pul-
satility. This variation is damped within the arteriolar system and it was long
assumed there was no transmission of this flow pulsatility to the capillaries. In
other words, one of the functions of the arteriolar bed is to damp the pressure
variation arising from the heart and to produce steadier flow in the capillaries.
However, it has been shown that flow may be pulsatile in the most distal
arterioles with some component of this pulsatility arising from the undamped
blood pressure wave from upstream arteries.

e Myogenic effect. The variations in arteriolar diameter described above will lead
to some variation in blood velocities.

e Tissue compression. Changes in pressure within the tissues will lead to changes
in transmural pressure which will affect vessel cross-sectional area and hence
blood velocity.
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8.2.7 Wall Stress and Adaptability

Wall shear stress (WSS), the viscous drag of the blood on the vessel wall, has been
estimated in the microcirculation using both measurement and simulation.
The WSS will depend on diameter of the vessel, the flow rate and on the blood
characteristics near the wall. It is noted that in much of the microcirculation there is
depletion of red cells at the vessel wall so that haematocrit and viscosity are reduced
near the wall. These will impact on WSS (reduced viscosity at the wall leads to
reduced WSS, reduced haematocrit at the wall leads to increased WSS). In addition,
the passage of individual red cells will give rise to time-varying WSS. Early
experimental measurements of WSS are presented in Fig. 8.9. These show high
values in the arterial side of the microcirculation with much reduced values in the
venous side.

In Chap. 5 it was discussed that WSS is a key feature of a control mechanism
involving the endothelium, in which arterial diameter is adjusted in order to
maintain mean WSS within a narrow range. Figure 8.10a shows WSS as a function
of diameter and Fig. 8.10b shows WSS as a function of pressure. In terms of a
control mechanism, Pries and Secomb (2008) suggest that a simple Murray’s law
model of design (based on minimisation of energy leading to independence of WSS
with diameter; see Chap. 5) is inappropriate for the microcirculation, but that there
is an adaptation process common to all types of vessel involving both wall shear
stress and pressure.
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Fig. 8.9 Shear rate and wall shear stress in the microcirculation. Representative arteriovenous
distributions of shear rate and wall shear stress from measurements of red cell velocity in the
microcirculation of mesentery, spinotrapezius muscle and cremaster muscle. Vessel diameter
(abscissa) may be considered as an index of position with the network. Values of wall shear stress
were estimated from the product of shear rate and viscosity assuming a viscosity value of
3.5 mPas. From; Flow-Dependent Regulation of Vascular Function; Shear Stress in the
Circulation; 1995, pp. 28-45, Lipowsky HH, Copyright © 1995 by the American Physiological
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Fig. 8.11 Circumferential wall stress in vessels as a function of diameter. Reprinted from
Handbook of Physiology: Microcirculation. 2nd ed; Blood flow in microvascular networks;
Pries AR, Secomb TW; with permission from Elsevier; pp. 3-36, copyright (2008); with
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Pries and Secomb (2008) also showed that circumferential stress and vessel
diameter are linearly related (Fig. 8.11) suggesting a similar adaptation process
common to all vessels.

Following from the above, it is relevant to discuss the relationship between
mechanical forces and adaptability (remodelling) of the microcirculation. Secomb
and Pries (2011) summarise that the same principles that occur in the larger arteries
apply, but with some modifications. In arteries (Chap. 5), the three main
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relationships are: wall shear stress and diameter, circumferential stress (related to
pressure) and wall thickness, and longitudinal stress and longitudinal length. In
addition Secomb and Pries (2011) describe that metabolic demand is a key deter-
minant of vascular structure in the microcirculation.

Microcirculation adaptability also involves the generation of new vessels, a
process which is referred to as angiogenesis. As the tissues of the body are under
constant change, angiogenesis is an ongoing process which occurs every day. For
example, exercise will increase skeletal muscle mass requiring the production of
new vessels. Similarly, the increase in adipose (fat) tissue associated with weight
gain will also be associated with the development of new vessels and injury is
followed by repair and the laying down of new tissue and a new microcirculation.
Many diseases are associated with the development of a new microcirculation,
especially cancer where the growing tumour establishes its own blood supply.

8.3 Molecular Transport

While the heart and larger vessels are involved in transport of blood from one part
of the body to another, the main transport function of the microcirculation concerns
the exchange of molecules between the blood and the tissues of the body. This
section describes the main transport mechanisms. Most molecular transport
involves the diffusion of molecules, in which the delivery of oxygen to the tissues is
a key function. Oxygen is a key molecule required for metabolic processes. Within
the body the diffusion distance for oxygen is found to range from 20 to 200 pm.
This variation is closely linked with metabolic demand; shorter diffusion distances
are required for tissues with high metabolic activity such as skeletal muscle during
exercise, and longer distances are observed for tissues with low metabolic activity.
Most tissues in the body are within about 100 um of a capillary, presumably in
order to ensure adequate delivery of oxygen to tissues.

8.3.1 Starling’s Equations

Starling’s equation (Eq. 8.1) is concerned with the absorption and filtration of
molecules across the capillary wall. Water is able to flow freely from the blood into
tissues through small gaps (‘tight junctions’ or fenestrations, depending on the type
of capillary) in the endothelium. The net flow rate depends on the balance between
the hydrostatic pressure and the colloid osmotic pressure (also known as the oncotic
pressure) within the capillary (Fig. 8.12). Remembering that pressures in the
microcirculation are low and that the tissues may be under some form of pressure
due to external or internal compression, the net hydrostatic pressure is the difference
between the blood pressure and the pressure in the surrounding tissues. The colloid
osmotic pressure derives from the presence of proteins in the blood. The most
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Fig. 8.12 Relationship between blood pressure, osmotic pressure and flow in the capillary

important protein in this respect is albumin. Water diffuses freely across a porous
membrane and there will be a net flow from higher to lower concentrations. As the
percent by volume of water is less in blood than in the surrounding tissues there is a
net tendency for water to diffuse into the capillary. The additional intravascular
pressure which would need to be applied to the blood to stop diffusion is called the
‘colloid osmotic pressure’. The two relevant pressures influencing the diffusion of
water from the capillaries to the surrounding tissues are therefore:

e net hydrostatic pressure: difference between pressure p. in the blood and the
pressure p; in the interstitial fluid, and

e net colloid osmotic pressure: difference between osmotic pressure 7, in the
blood and the osmotic pressure 7; in the interstitial fluid.

Starling’s equation describes trans-capillary flow Q as follows:
Q = K¢(Ipc — pi] — [mc — mi]), (8.1)

where K is the filtration coefficient (a constant related to the area available for
exchange and the capillary wall permeability).

When the net hydrostatic pressure exceeds the net osmotic pressure, which is the
situation at the entrance region of the capillary, water will flow from the capillaries
into the surrounding tissue. Conversely when the net hydrostatic pressure is less
than the net osmotic pressure, water will flow from the surrounding tissues into the
capillary. This situation applies at the exit region of the capillary.

The flow of fluid into or out of the capillaries requires that the blood pressure at
the level of the capillary is maintained at a stable level. It was noted above that the
myogenic effect has a major role to play in maintaining constant blood pressure in
the capillaries.

8.3.2 Molecular Movement Across the Capillary Wall

The molecules present within blood which move across the capillary wall are:
water; gases such as CO,, O, and NO; electrolytes such as Na* and K*; and various
larger molecules such as glucose, amino acids and hormones. There are three main
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methods for movement of molecules across the capillary wall which will be
described in this section. Further details may be found in Popel and Pittman (2014).

Diffusion. Diffusion concerns movement of molecules down a concentration
gradient. Both CO, and O, are lipid soluble so can diffuse from the blood to the
extracellular space across the lipid bilayer of the endothelium. Larger molecules
such as steroid hormones can also diffuse by this method. In contrast, water-soluble
molecules diffuse through gaps (fenestrations or larger pores) in the capillary wall.
Examples of water-soluble molecules are glucose and amino acids.

Vesicular transport. A vesicle is a fluid-filled structure formed from the mem-
brane of the cell (lipid bilayer). The vesicle is formed on one side of the endothelial
cell (e.g. on the luminal side, adjacent to the blood) and moves across to the other
side (e.g. on the side adjacent to the basement membrane). The vesicle and its
contents are transported across the endothelium. This mode of transport is important
for larger molecules such as antibodies that are unable to diffuse readily due to size
or lack of lipid solubility.

Bulk flow. The mechanisms concerning bulk flow have been described above
under ‘Starling’s law’. Bulk flow occurs through pores and clefts and is particularly
important in fenestrated and sinusoidal capillaries.

8.4 Control of Flow

A simple model of the arterial system from heart to capillaries relating flow,
pressure and resistance was described in Chap. 4. It was noted that changes in local
flow are mainly effected through changes in arteriolar resistance, achieved by
alteration of vessel diameter. Arterioles are vasoactive in that they have smooth
muscle which when contracted leads to decrease in vessel diameter and conversely,
when relaxed leads to increase in diameter. Some arterioles are capable of con-
striction to the point of complete shut down of flow. This large range of variation in
diameter allows considerable change in local resistance which in turn allows for
large variations in local flow rate. For example, in skeletal muscle under exercise, or
following release of a tourniquet (where it is called reactive hyperaemia), there is an
increase in flow rate by a factor of up to 20.

The ability of the microcirculation to maintain constant perfusion over a wide
range of input pressure is referred to as blood flow autoregulation. Figure 8.13
shows schematically the effect of changing arterial pressure on perfusion. At low
pressure, arterioles are fully dilated in an attempt to maximise the flow rate.
Conversely, at high pressure arterioles are maximally constricted in order to keep
the flow rate down. Between these two regions arterioles can constrict/dilate as
necessary in order to maintain perfusion within a narrow range.

The factors involved in control of local flow rate are metabolic control, shear
stress control and myogenic control and are described below. Further reading is
provided by Carlson et al. (2008) and Secomb (2008). These control mechanisms
interact which is considered in the model of flow autoregulation described by


http://dx.doi.org/10.1007/978-3-319-46407-7_4

160 P.R. Hoskins

Fig. 8.13 Schematic of flow )
autoregulation; showing c S
: § . Dilation
perfusion plotted against .% /
mean arterial pressure £ !
o
o
T T T T
0 50 100 150 200

Mean arterial pressure (mm Hg)

Carlson (2008). Their model, incorporating all three control mechanisms, was able
to reproduce the experimentally observed dependence of perfusion on mean arterial
pressure.

8.4.1 Metabolic Control

Two of the main functions of the microcirculation are to ensure sufficient supply of
oxygen to the tissues for metabolic purposes, and to remove the waste products of
metabolism such as carbon dioxide. Local control of blood flow to tissues is ini-
tiated by changes in the concentration of oxygen and carbon dioxide in tissues
which leads to changes in arteriolar constriction. A decrease in oxygen concen-
tration (occurring as a result of increased metabolism; e.g. muscles at work) leads to
arteriolar smooth muscle relaxation and increase in local perfusion. Carbon dioxide
has a similar effect in that an increase in CO, concentration leads to an increase in
local perfusion. For oxygen, the actual mechanism was initially thought to be
detection of oxygen concentration at the level of the arteriole but this appears not to
be the case. Instead changes in oxygen concentration are detected downstream,
possibly at the level of the venules, and information is communicated to the arte-
rioles through cell—cell signalling along the vessel walls via gap junctions (Secomb
2008; Pries and Secomb 2008).

8.4.2 Shear Stress Control

Endothelium responds to changes in wall shear stress as discussed above and in
Chap. 5. Increased shear stress is associated with release of NO which is a potent
vasodilator, resulting in smooth muscle relaxation and increase in diameter in an
attempt to normalise wall shear stress. As with metabolic control it is thought that
the wall shear stress is detected downstream and that cell—cell signalling results in
dilation at the level of the arterioles (Pries and Secomb 2008).
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8.4.3 Myogenic Control

In Sect. 8.2.3 above it was noted that the myogenic effect is concerned with the
change in arteriolar diameter arising from a change in pressure, and that this is the
principle mechanism by which capillary inlet pressure is maintained constant. There
will be associated changes in flow rate arising from a change in pressure; the flow
rate will initially increase due to the raised pressure then normalise as the myogenic
effect occurs.
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Chapter 9
Medical Imaging

Peter R. Hoskins, Stephen F. Keevil and Saeed Mirsadraee

Learning outcomes

1. Discuss the features of structural and functional medical imaging techniques.

2. Describe the principles of image formation of the different types of medical
imaging system (X-ray imaging techniques, MRI, ultrasound, PET, gamma
camera imaging and SPECT).

3. Define the term ‘tracer’ and describe the principle of operation of tracers used in
nuclear medicine.

4. Define the term ‘contrast agent’ and describe the principle of operation of
contrast agents in X-ray imaging, ultrasound and MRI.

5. Compare imaging characteristics of the different medical imaging systems.

6. Describe the principles of image formation for catheter-based imaging systems;
IVUS and OCT.

7. Describe the different physical measurements which may be made using medical
imaging systems; geometry and motion, blood velocity and related quantities,
strain and stiffness.

8. Discuss different applications of functional imaging.

Medical imaging systems may be used to obtain information related to cardio-
vascular structure, physiology and mechanics in the individual subject. This
information may be used in its own right in research and in health care. Information
obtained from medical imaging is also used as input to patient-specific modelling.
This chapter will provide a brief introduction to the main principles of medical
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imaging. Emphasis will be placed on the physical principles of image formation.
Issues associated with instrumentation including detector technology and signal
processing will not be considered. Texts which provide further details of medical
imaging are Allisy-Roberts and Williams (2008), Hoskins et al. (2010) and Flower
(2012).

9.1 Principles of Medical Imaging

This section describes the physical principles of medical imaging. Before consid-
ering each imaging modality in turn we will look at how different imaging tech-
niques are commonly grouped; into ‘structural imaging’ and ‘functional imaging’.

e Structural imaging techniques. These primarily provide information on geom-
etry and motion. This allows visualisation of organ shapes, measurement of
organ volumes, characterisation of tissues, visualisation of flow patterns and
measurement of blood velocity and related quantities. The main structural
imaging techniques use X-ray imaging (including CT), ultrasound and Magnetic
Resonance Imaging (MRI).

e Functional imaging techniques. These provide information related to physiolog-
ical function, including regional blood flow (perfusion) and chemical and bio-
logical function (Margolis et al. 2007). All of the imaging modalities can, to some
extent, be used for functional imaging. One form of functional MRI (or fMRI)
provides information on brain activity through measurement of changes in oxygen
levels in the brain. Many functional imaging techniques rely on the injection of
contrast agents and tracers which can be detected by the imaging system. The
tracer mimics particular molecules in the body and its uptake is dependent on how
the molecule is processed within the body. Nuclear medicine and PET operate by
the use of radioactive tracers. Contrast agents are larger constructs, typically of
micron dimensions, commonly used in ultrasound and MRI for imaging of per-
fusion. Targeted contrast agents allow some measure of biological function.

9.1.1 X-Ray Techniques

X-ray imaging is the oldest form of medical imaging originating in the late 1800s.
The German physicist Rontgen was the first to systematically study these rays and
he labelled them ‘X-rays’. X-ray imaging involves the generation of X-rays in an
X-ray tube, passage of the X-rays through the patient and detection of the X-rays
using a detector placed behind the patient. The detected intensity of X-rays is
dependent on the degree of attenuation of the rays by the tissues. Tissues containing
high atomic number atoms such as calcium (in bone or calcifications) result in high
attenuation. Tissues containing air (e.g. lungs) result in low attenuation. There is
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high image contrast between bone and soft tissue (e.g. as seen in X-rays of bone
fractures) and between air and soft tissue (e.g. chest X-ray). The contrast between
different types of soft tissue (e.g. fat and muscle) is less. Contrast agents containing
high atomic number atoms can be used to improve image contrast. These operate by
increasing the attenuation of X-rays. lodine-based contrast agents are used to help
visualise vascular lumen (arteries and veins) while other contrast agents (e.g. bar-
ium) are used for visualising the gastrointestinal system. There are several variants
of X-ray imaging systems, the main ones relevant to the cardiovascular system are
described here.

Projection radiograph. This is the simplest and most widespread X-ray tech-
nique. A 2D image is produced with both tube and detector remaining fixed in
position during the taking of the X-ray (Fig. 9.1a). Older systems used film

(@)
X-ray
X-ray detector
tube

Image
intensifier

\ Detector

Image
intensifier

Fig. 9.1 X-ray imaging. X-rays are generated by a tube, travel through the patient and are
detected by a detector placed behind the patient. a Projection radiography; a 2D image is taken,
e.g. a chest X-ray. b Fluoroscopy; this is a real-time technique in which low-level X-rays are
detected by an image intensifier placed underneath the patient couch. ¢ CT scanning; X-rays are
taken continuously while the tube/detector travels around the patient. d Rotational angiography; a
fluoroscopy system rotates around the patient in a similar manner to a CT system
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detection of X-rays but modern detection is based on the use of a solid-state
detector in which the image is captured digitally.

Fluoroscopy. X-rays are produced and detected continuously forming a 2D
real-time image sequence (Fig. 9.1b). The X-ray beam intensity is much less than
for projection radiography resulting in images which are noisier, but of sufficient
quality to allow real-time visualisation. Fluoroscopy is widely used in examination
of the arterial and venous systems and the chambers of the heart, where it is called
‘angiography’. As noted above the contrast between soft tissues is low and blood
vessels would not show up without the use of an iodine based contrast agent which
is injected into a vein or (less commonly) an artery. Fluoroscopy may be used
purely for diagnosis, to investigate the location of any diseased region. More
commonly fluoroscopy is combined with intervention in which the diseased area is
identified then treated. In balloon angioplasty a catheter is inserted into the artery
and directed to the area of stenosis then a balloon is inflated under high pressure
(several atmospheres) resulting in increase in local lumen diameter with increase in
blood flow. A stent may also be placed to help prevent restenosis.

Computed tomography (CT). In CT, X-ray data is collected at different angles
around the patient (Fig. 9.1c). This is achieved by rotation of the tube and detector
with typically 1000 datasets collected for a full 360° rotation. The individual
projections are combined in the computer using a method called ‘back projection’
to form a 2D cross-sectional image in which the displayed data is related to the
attenuation coefficient of the tissues. Early CT scanners collected 1 slice at a time
and a 3D dataset was built up by sequential series of slices with the patient couch
moved between each slice. In modern CT scanners data is collected continuously
with constant rotation of the tube-detector around the patient and continuous
movement of the patient through the CT system; so-called helical scanning. Further
decrease in acquisition time is enabled by multi-slice detectors in which several
slices can be collected simultaneously. Typically 64 slices are collected continu-
ously. With helical scanning and multi-slice detectors a full thorax and abdominal
scan takes a few seconds. This is a sufficiently short time to enable the patient to
hold their breath during scanning which helps reduce registration artefacts associ-
ated with breathing in by different amounts for each slice. Modern CT scanners can
acquire up to 320 slices simultaneously (up to 16 cm coverage in one rotation), or
combine very fast imaging techniques with dual-X-ray source technology to sig-
nificantly improve temporal resolution. These techniques allow collection of a
time-gated heart scan in one cardiac cycle and total body angiography with single
contrast injection protocol.

Rotational angiography. This is a variant of angiography in which there is
rotation of the tube and detector around the patient through 180° (Fig. 9.1d). The
data sequence can be used to view the arteries from a series of different angles.
Alternatively the data can be reconstructed to produce a 3D image of the vascular
system.
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9.1.2 Magnetic Resonance Imaging (MRI)

MRI is based on control of the magnetisation of the nuclei of atoms within tissues.
The nuclei in some atoms act as small magnets. This arises from the spin of the
protons and neutrons which make up the nucleus. Pairs of spins tend to cancel.
However where the atom has an odd number of neutrons or protons (or both) there
is a net spin. In the human body the main atoms (by relative number) are: hydrogen
(62 %), oxygen (24 %), carbon (12 %) and nitrogen (1.1 %). The most common
isotopes of both oxygen and carbon have even numbers of protons and neutrons and
hence no spin. Hydrogen has a single proton and has a spin of 1/2. Nitrogen has 7
neutrons and 7 protons and a spin of 1. Due to its abundance in the body (62 %) it is
the hydrogen nucleus which gives rise to the signal in an MRI scanner; or in other
words the vast majority of MRI is hydrogen (proton) imaging, and is associated
with detection of water (H,O).

Underpinning Physics. If placed in a magnetic field the proton will precess; that
is the magnetic axis of rotation sweeps out a cone around the magnetic field
(Fig. 9.2). This is similar to the way a spinning top will behave where the axis of
rotation rotates around the gravitational field. The rate of rotation is called the
Larmor frequency and is equal to about 43 MHz per tesla (T); tesla is the SI unit of
the magnetic field strength. For 1.5 and 3 T fields (the most common in clinical
practice) the Larmor frequency is 64 and 128 MHz, respectively, which is in the
radiofrequency range (i.e. the frequency range in the electromagnetic spectrum
which consist of radio waves).

The signal used to form the MRI image arises due to the hydrogen nuclei
absorbing energy from the MRI scanner then reemitting energy which is detected.
A large magnet is used to align the magnetic moments of the hydrogen atoms
(Fig. 9.3a). A coil transmitting in the radiofrequency range is used to change the
direction of magnetisation of the protons (Fig. 9.3b). The degree of tilt of the
magnetic moment depends on the duration and amplitude of the RF pulse. Only
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Fig. 9.3 RF pulse and subsequent relaxation. a The magnetic moment M, is aligned with the
main magnetic field. b an RF pulse cause a 90° shift in alignment and the magnetic moment
precesses; this is taken into account by the use of a rotating (x', y') frame of reference. c—f The
longitudinal magnetization M, gradually recovers to its full strength while the transverse
magnetization M, gradually dephases and reduces to zero. g-h Change in longitudinal and
transverse magnetization with time

those nuclei precessing at the same frequency as the RF frequency are affected
(hence the term ‘resonance’ in MRI). Once the RF pulse is switched off the nuclei
will gradually return to their original magnetisation (Fig. 9.3c—f). In energy terms
the protons are pushed into a higher energy state by the RF pulse. Once the RF
pulse is switched off they transition (‘relax’) to a lower energy state and in the
process emit energy. This energy is detected by the MR system, and this forms the
MR signal; which is used to produce the MR image.

The detected signal is the composite of many individual protons relaxing.
During relaxation, the magnetisation recovers in the direction of the magnetic field
(T1 or spin-lattice relaxation) (Fig. 9.3g) and decays transverse to the field (T2 or
spin-spin relaxation) (Fig. 9.3h). The T1 relaxation time is the time for the
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longitudinal magnetization to achieve 63 % of its equilibrium value. T1 is a
measure of the rate of energy exchange between the protons and the neighbouring
molecules. The T2 relaxation time is the time at which there is 37 % loss of the
original transverse magnetization. T2 is a measure of the rate of decay of the
transverse magnetization. T2 relaxation is associated with gradual loss of phase
coherence of the protons. After the initial RF pulse the magnetic moments of the
protons are all in phase. Gradually these become out of phase as a result of T2
relaxation. T1 and T2 have different values for different tissues and this provides the
principle image contrast in MRI, along with the MRI signal strength which is
related to the number of protons imaged (proton density). Values of T1 and T2 in
tissues are provided by Selwyn (2014); see Table 12.3. Generally T1 values are
longer than T2 values (for the same tissue) by a factor of 10-20.

Operating principles. The MRI scanner usually consists of a large magnet in the
shape of a tube capable of generating field strengths of 1.5 or 3 T. The patient is
positioned within the magnet. The magnetic field affects the alignment of the
hydrogen nuclei so as to produce a net magnetisation along the direction of the
field. A transmitting RF coil is used to tilt the magnetic moment of the hydrogen
nuclei. When the alternating field is switched off the proton magnetic moments
relax to their equilibrium orientation, emitting energy. This energy is detected by
receiving coils positioned around the patient. Positional information is obtained by
the use of gradient coils. These produce a smooth change in magnetic field strength
and hence in Larmor frequency along different directions within the magnet bore.
Gradient magnetic fields are switched on and off as needed during the image
acquisition process. Information on spatial location is therefore encoded into the
received signal because of these differences in Larmor frequency. There are three
gradient coils; one for each direction; x, y and z. A full account of spatial encoding
in MRI is beyond the scope of this book. However, the process allows acquisition
of image slices in any orientation within the magnet bore, and of 3D as well as 2D
data sets. These are very useful capabilities for cardiovascular imaging, as they
allow for example acquisition of images aligned with the long and short axes of the
left ventricle.

The series of radiofrequency pulses and gradients employed during MR image
acquisition is known as a ‘pulse sequence’. Different sequences produce images
with a variety of geometrical, temporal and contrast properties, and development of
new pulse sequences remains a very active research area. It is possible, for example,
to produce images of the heart in which blood appears dark (‘black blood imaging’)
or bright (‘bright blood imaging’), and these have different clinical applications. It
is also possible to image the beating heart in real time (‘MR fluoroscopy’) and to
produce images that are sensitive primarily to flowing blood (‘MR angiography’).
Contrast agents used in MRI are chosen for their magnetic properties, rather than
for high atomic number as in the case of X-ray imaging. These contrast agents can
be particularly useful in MR angiography, but also for assessment of myocardial
perfusion and viability (see also Sect. 9.1.5). There are also a variety of quantitative
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MR methods, such as mapping of T1 and T2 relaxation times which has recently
undergone something of resurgence particularly for the investigation of diffuse
cardiac disease.

9.1.3 Ultrasound

Essential physics: Ultrasound for medical diagnostic use consists of high frequency
sound waves in the frequency range 2-20 MHz. Ultrasound is generated by a
transducer which is in contact with the patient and the waves pass into the patient
along a thin beam. The waves are scattered by the tissues, with some of the energy
returning back to the transducer where the waves are detected. The depth D from
which the scattered ultrasound arises is calculated from the time T between
transmission and reception, assuming that the speed of propagation c is 1540 m s
(Eqg. 9.1). This is called the pulse-echo technique (Fig. 9.4).

D= CTR (91)
(a) Transmission (b) Reflection (c) Reception
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Fig. 9.4 The pulse-echo technique for ultrasound using a simplified model of 2 tissues.
a Transmission. An ultrasound is transmitted by the transducer at time zero. The pulse travels
along a well defined beam. b Some of the acoustic energy is reflected at the interface between the
tissues and travels back along the beam. ¢ The reflected ultrasound is detected by the transducer
and the machine notes the time (7). The ultrasound machine calculates the depth D from which
the echoes arose as the speed of sound (assumed to be 1540 m s~ ' multiplied by Tx/2)
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The amplitude of scattered ultrasound is determined by local differences in
acoustic impedance within the tissues. These differences are especially high at the
boundaries of organs resulting in high amplitude scattering.

Image formation: The amplitude of the received ultrasound is displayed in grey
scale on the image; called a B-mode (brightness mode) image. The transducer
sweeps the beam through the tissues and the image is built up line by line (Fig. 9.5).
A 2D image typically is collected in 15-50 ms which is equivalent to 20-
70 frames/second. This frame rate is sufficiently high for the image display to
appear in real time. Higher frame rates can be achieved by collecting several scan
lines simultaneously.

Most ultrasound in clinical practice is based on the acquisition of real-time 2D
images as described above. It is also possible to collect 3D ultrasound data (Prager
et al. 2010; Fenster et al. 2011). This may be achieved through collection of a series
of 2D images which from a technical point of view is the easiest way. The existing
transducers for 2D scanning are adapted to enable them to collect 3D data.
Typically this involves mechanical oscillation of the transducer to and fro to build
up the 3D image. Dedicated transducers designed specifically for 3D imaging are
able to steer the ultrasound beam within a 3D volume enabling collection of 3D
data without the need for mechanical components. Using a single-beam system the
number of volumes collected is low at 1-2 per second. Applications where real-time
visualisation of 3D movement is required include cardiac scanning. Commercial
ultrasound systems for cardiac scanning can achieve over a hundred volumes per
second by simultaneous collection of many scan lines simultaneously.

Doppler ultrasound: Information on motion of blood may be obtained by
Doppler ultrasound. The Doppler effect is familiar within everyday living; it is the
difference between the transmitted and perceived frequency of sound when there is
motion of either the source or the observer. An everyday example is the change in
pitch of the siren from an ambulance as it passes the observer. In ultrasound if the
transmitted ultrasound has a frequency f; and the tissue is moving with a velocity
v then the ultrasound received by the transducer will have a slightly different
frequency f,. The difference in frequency (f, — f,) is called the Doppler shift f,;. The
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Fig. 9.5 Building up a single ultrasound frame line by line
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Fig. 9.6 Schematic for
Doppler ultrasound estimation
of blood velocity. Blood of
velocity v travels in a
direction which makes an
angle 6 with respect to the
Doppler beam

Doppler shift is related to the velocity and the direction of motion as illustrated in
Fig. 9.6 and shown in Eq. 9.2.

= 2fv zos 0 92)
_ cfa
Ve 2f;, cos 0 (9:3)

where 6 is the angle between the Doppler beam and the direction of motion.

The Doppler shift can be used to measure velocity of the tissues (Eq. 9.3). This
requires measurement of the Doppler frequency shift f; and of the angle 6.
Commercial systems adopt 2 main display modes which use Doppler shift data.
Spectral Doppler is a real-time display of Doppler frequencies versus time from
blood flow; essentially this is the time—velocity waveform. Colour flow is a
real-time display of the pattern of blood flow with the mean Doppler frequency
displayed at each pixel.

Endoscopy: In clinical practice the vast majority of ultrasound examinations
involve the use of transducers placed on the skin, so-called transcutaneous imaging.
It is also possible to collect ultrasound images from inside the patient. Intravascular
ultrasound involves a miniature ultrasound system at the distal end of a catheter
inserted in the blood stream via an arterial puncture, and is described in the section
on ‘catheter based imaging’ (9.1.7). An endoscope is a long flexible instrument
which is inserted into a body orifice such as the oesophagus for examination of the
tissues from the inside. An ultrasound transducer may be incorporated at the distal
end of the endoscope allowing ultrasound imaging of the tissues. For cardiovascular
imaging the most widespread endoscopic technique is TOE or transoesophageal
echocardiography. The oesophagus passes very close to the heart, so that very high
quality cardiac images can be obtained using TOE compared to transcutaneous
imaging. Clinically TOE is most commonly used to help guide surgical procedures
such as cardiac valve replacement and in haemodynamic monitoring during
surgery.
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9.1.4 Gamma Camera Imaging and Positron Emission
Tomography

The term ‘nuclear medicine’ refers to techniques used to diagnose and treat clinical
disorders using radioactive isotopes. The two main imaging techniques in nuclear
medicine are gamma camera imaging and positron emission tomography (PET).
Both of these imaging techniques involve the injection or inhalation of radioactive
chemicals containing a radioactive atom. The radioactive atoms subsequently decay
resulting in the production of gamma rays (high energy electromagnetic particles).
It is the detection of the gamma rays which forms the basis for imaging in gamma
camera imaging and PET.

Radioisotopes used in nuclear medicine have short half-lives so do not occur
naturally. Some, particularly those used in PET, are produced in a cyclotron. If
there is no on-site cyclotron then radioisotopes must be transported from the
cyclotron to the nuclear medicine department where the imaging takes place. In
some cases a parent radioisotope is produced with a relatively long half-life which
decays into the isotope of interest; this is referred to as a ‘generator’. By far the
most common radioisotope used in gamma camera imaging is technetium 99m (or
Tc-99m) which has a half life of 6 h. In practice a molybdenum-99 generator is
produced; Mo-99 is a fission product from nuclear reactors and has a half life of
66 h and decays to Tc-99m allowing Tc-99m to be drawn off over a period of
several days. Tc-99m may be bound to several different molecules and used for
imaging of different organs (e.g. lung, bone, heart, liver, thyroid). Other isotopes
used in gamma camera imaging include iodine (I-123 or I-131) for thyroid imaging,
indium (In-111) for white cell imaging and gallium (Ga-67) for imaging of
inflammation. Typical radioisotopes used in PET are oxygen (O-15), carbon (C-11),
nitrogen (N-13) and fluorine (F-18). These have short half-lives of 2—100 min.
These radioisotopes may be used unaltered in PET or they may be incorporated into
molecules for use in scanning; for example water (O-15), ammonia (N-13), acetate
or carbon dioxide (C-11) and, the most commonly used PET tracer,
fluorodeoxyglucose (FDG) (F-18).

In gamma camera imaging gamma rays from the patient are detected one gamma
ray at a time using a 2D detector (Fig. 9.7a). Over time, typically a few minutes, an
image is built corresponding to the distribution of radioactivity within the patient. If
the camera is rotated around the patient then the data acquired may be used to
generate a 3D image in a similar manner to CT scanning; this is called SPECT
(single-photon emission computed tomography) (Fig. 9.7b). The article by
Rahmima and Zaidib (2008) compares PET and SPECT.

In PET, the decay of each radioactive atom produces a positron. The positron is
the anti-particle of the electron so has a positive charge. The positron travels for a
short distance from its point of creation gradually slowing down until it collides
with an electron. The mass of the positron and electron is completely converted into
energy (‘annihilation’) resulting in the formation of two gamma rays which travel in
opposite directions (Fig. 9.8a). In PET the gamma ray pair is detected by sensors
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Fig. 9.7 a Gamma camera imaging; radionuclides in the patient decay producing gamma rays
which are detected by the camera. b SPECT; the gamma camera is rotated around the patient and
from the acquired data a 3D reconstructed image is produced
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Fig. 9.8 Principles of PET imaging. a A radioactive nucleus decays releasing a positron. This
travels a short distance then collides with an electron undergoing annihilation and two gamma rays
are produced which travel in opposite directions. b In a patient a radioactive nucleus decays and
the gamma rays are detected by the detector

which surround the subject (Fig. 9.8b). A line may then be drawn between the two
detection points and the gamma rays must have originated somewhere along this
line. Data is collected over many millions of annihilation events and is recon-
structed in the computer in a similar manner to CT imaging to obtain a 2D
cross-sectional image of the number of events occurring at each location within the
image. In practice a 3D dataset is collected. A whole body dataset may be collected
if the patient/volunteer is passed slowly through the detectors. Typical scan times
are 20—60 min. The distance the positron travels before annihilation is 1-3 mm.
This places an inherent limitation on the accuracy of localisation of the origin of the
positron, and hence on the achievable spatial resolution which is typically 4-6 mm
in the human. In practice a low radiation dose PET scan is followed immediately by
a CT scan (delivered within the same imaging system) for the purposes of atten-
uation correction and localisation of PET uptake to local anatomy.
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9.1.5 Contrast Agents for Ultrasound and MRI

The term ‘contrast agent’ is used to refer to a material which when injected into the
patient provides a significant change (increase or decrease) in the imaged quantity
enabling improved visualisation of particular structures; or in other words an agent
which improves image contrast. Often a contrast agent is simply associated with an
increase or decrease in received signal strength. Contrast agents for X-ray imaging
were noted above where an iodinated compound is injected into the vascular system
to enable visualisation of arteries and veins, and where barium is swallowed by
mouth or pumped into the rectum to enable visualisation of the gastrointestinal
system.

Ultrasound contrast agents. For ultrasound, contrast agents are based on
microbubbles (Fig. 9.9) (Sboros 2008). These are spherical consisting of a gas
encapsulated by a thin shell. These are usually injected into a vein in the arm; they
pass through the lung capillary bed; enter the systemic arterial system and travel to
the organ of interest where they are imaged using ultrasound. Microbubbles are
commonly manufactured with diameters in the range 2—6 pum in order that they can
pass through the capillaries in the lung. The behaviour of the microbubble in the
acoustic field depends on the peak acoustic pressure (Fig. 9.10). At low pressure the
bubble behaves in a linear manner with small oscillation. At higher peak pressure
the bubble will oscillate with non-linear motion including resonance. This
non-linear motion induces additional (harmonic) frequencies in the scattered
ultrasound. At very high peak pressure the bubble shell will burst. A number of
display modes are designed to take advantage of these different behaviours;
examples are as follows.

e Non-linear imaging. Intermediate acoustic pressure is used which induces
bubble resonance and non-linear behaviour. The scattered ultrasound contains
harmonic frequencies which are detected and displayed.

e Destruction imaging. After injection of contrast agents, low acoustic pressure is
used and bubble concentration increases. A high pressure acoustic pulse (flash
pulse) is swept across the field of view destroying all bubbles. The bubble
destruction causes small changes in the detected acoustic field which can be
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Fig. 9.9 An ultrasound contrast agent
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Fig. 9.10 Behaviour of an ultrasound contrast agent with increasing acoustic power

detected (e.g. appearing as a pseudo Doppler effect). Quantification of acoustic
intensity after the flash pulse may be used to estimate local perfusion.

MRI contrast agents. MRI contrast agents are based on heavy metals such as
gadolinium or iron (Strijkers et al. 2007; Bashir et al. 2015). These operate by
reducing one of the relaxation times, T1 or T2. Gadolinium-based contrast agents
are low molecular weight molecules such as Gd-DTPA (Magnevist) and Gd-DOTA
(Dotarem). Gadolinium is strongly paramagnetic and leads to relaxation of nearby
protons resulting in a fall of T1. Iron based contrast agents are usually in the form of
superparamagnetic iron oxide (SPIO) particles with a core diameter of 4-50 nm.
These are classified according to size; ultrasmall SPIO (USPIO) with diameter of
10—40 nm, SPIO nanoparticles (50-200 nm) and micron-sized particles of iron
oxide (MPIOs) (0.75-1.75 pum). These contain many thousands of iron atoms
which are magnetised by the MRI field. This results in a relatively large local
magnetic moment, which in turn produces strong local field gradients resulting in
loss of phase coherence in surrounding protons and a lowering of T2 (Fig. 9.11). In
addition to conventional contrast-enhanced imaging and MR angiography,
gadolinium-based MR contrast agents can be used for quantitative imaging of blood
perfusion in tissues by injecting a bolus of contrast agent and using rapid imaging to
track changes in signal intensity as the agent washes through the tissue. MR per-
fusion imaging can be used to assess myocardial perfusion, including stress testing.
Gadolinium-based agents are also used in assessment of myocardial viability, for
example following an infarct.

Targeted contrast agents for MRI and ultrasound. A targeted contrast agent is
one which will bind to specific biological sites (Huang 2008; Gessner and Dayton
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2010). For both MRI and ultrasound agents this has been achieved through a
bridging construct. At one end of the bridge is attached the contrast agent. At the
other end of the bridge is attached a molecular probe such as an antibody, a peptide
or a polysaccharide. These will attach to cells on the vascular wall which have
receptors for these probes. In the context of MRI, targeted agents are beginning to
be used to visualise a range of physiological and pathological processes, including
inflammation and apoptosis.

9.1.6 Comparison of Medical Imaging Systems

A brief comparison is presented in this section of the different imaging systems,
focussing on 3D capability (Table 9.1).

CT, SPECT and PET are examples of photon-limited imaging systems. These
rely on acquisition of a large number of photons in order to produce a low noise
image; the larger the number of photons, the lower the image noise. The acquisition
time is determined by the minimum number of photons which must be detected in
order to produce an image with noise below a certain threshold. This results in long
imaging times for PET in particular. In CT the X-ray tube can generate a very large
number of X-ray photons per unit time so short imaging times are achievable.
Ultrasound is not based on imaging of photons. Ultrasound images have a struc-
tured noise called ‘speckle’ which is independent of imaging time. The noise arises
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Table 9.1 Comparison of 3D medical imaging systems, data is given with reference to an
abdominal scan

CT MRI 3D SPECT PET
ultrasound
Typical capital | £200k £1.2 million £100k £300-500 k | £2-3 million
cost
Imaged quantity | X-ray Proton density, | Acoustic Tracer Tracer
attenuation | magnetic impedance | concentration |concentration
coefficient | relaxation times
Full body cross | Yes Yes No Yes Yes
section
Spatial 0.4- 1 mm x, y; 2— 1 mmux, z; | 10 mm 4-6 mm
resolution (mm) |0.8 mm; x, |5 mm z 2 mm y
Y 2
Acquisition 3-5s 15-20 min 0.1s 30 min 30 min
time 1 volume
Real-time mode | No Yes Yes No No
(guidance in
intervention)
Ability to image | Yes Yes Yes Yes Yes
perfusion
Ability to image | No Yes Yes Yes Yes
biological
processes
Radiation dose | Yes No No Yes Yes
Patient 99-100 95 99-100 99-100 99-100
acceptance (%)

2015 Guide price for; 64 slice CT, 3T MRI, high-end ultrasound, PET-CT

as an interference pattern from scattering of ultrasound within the ultrasound beam.
In MRI, image quality is limited ultimately by the fact that the magnetisation
induced in the patient’s body by the static magnetic field is very small, so relatively
long imaging times are needed to achieve sufficient signal to noise (SNR). There is
a trade of between SNR and other performance parameters such as temporal and
spatial resolution. Good pulse sequence design can optimise SNR subject to other
constraints, and high field strength magnets result in a larger magnetisation vector
which explains the trend from 1.5 to 3 T and now to 7 T in some research
applications.

When quoting spatial resolution it should be noted that there are three different
values along the x, y and z axes. For 2D MRI the resolution in the cross-sectional (x,
y) plane is typically 1 mm, however the slice thickness is more typically 3—-5 mm.
In this case the voxel (the unit element of an image) is long and thin. For ultrasound
the axial resolution for abdominal imaging is also around 1 mm, but the lateral and
elevation resolutions are 2-3 mm. CT systems have the same resolution in all
directions (isotropic) at 0.4—0.8 mm. PET has a much lower spatial resolution of 4—
6 mm.
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Both PET and CT use ionising radiation and are associated with a radiation dose to
the patient. There is a small but quantifiable risk of cancer induction. The use of CT and
PET must therefore be justified medically, and the dose received optimised relative to
the clinical information obtained. Repeated use of CT and PET is generally avoided
unless the medical benefit outweighs the risk from radiation. MRI and ultrasound are
classified as non-invasive in that there is no known long-term damage to tissues arising
from the imaging (although MRI in particular has some short-term hazards that are well
understood and well managed in clinical practice). This makes MRI and ultrasound
more suitable for repeated follow up studies and for use in volunteers. There are
contraindications for the use of MRI due to the effect of the strong magnetic field on
metals. Patients with most pacemakers and surgical clips are precluded.

In terms of patient acceptance this is close to 100 % for CT, ultrasound and PET.
A large minority of patients, some 5-10 %, experience claustrophobia in an MRI
scanner and cannot be imaged (although specially designed open MRI systems may
be suitable).

In general there is no perfect imaging system and the imaging system is chosen
which best matches either the clinical question or the research need.

9.1.7 Catheter-Based Imaging—IVUS and OCT

In catheter-based imaging, a miniature imaging system is mounted on the end of a
catheter which is passed along the arterial system to the point of interest. Two
imaging methods have been used in research and are emerging into clinical prac-
tice; intravascular ultrasound (IVUS) and optical coherence tomography (OCT).
This section briefly describes these two invasive imaging modalities.

An IVUS system produces a cross-sectional image of an artery using a high fre-
quency ultrasound transducer mounted on the distal end of a catheter. The principles of
construction of a B-mode image are the same as for clinical imaging involving the
pulse-echo technique and building up the image line by line. Typically the IVUS
transducer produces frequencies in the range 20-60 MHz, much higher than for clinical
use. In ultrasound imaging the spatial resolution is inversely proportional to the fre-
quency; a 10-times increase in frequency results in a 10 times improvement in spatial
resolution. Whereas, the spatial resolution (along the beam axis) of a clinical transducer
operating at 5 MHz is around 0.5 mm, the spatial resolution of an IVUS transducer
operating at 50 MHz is around 50 pm. IVUS imaging therefore produces the most
detailed images of any ultrasound technique (Fig. 9.12a). The simplest and most widely
used transducer design consists of a single-element attached to the side of the catheter.
The catheter is rotated (using an external drive) and the beam is swept around in a
circle. An array transducer consisting of a number of elements wrapped around the
catheter allows sweeping of the beam in a circle without rotation of the transducer. 3D
images may be collected by gradual pullback of the catheter. Analysis of the RF data
allows different types of plaque components to be distinguished (Nair et al. 2002). In
commercial use this is called ‘virtual histology’ (Volcano, Sand Diego, USA).
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Fig. 9.12 Catheter-based imaging of arteries using OCT and IVUS. a thin-cap plaque. b Thick
cap plaque. From; Maejima N, Hibi K, Saka K, Nakayama N, Matsuzawa Y, Endo M, Iwahashi N,
Okuda J, Tsukahara K, Tahara Y, Kosuge M, Ebina T, Umemura S, Kimura K; Morphological
features of non-culprit plaques on optical coherence tomography and integrated backscatter
intravascular ultrasound in patients with acute coronary syndromes; European Heart Journal -
Cardiovascular Imaging. 2015;16(2):190-197; paper published on behalf of the European Society
of Cardiology; © The Author 2014, with permission from Oxford University Press

An OCT system uses infrared light to produce images. There is high absorption
of light in tissue for the visible frequency range (violet-red). However infrared light
in the wavelength range 650—-1350 nm has low absorption and there is penetration
of 2-3 mm in most tissues. The typical resolution of a catheter-based OCT system
is 1020 um. It is noted that optical imaging in general (i.e. microscopy) is high
resolution and this is the reason that high resolution is achievable using OCT. OCT
operates in a similar manner to ultrasound in that the time of flight of light is
estimated between transmission from the laser, scattering from the tissue and
reception at the detector. As the speed of light is so large, it is not possible to
measure the time of flight directly. Instead an interference method is used to obtain
time (and hence depth) information. This involves interference between the light
scattered from the tissues and a reference beam; the details of the methodology and
instrumentation are described in review papers (Fujimoto et al. 2000; Terashima
et al. 2012). For use in arterial imaging the light source and the light detector are
placed externally and light travels to and from the catheter tip along an optical fibre.
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Figure 9.12b shows a typical image obtained using an OCT system. The spatial
resolution of OCT (10-20 um) is by far the best of any medical imaging system.
Chapter 15 covers atherosclerosis and it is noted that plaque rupture occurs when
the fibrous cap is thin and a critical thickness of 65 um is noted. This is far lower
than the best spatial resolution available for clinical imaging. It is at about the
resolution limit of IVUS. It is only OCT with spatial resolution of 10-20 pm that
has the ability to provide accurate measurements of a cap thickness of 65 pum.

9.2 Measurements and Applications

This section describes the measurements and applications that can be made using
imaging systems, with examples drawn from cardiovascular applications.

9.2.1 Geometry and Motion

It was noted above that CT, MRI and ultrasound are principally structural imaging
techniques; that is the images provide information about structure and geometry.
The basic measurements related to structure are distance, area and volume; in other
words measurements related to 1, 2 and 3 spatial dimensions. In addition there is
change in geometry with time (4D).

ID. Information in 1D is mostly of interest in terms of measurement of distance.
This may be performed manually in which the operator locates two points and the
machine calculates the distance between the points. An example here is the mea-
surement of the diameter of an artery. For an abdominal aortic aneurysm the
maximum diameter as measured from ultrasound is used as the criterion for surgical
repair; if the diameter is greater than 5.5 cm the patient is offered repair. The change
in diameter with time may be measured automatically using ultrasound.

2D. Measurement of area requires the boundary of a structure to be identified.
The process of boundary identification is called segmentation. This may be per-
formed manually by the operator selecting points along the boundary which the
machine will then join together, calculating the area prescribed by the points.
Alternatively the boundary may be identified automatically by the machine.
Examples of area measurement include the cross-sectional area of an artery, which
may be used for estimation of volumetric blood flow from the product of
cross-sectional area and mean velocity.

3D/4D. Segmentation of a 3D geometry can be undertaken manually. The
volume is divided into a number of slices, the operator identifies points around each
slice, and software is used to join the dots forming a surface. This is very time
consuming for the operator. The use of automated segmentation for identifying the
boundary is much preferred. If time-varying imaging data is available then a
time-varying segmented geometry can be obtained. 3D surface geometries are
required for patient-specific modelling (Chap. 11). 3D geometry data is used in
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Fig. 9.13 Measurement of ventricular volume with time from CT

heart scanning to visualise and make measurements on the left ventricle such as the
change in volume with time (Fig. 9.13). Abnormal patterns of motion can be
identified automatically from the segmented data.

9.2.2 Blood Velocity and Related Quantities

Information on blood velocity may be obtained from MRI and ultrasound. From
velocity a number of other quantities may be estimated including volumetric flow
and wall shear rate. A complex flow field, such as occurs in for example the carotid
bifurcation, is fully described by three spatial components (x, y, z), three velocity
components (Vy, Vy, v;) and one time component, which is seven components in all.
Imaging of all seven velocity components is rarely undertaken. In practice mea-
surement of some much reduced subset is undertaken as described below.
Ultrasound. Commercial ultrasound systems are limited in their ability to
measure velocity (Hoskins 2011). The main measurement is the maximum velocity
as a function of time from spectral Doppler (Fig. 9.14). Other measurements are
made using a number of assumptions. The principle assumptions are that flow is
axial (travels parallel to the vessel wall), the vessel is straight and flow is fully
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Fig. 9.14 Measurement of maximum velocity using spectral Doppler

developed (see Chap. 1). These assumptions describe a simple flow which is
axisymmetric and where the maximum velocity is located at the centre of the vessel.
Importantly the time-average velocity profile is parabolic from which it follows that
the mean velocity (averaged over the cardiac cycle) is exactly half the maximum
velocity (averaged over the cardiac cycle). Volumetric flow Q is calculated as the
product of cross-sectional area A and time-averaged mean velocity v,,ean-ra:

0 = AViean—ta (94)

Mean velocCity Viyeanta 18 half the measured maximum velocity viax.i.. Area is
estimated from the diameter d measured from B-mode imaging. Time-averaged
maximum velocity is measured from spectral Doppler. Volume flow is then mea-
sured according to Eq. 9.5.

2
Q — nd Vrgnax—ta (95)
With the assumption of parabolic velocity profile the mean wall shear rate
WSR,can-ia OVer the cardiac cycle may be estimated using Eq. 9.6. The mean wall
shear stress is then obtained by multiplying the mean wall shear rate by the vis-
cosity (commonly assumed to be 3.5 or 4 mPa s).
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AViax—
WSRnean—ta = % (96)

Estimation of time-varying wall shear rate and volumetric flow requires a
slightly more complex approach, reported in Blake et al. (2008). The input data is
again the maximum velocity obtained from spectral Doppler and diameter obtained
from the B-mode image. The Womersley equations (Chap. 1) are used to estimate
the change in velocity profile with time. From the velocity profiles the instanta-
neous wall shear rate and volumetric flow can be calculated.

In practice flow in main arteries is rarely fully developed (see Chap. 4) so that
measurements of flow rate and wall shear rate above have errors. Dedicated
ultrasound systems in the research literature have been used to estimate velocity
profiles enabling measurement of wall shear rate and volumetric flow without the
assumption of fully developed flow (reviewed in Hoskins 2012).

Spectral Doppler in commercial ultrasound systems is based on measurement of
one velocity component; that along the ultrasound beam. Measurement of two or
three velocity components is possible and involves the use of multiple beams
(Hoskins 2015). This approach has been adopted commercially by BK Medical.
This allows measurement of the time-varying velocity profile, from which volume
flow may be estimated (Fig. 9.15). It is noted that this is five components; two
spatial, two velocity and one time.
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Fig. 9.15 Measurement of volumetric flow using the BK Medical system which displays true
velocity magnitude. Image kindly provided by BK Medical
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Fig. 9.16 Estimation of 2D velocity profiles using MRI. Reproduced with kind permission from
Springer Science+Business Media: Markl M; Techniques in the assessment of cardiovascular
blood flow and velocity. In: Kwong RY (editor); ‘Cardiovascular magnetic resonance imaging’:
Totowa, NJ; Human Press Inc.; 2008, pp. 195-210; Fig. 6, © Humana Press Inc., Totowa, NJ

MRI. MRI systems have much increased flexibility for measurement of velocity
compared with ultrasound. It is possible to acquire full 7D imaging through use of
gated studies with measurements of v,, v, and v, (Papathanasopoulou et al. 2003;
Boussel et al. 2009; Markl et al. 2014; Stankovic et al. 2014). These techniques
allow measurement of the 2D velocity profile as a function of time (Fig. 9.16) and
visualisation of complex flow patterns, such as the helical flow of blood in the aorta
(Fig. 4.13). Where 2D velocity profile data is available, flow rate is estimated as the
sum of the velocity data over the cross-sectional area of the vessel (Olufsen et al.
2000).

While MRI is able to estimate the 3D velocity field with good accuracy, esti-
mation of wall shear rate in complex geometries is challenging for two reasons. The
first reason is the difficulty in measuring low velocities near to the vessel wall. The
second reason is estimation of the location of the wall. It has become common
practice to use computational fluid dynamics to estimate the 7D flow field and wall
shear stress as described in Chap. 11.

9.2.3 Strain

As noted in Chap. 1, strain is the fractional change in length following change in
applied load. Strain imaging therefore is concerned with imaging of the fractional
change in dimensions of tissues with change in load. Measurement of strain
requires images taken before and after the load is applied. The images record the
change in dimensions. Image processing is undertaken to estimate the local change
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in image dimensions, and then local strain is calculated. Strain imaging may be
undertaken using MRI, CT and ultrasound as described below, with an emphasis on
cardiovascular applications.

MRI. In myocardial tagging, specialised pulse sequences are used to magneti-
cally tag the myocardium, and these tags can be tracked over the course of the
cardiac cycle so that normal or abnormal motion can be visualised and biome-
chanical parameters such as strain and torsion can be extracted (Dornier et al. 2004).

CT. 3D time-varying data from the aorta may be acquired allowing measurement
of the change in vessel diameter and length through the cardiac cycle. This has been
used to calculate the aorta circumferential and longitudinal strain (Morrison et al.
2009).

Ultrasound. There are two main strain-imaging techniques used in ultrasound
based on use of geometry data (RF or B-mode) and the second based on the use of
Doppler ultrasound. Comparison of two consecutive RF A-lines may be undertaken
using cross-correlation techniques (Kanai et al. 2003). This allows estimation of
local tissue displacements with an accuracy of 1-10 um. It is noted that this is far
below the typical axial spatial resolution of 300-600 um. These and related tech-
niques have been used to estimate strain within atherosclerotic plaque (Kanai et al.
2003). Cardiac strain imaging has been widely adopted in clinical practice.
Typically Doppler tissue imaging provides information on local myocardial
velocities. From the velocity field the velocity gradient is calculated and then from
this the local strain is calculated. Following myocardial infarction local strain is
reduced compared to normal myocardium. Cardiac strain imaging may also be
undertaken by tracking of image points from the 2D B-mode data using a technique
called ‘speckle tracking’ (Perk et al. 2007).

Strain imaging is also widely used in elastography which is concerned with the
measurement of the stiffness of tissues (Hoskins 2012). The rationale here is that
stiff tissues generally experience lower strain than soft tissues under the application
of a load. However, strain is used only as a surrogate for stiffness, whereas true
measurement of stiffness may be undertaken using shear wave elastography as
described in the next section.

9.2.4 Stiffness

The measurement of the stiffness of tissues using imaging is referred to as elas-
tography. We will consider shear wave elastography in this section; further con-
sideration of elastography is given in Chap. 13. Shear waves are transverse waves
(Chap. 1). These travel at relatively slow velocities in soft tissues of typically 1—-
20 m s~'. There are four steps in the estimation of stiffness using shear wave
elastography

1. Induction of shear waves.
2. Imaging of shear wave propagation through soft tissue.
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3. Estimation of shear wave velocity c,.
4. Conversion of shear wave velocity data to elastic modulus E using Eq. 9.7.

E =3pc? (9.7)

where p is the local tissue density (the manufacturers assume a value for density).
Approaches to shear wave elastography which have been adopted in ultrasound
and MRI are described below.

9.2.4.1 Ultrasound Shear Wave Elastography

In commercial ultrasound systems induction of shear waves is performed through
use of a high-power acoustic beam called a ‘pushing beam’. Ultrasound is asso-
ciated with a radiation force in the direction of the beam. When a high-power beam
is used this results in displacements of the tissue in the direction of the beam by 10—
20 pum over a period of a few ms. This displacement is then transmitted through the
tissues in the form of a shear wave. In practice several high-power pulses are
generated, each focussed at a different depth within the beam. The result is a high
amplitude shear wave which propagates further through the tissue. Following
transmission of the pushing beam the ultrasound transducer switches into reception
mode. The propagation of the shear wave is tracked by the ultrasound system. This
requires an imaging frame rate of several thousand per second which is much higher
than can be achieved in conventional B-mode imaging. The details of high frame
rate imaging are beyond the scope of the current text; the interested reader is
referred to Chap. 3 in Hoskins (2012) for further information. Equation 9.7 is used
to estimate the Young’s modulus from the local shear wave velocity. Further
reading is provided by Hoskins (2012) and Gennisson et al. (2013).

9.2.4.2 Magnetic Resonance Elastography

An external actuator is used to generate shear waves of frequency 100-500 Hz. The
actuation device is designed with any metallic components located at a distance
from the MRI magnet. A loudspeaker has been used to generate sound waves which
are transmitted through a long pole which is attached to the subject via a flexible
cuff. A more flexible arrangement is a pneumatic approach involving transmission
of sound waves via an air column within a stiff pipe. Shear waves produced by the
actuator travel through the tissues of the body.

Dedicated MRI pulse sequences are used to image the shear waves as they pass
through the tissues and wave-inversion estimates local shear wavelength, and from
this shear wave velocity. Local stiffness is then estimated using Eq. 9.5. Further
reading is provided by Glaser et al. (2012) and Venkatesh et al. (2013).
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9.2.5 Functional Imaging in Cardiovascular Disease

This section briefly describes applications of functional imaging systems in car-
diovascular disease. Some of these techniques are still at the research stage and are
yet to enter clinical practice. This is necessarily a brief and selective overview:
readers are referred to more specialist literature for more information on these areas.

Perfusion. Quantitative measurement of local perfusion in units of ml min~"' g~*
may be performed by PET using O-15 incorporated into water. Other imaging
modalities provide images related to perfusion. The method most widely adopted in
clinical practice is gamma camera imaging using TI-201 whose uptake in the
myocardium is proportional to local perfusion. Typically imaging is performed after
some form of cardiac stress (e.g. exercise) and then again at rest, with the two
patterns of uptake compared. As noted above contrast agents for MRI and ultra-
sound can also be used to image perfusion.

Mpyocardial architecture. Specialised MRI techniques provide unique windows
on aspects of myocardial microstructure and mechanical function. Diffusion tensor
imaging (DTI) permits non-invasive investigation of the muscle fibre architecture of
the myocardium, which promises to be a useful clinical tool.

Inflammation. It is known that inflammation is a key component of cardiovas-
cular disease. Inflammation is associated with high concentrations of macrophages;

Fig. 9.17 PET FDG image of the carotid arteries. a CT angiogram. b 18F-FDG uptake (arrow) in
the right carotid artery on fused 18F-FDG PET-CT images. From; Tarkin et al. (2014), © 2014
Macmillan Publishers Limited, with permission from Walters Kluwer Health, Inc.
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Fig. 9.18 USPIO uptake in patients with abdominal aortic aneurysm. a: UPSIO uptake around the
lumen. b Diffuse patchy uptake throughout the intraluminal thrombus. ¢ Discrete focal area of
USPIO involving the wall of the AAA that is distinct from the periluminal region. d, e;
corresponding MRI T2 weighted anatomic images. The focal uptake seen in ¢ is thought to
represent focal inflammation and to be an indicator of increased risk of rupture. Reprinted by
permission from Macmillan Publishers Ltd: Richards et al. (2011); copyright (2011)

these are a type of white cell that engulf and digest damaged or dead cells.
Both PET and MRI have been used to image inflammation. PET imaging involves
the use of F-18 in Fluorodeoxyglucose (FDG). FDG contains glucose which is
taken up in higher concentration by highly metabolic pathologies such as inflam-
mation or tumours. Increased uptake in atherosclerotic plaque is indicative of
metabolic activity of macrophages (Tarkin et al. 2014) (Fig. 9.17). MR imaging of
inflammation involves the use of USPIOs (ultrasmall paramagnetic iron oxide
particles). In abdominal aortic aneurysms these are taken up by macrophages
(Richards et al. 2011) (Fig. 9.18).

Micro-calcification. In the early stages of atherosclerosis, micro-calcifications
occur in response to inflammation. This is thought to be a defensive response in an
attempt to seal off the affected area. PET imaging of micro-calcification involves the
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use of F-18 sodium fluoride where it has been used in the coronary arteries to detect
early disease (Dweck et al. 2012).
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