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INTRODUCTION

Water is the most abundant substance on earth, the principal constituent of all
living things, and a major force constantly shaping the surface of the earth. It is
also a key factor in air-conditioning the earth for human existence and in influenc-
ing the progress of civilization. Hydrology, which treats all phases of the earth’s
water, is a subject of great importance for people and their environment. Practical
applications of hydrology are found in such tasks as the design and operation of
hydraulic structures, water supply, wastewater treatment and disposal, irrigation,
drainage, hydropower generation, flood control, navigation, erosion and sediment
control, salinity control, pollution abatement, recreational use of water, and fish
and wildlife protection. The role of applied hydrology is to help analyze the
problems involved in these tasks and to provide guidance for the planning and
management of water resources.

The hydrosciences deal with the waters of the earth: their distribution and
circulation, their physical and chemical properties, and their interaction with the
environment, including interaction with living things and, in particular, human
beings. Hydrology may be considered to encompass all the hydrosciences, or
defined more strictly as the study of the hydrologic cycle, that is, the endless
circulation of water between the earth and its atmosphere. Hydrologic knowledge
is applied to the use and control of water resources on the land areas of the earth;
ocean waters are the domain of ocean engineering and the marine sciences.

Changes in the distribution, circulation, or temperature of the earth’s waters
can have far-reaching effects; the ice ages, for instance, were a manifestation of
such effects. Changes may be caused by human activities. People till the soil,
irrigate crops, fertilize land, clear forests, pump groundwater, build dams, dump
wastes into rivers and lakes. and do many other constructive or destructive things

o




2 APPLIED HYDROLOGY

1.1 HYDROLOGIC CYCLE , _

Water on earth exists in a space called the hydrosphere which extends about

15 km up into the atmosphere and about 1 km down into the lithosphere, the M 8.

crust of the earth. Water circulates in the hydrosphere through the maze of paths 9 gg

constituting the hydrologic cycle. : \ m‘g £ \ r'3
The hydrologic cycle is the central focus of hydrology. The cycle has no \ ~ 1 ;Z:Z

beginning or end, and its rgany processes occur continuously. As shown schemat- # 1?

ically in Fig. 1.1.1, water evaporates from the oceans and the land surface to
become part of the atmosphere; water vapor is transported and lifted in the atmo-
sphere until it condenses and precipitates on the land or the oceans; precipitated
water may be infercepted by vegetation, become overland flow over the ground
surface, infiltraic into the ground, flow through the soil as subsurface flow, and
discharge into streams as surface runoff. Much of the intercepted water and sur-
face runoff returns to the atmosphere through evaporation. The infiltrated water
may percolate deeper to recharge groundwater, later emerging in springs or seep-
ing into streams to form surface runoff, and finally flowing out to the sea or
evaporating into the atmosphere as the hydrologic cycle continues.

Estimating the total amount of water on the earth and in the various processes
of the hydrologic cycle has been a topic of scientific exploration since the second

| Groundwater

J L
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half of the nineteenth century. However, quantitative data are scarce, particularly = B
over the oceans, and so the amounts of water in the various components of the 2 g i HH
global hydrologic cycle are still not known precisely. = § = il
Table 1.1.1 lists estimated quantities of water in various forms on the earth. § g5 Z il
About 96.5 percent of all the earth’s water is in the oceans. If the earth were a <:6 5 52 ‘; i
uniform sphere. this quantity would be sufficient to cover it to a depth of about ks “3 (B S HHE
2.6 km (1.6 mi). Of the remainder, 1.7 percent is in the polar ice, 1.7 percent in S e ?”' ER AR ity
< 7 G

groundwater and only 0.1 percent in the surface and atmospheric water systems.
The atmospheric water system, the driving force of surface water hydrology,

.
of

r
|
contains only 12,900 km?* of water, or less than one part in 100,000 of all the ‘ é
earth’s water. ’ 23
Of the earth’s fresh water, about two-thirds is polar ice and most of the : ; A2
remainder is groundwater going down to a depth of 200 to 600 m. Most ground- ] \} -
water is saline below this depth. Only 0.006 percent of fresh water is contained ? ~ 5
in rivers. Biological water, fixed in the tissues of plants and animals, makes up /v “ g £
about 0.003 percent of all fresh water, equivalent to half the volume contained ‘ / :>§§ g
in rivers. ] ] 1~ | g -
Although the water content of the surface and atmospheric water systems is : \\ !! g ';
. ] £

relatively small at any given moment, immense quantities of water annually pass
through them. The global annual water balance is shown in Table 1.1.2; Fig. 1.1.1
shows the major components in units relative to an annual land precipitation

strata

A

Impervious

vdrologic cycle with global annual average water balance given in units relative to a value of 100 for the rate of precipitation on land.

volume of 100. It can be seen that evaporation from the land surface consumes : =
61 percent of this precipitation, the remaining 39 percent forming runoff to the ;
oceans, mostly as surface water. Evaporation from the oceans contributes nearly &

=

AN amennnt A atmmpenharie maisture Analvsis of the flow and storage of water in
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TABLE 1.1.1
Estimated world water quantities
Item Area Volume Percent of Percent of
(10° km?) (km®) total water fresh water
Oceans 361.3 1,338,000,000 96.5
Groundwater .
Fresh 13468 10,530,000 0.76 30.1
Saline 134.8 12,870,000 0.93
Soil Moisture 82.0 16,500 0.0012 0.05
Polar ice 16.0 24,023,500 1.7 68.6
Other ice and snow 0.3 340,600 0.025 1.0
Lakes
Fresh 1.2 91,000 0.007 0.26
Saline 0.8 85,400 0.006
Marshes 2.7 11,470 0.0008 0.03
Rivers 148.8 2,120 0.0002 0.006
Biological water 510.0 1,120 0.0001 0.003
Atmospheric water 510.0 12,900 0.001 0.04
Total water 510.0 1,385,984,610 100
Fresh water 148.8 35,029,210 245 100

INTRODUCTION 5
TABLE 1.1.2
Global annual water balance
Ocean Land
Area (km?) 361,300,000 148,800,000
Precipitation (km¥/yr) 458,000 119,000 4
(mm/yr) 1270 800 1
(in/yr) 50 31 #
Evaporation (km¥/yr) 505,000 72,000 :-
(mWyr) 1400 484
(in/yr) 88 19
Runoff to ocean
Rivers (km?/yr) _ 44,700
Groundwater (km%yr) _ 2200
Total runoff (km3/yr) _ 47,000
(mm/yr) _ 316
(in/yr) _ 12

Table from World Water Balance and Water Resources of the Earth, Copyright,

UNESCO, 1978

constant, the distribution of this water is continually changing on continents, in
regions, and within local drainage basins.

Table from World Water Balance and Water Resources of the Earth, Copyright, UNESCO, 1978.

Example 1.1.1. Estimate the residence time of global atmospheric moisture.

Solution. The residence time T, is the average duration for a water molecule to
pass through a subsystem of the hydrologic cycle. It is calculated by dividing the
volume of water S in storage by the flow rate Q.

T, = — (1.1.1)

The volume of atmospheric moisture (Table 1.1.1) is 12,900 km?3. The flow rate of
moisture from the atmosphere as precipitation (Table 1.1.2) is 458,000 + 119,000
= 577,000 km®/yr, so the average residence time for moisture in the atmosphere
is T, = 12,900/577,000 = 0.022 yr = 8.2 days. The very short residence time
for moisture in the atmosphere is one reason why weather cannot be forecast
accurately more than a few days ahead. Residence times for other components of
the hydrologic cycle are similarly computed. These values are averages of quantities
that may exhibit considerable spatial variation.

Although the concept of the hydrologic cycle 1s simple, the phenomenon is enor-
mously complex and intricate. It is not just one Jarge cycle but rather is composed
- : taesd avnlac Af mantinental reoional. and lncal extent. Although

_The hydrology of a region is determined by its weather patterns and by
physwal factors such as topography, geology and vegetation. Also, as civiliza-
tion progresses, human activities gradually encroach on the natural water envi-
ronment, altering the dynamic equilibrium of the hydrologic cycle and initiating
new processes and events. For example, it has been theorized that because o?
Fhe bumlng of fossil fuels, the amount of carbon dioxide in the atmosphere is
increasing. This could result in a warming of the earth and have far-reaching
effects on global hydrology.

1.2 SYSTEMS CONCEPT

Hydrologic phenomena are extremely complex, and may never be fully under-
§tood. 'However, in the absence of perfect knowledge, they may be represented
in a simplified way by means of the systems concept. A system is a set of
connected parts that form a whole. The hydrologic cycle may be treated as a
system whose components are precipitation, evaporation, runoff, and other phases
of the hydrologic cycle. These components can be grouped into subsystems of
the overall cycle; to analyze the total system, the simpler subsystems can be
treated separately and the results combined according to the interactions between
the subsystems.

In Fig. 1.2.1, the global hydrologic cycle is represented as a system. The
fiashed lines divide it into three subsytems: the atmospheric water system contain-
ing the processes of precipitation, evaporation, interception, and transpiration; the
surface water system containing the processes of overland flow, surface runoff.

L



6 APPLIED HYDROLOGY

the subsurface warter system containing the processes of infiltration, groundwater
recharge, subsurface flow and groundwater flow. Subsurface flow takes place in
the soil near the land surface; groundwater flow occurs deeper in the soil or rock
strata.

For most practical problems, only a few processes of the hydrologic cycle
are considered at a time, and then only considering a small portion of the earth’s
surface. A more restricted system definition than the global hydrologic system is
appropriate for such treatment, and is developed from a concept of the control
volume. In fluid mechanid, the application of the basic principles of mass,
momentum, and energy to a fluid flow system is accomplished by using a control
volume, a reference frame drawn in three dimensions through which the fluid

Precipitation Evaporation
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flows. The control volume provides the framework for applying the laws of
conservation of mass and energy and Newton’s second law to obtain practical
equations of motion. In developing these equations, it is not necessary to know
the precise flow pattern inside the control volume. What must be known are the
properties of the fluid flow at the control surface, the boundary of the control
volume. The fluid inside the control volume is treated as a mass, which may
be represented as being concentrated at one point in space when considering the
action of external forces such as gravity. 5

By analogy, a hydrologic system is defined as a structure or volume in
space, surrounded by a boundary, that accepts water and other inputs, operates
on them internally, and produces them as outputs (Fig. 1.2.2). The structure (for
surface or subsurface flow) or volume in space (for atmospheric moisture flow) is
the totality of the flow paths through which the water may pass as throughput from
the point it enters the system to the point it leaves. The boundary is a continuous
surface defined in three dimensions enclosing the volume or structure. A working
medium enters the system as input, interacts with the structure and other media,
and leaves as output. Physical, chemical, and biological processes operate on the
working media within the system; the most common working media involved in
hydrologic analysis are water, air, and heat energy.

The procedure of developing working equations and models of hydrologic
phenomena is similar to that in fluid mechanics. In hydrology, however, there is
generally a greater degree of approximation in applying physical laws because the
systems are larger and more complex, and may involve several working media.
Also, most hydrologic systems are inherently random because their major input
is precipitation, a highly variable and unpredictable phenomenon. Consequently,
statistical analysis plays a large role in hydrologic analysis.

Example 1.2.1. Represent the storm rainfall-runoff process on a watershed as a
hydrologic system.

Solution. A watershed is the area of land draining into a stream at a given location.
The watershed divide is a line dividing land whose drainage flows toward the given
stream from land whose drainage flows away from that stream. The system boundary
is drawn around the watershed by projecting the watershed divide vertically upwards
and downwards to horizontal planes at the top and bottom (Fig. 1.2.3). Rainfall
is the input, distributed in space over the upper plane; streamflow is the output,
concentrated in space at the watershed outlet. Evaporation and subsurface flow could
also be considered as outputs, but they are small compared with streamflow during
a storm. The structure of the system is the set of flow: paths over or through the soil
and includes the tributary streams which eventually merge to become streamflow at
the watershed outlet.

_ Input | Operator | Output
1(r) Q o) FIGURE 1.2.2 . ‘ .
Schematic representation of system operation.
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FIGURE 1.2.3
The watershed as a hydrologic system.

If the surface and soil of a watershed are examined in great detail, the num-
ber of possible flow paths becomes enormous. Along any path, the shape, slope,
and boundary roughness may be changing continuously from place to place and
these factors may also vary in time as the soil becomes wet. Also, precipitation
varies randomly in space and time. Because of these great complications, it is not
possible to describe some hydrologic processes with exact physical laws. By using
the system concept, effort is directed to the construction of a model relating inputs
and outputs rather than to the extremely difficult task of exact representation of
the system details, which may not be significant from a practical point of view
or may not be known. Nevertheless, knowledge of the physical system helps in
developing a good model and verifying its accuracy.

1.3 HYDROLOGIC SYSTEM MODEL

The objective of hydrologic system analysis is to study the system operation
and predict its output. A hydrologic system model is an approximation of the
actual system; its inputs and outputs are measurable hydrologic variables and its
structure is a set of equations linking the inputs and outputs. Central to the model
structure is the concept of a system transformation.

Let the input and output be expressed as functions of time, I1(¢) and Q(¢)
respectively, for 7 belonging to the time range T under consideration. The system
performs a transformation of the input into the output represented by

Q=@ (1.3.1)

which is called the transformation equation of the system. The symbol ) is a
transfer function between the input and the output. If this relationship can be ex-
pressed by an algebraic equation, then Q) is an algebraic operator. For example, if

INTRODUCTION 9

Q) =CI@® (1.3.2)
where C is a constant, then the transfer function is the operator
0]
Q=—-=C
0 (1.3.3)

If the transformation is described by a differential equation, then the ansfer
function serves as a differential operator. For example, a linear reservoir has its
storage S related to its outflow Q by #

S = kQ (1.3.4)

where k is a constant having the dimensions of time. By continuity, the time rate
of change of storage dS/dt is equal to the difference between the input and the
output

A I()—Q 1.8

7 () (L:3:5)
Eliminating S between the two equations and rearranging,

d

% 1 o = 10) (1.3.6)

dt
S0

_Q0 _ 1

I 1+ kD L

where D is the differential operator d/dt. If the transformation equation has been
determined and can be solved, it yields the output as a function of the input.
Equation (1.3.7) describes a linear system if k is a constant. If k is a function
of the input / or the output Q then (1.3.7) describes a nonlinear system which is
much more difficult to solve.

1.4 HYDROLOGIC MODEL CLASSIFICATION

Hydrologic models may be divided into two categories: physical models and
abstract models. Physical models include scale models which represent the system
on a reduced scale, such as a hydraulic model of a dam spillway; and analog
models, which use another physical system having properties similar to those of
the prototype. For example, the Hele-Shaw model is an analog model that uses
the movement of a viscous fluid between two closely spaced parallel plates to
model seepage in an aquifer or embankment. ‘

Abstract models represent the system in mathematical form. The system
operation is described by a set of equations linking the input and the output
variables. These variables may be functions of space and time, and they may also
be probabilistic or random variables which do not have a fixed value at a particular

o
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point in space and time but instead are described by probability distributions. For
example, tomorrow’s rainfall at a particular location cannot be forecast exactly
but the probability that there will be some rain can be estimated. The most general
representation of such variables is a random field, a region of space and time
within which the value of a variable at each point is defined by a probability
distribution (Vanmarcke, 1983). For example, the precipitation intensity in a
thunderstorm varies rapidly in time, and from one location to another, and cannot
be predicted accurately, so it is reasonable to represent it by a random field.

Trying to develop a todel with random variables that depend on all three
space dimensions and time is a formidable task, and for most practical purposes
it is necessary to simplify the model by neglecting some sources of variation.
Hydrologic models may be classified by the ways in which this simplification is
accomplished. Three basic decisions to be made for a model are: Will the model
variables be random or not? Will they vary or be uniform in space? Will they
vary or be constant in time? The model may be located in a “tree” according to
these choices, as shown in Fig. 1.4.1.

A deterministic model does not consider randomness; a given input always
produces the same output. A stochastic model has outputs that are at least par-
tially random. One might say that deterministic models make forecasts while
stochastic models make predictions. Although all hydrologic phenomena involve
some randomness, the resulting variability in the output may be quite small when
compared to the variability resulting from known factors. In such cases, a deter-
ministic model is appropriate. If the random variation is large, a stochastic model
is more suitable. because the actual output could be quite different from the sin-
gle value a deterministic model would produce. For example, reasonably good
deterministic models of daily evaporation at a given location can be developed
using energy supply and vapor transport data, but such data cannot be used to
make reliable models of daily precipitation at that location because precipitation
is largely random. Consequently, most daily precipitation models are stochastic.

At the middle level of the tree in Fig. 1.4.1, the treatment of spatial varia-
tion is decided. Hydrologic phenomena vary in all three space dimensions, but
explicitly accounting for all of this variation may make the model too cumber-
some for practical application. In a deterministic /umped model, the system is
spatially averaged, or regarded as a single point in space without dimensions. For
example, many models of the rainfall-runoff process shown in Fig. 1.2.3 treat the
precipitation input as uniform over the watershed and ignore the internal spatial
variation of watershed flow. In contrast, a deterministic distributed model con-
siders the hydrologic processes taking place at various points in space and defines
the model variables as functions of the space dimensions. Stochastic models are
classified as space-independent or space-correlated according to whether or not
random variables at different points in space influence each other.

At the third level of the tree, time variability is considered. Deterministic
models are classified as steady-flow (the flow rate not changing with time) or
unsteady-flow models. Stochastic models always have outputs that are variable
in time. They may be classified as time-independent or time-correlated; a time-
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independent model represents a sequence of hydrologic events that do not influ-
ence each other, while a time-correlated model represents a sequence in which
the next event is partially influenced by the current one and possibly by others in
the sequence.

All hydrologic models are approximations of reality, so the output of the
actual system can never be forecast with certainty; likewise, hydrologic phenom-
ena vary in all three space dimensions, and in time, but the simultaneous consid-
eration of all five sources of'variation (randomness, three space dimensions, and
time) has been accomplistfed for only a few idealized cases. A practical model
usually considers only one or two sources of variation.

Of the eight possible hydrologic model types shown along the bottom line
of Fig. 1.4.1, four are considered in detail in this book. In Fig. 1.4.2, a section of
a river channel is used to illustrate these four cases and the differences between
them. On the right of the figure is a space-time domain in which space, or distance
along the channel. is shown on the horizontal axis and time on the vertical axis
for each of the four cases.

The simplest case, (a), is a deterministic lumped steady-flow model. The
inflow and outflow are equal and constant in time, as shown by the equally sized
dots on the lines at x = 0 and x = L. Many of the equations in the first six chapters
of this book are of this type (see Ex. 1.1.1, for example). The next case, (b), is a
deterministic lumped unsteady-flow model. The inflow /() and outflow Q(t) are
now allowed to vary in time, as shown by the varying sized dots atx=0and x = L.
A lumped model does not illuminate the variation in space between the ends of
the channel section so no dots are shown there. The lumped model representation
is used in Chaps. 7 and 8 to describe the conversion of storm rainfall into runoff
and the passage of the resulting flow through reservoirs and river channels. The
third case, (¢), is a deterministic distributed unsteady-flow model; here, variation
along the space axis is also shown and the flow rate calculated for a mesh of points
in space and time. Chapters 9 and 10 use this method to obtain a more accurate
model of channel flow than is possible with a lumped model. Finally, in case
(d), randomness is introduced. The system output is shown not as a single-valued
dot, but as a distribution assigning a probability of occurrence to each possible
value of the variable. This is a stochastic space-independent time-independent
model where the probability distribution is the same at every point in the space-
time plane and values at one point do not influence values elsewhere. This type
of model is used in Chaps. 11 and 12 to describe extreme hydrologic events such
as annual maximum rainfalls and floods. In the last three chapters, 13 to 15, the
models developed using these methods are employed for hydrologic design.

1.5 THE DEVELOPMENT OF HYDROLOGY

The science of hydrology began with the concept of the hydrologic cycle. From
ancient times, many have speculated about the circulation of water, including
the poet Homer (about 1000 B.c.), and philosophers Thales, Plato, and Aristotle
in Greece: Lucretius, Seneca, and Pliny in Rome; and many medieval schol-
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FIGURE 1.4.2

The four types of hydrologic models used in this book are illustrated here by flow in a channel. For
the three deterministic models (a) to (¢), the size of the dots indicates the magnitude of the flow,
the change of inflow and outflow with time being shown on the vertical lines at x = O and x = L,
respectively. For the stochastic svstem (d). the flow is represented by a probabilitv distribution that
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philosopher Anaxagoras of Clazomenae (500428 B.c.) formed a primitive version
of the hydrologic cycle. He believed that the sun lifted water from the sea into
the atmosphere. from which it fell as rain, and that rainwater was then collected
in underground reservoirs, which fed the river flows. An improvement of this
theory was made by another Greek philosopher, Theophrastus (c. 372-287 B.C.).
who correctly described the hydrologic cycle in the atmosphere; he gave a sound
explanation of the formation of precipitation by condensation and freezing. After
studying the works of Theophrastus, the Roman architect and engineer Marcus
Vitruvius, who lived abodt the time of Christ, conceived the theory that is
now generally accepted: he extended Theophrastus’ explanation, claiming that
groundwater was largely derived from rain and snow through infiltration from the
ground surface. This may be considered a forerunner of the modern version of
the hydrologic cvcle.

Independent thinking occurred in ancient Asian civilizations (UNESCO,
1974). The Chinese recorded observations of rain, sleet, snow, and wind on An-
yang oracle bo as early as 1200 B.c. They probably used rain gages around
1000 B.C., and established systematic rain gaging about 200 B.c. In India, the first
quantitative measurements of rainfall date back to the latter part of the fourth
century B.C. The concept of a dynamic hydrologic cycle may have arisen in China
by 900 B.c.,! in India by 400 B.c.,2 and in Persia by the tenth century,? but these
ideas had little impact on Western thought.

During the Renaissance, a gradual change occurred from purely philosoph-
ical concepts of hydrology toward observational science. Leonardo da Vinci
(1452-1519) made the first systematic studies of velocity distribution in streams,
using a weighted rod held afloat by an inflated animal bladder. The rod would
be released at a point in the stream, and Leonardo would walk along the bank
marking its progress with an odometer (Fig. 1.5.1) and judging the difference
between the surface and bottom velocities by the angle of the rod. By releasing
the rod at different points in the stream’s cross section, Leonardo traced the

! In the volume “Minor Folksongs” of the “Book of Odes” (anonymous, 900-500 B.C.) is written:
“Rain and snow are interchangeable and becoming sleet through first (fast) condensation.” Also, Fan
Li (400 B.C., Chi Ni tzu or “The Book of Master Chi Ni”) said: *...the wind (containing moisture)
is ch’i (moving force or energy) in the sky, and the rain is ch’i of the ground. Wind blows according
to the time of the year and rain falls due to the wind (by condensation). We can say that the ch'i in
the sky moves downwards (by precipitation) while the ch'i of the ground moves upwards (through
evaporation).”

2 Upanisads, dating from as early as 400 B.C. (Micropaedia, Vol. X, The New Encyclopaedia
Britannica, p. 283. 1974), translated from Sanskrit to English by Swami Prabhavananda and Frederick
Manchester, Mentor Bc oks, No. MQ921, p. 69. In this work is written: “The rivers in the east flow
eastwards, the rivers in the west flow westward, and all enter into the sea. From sea to sea they
pass, the clouds lifting them to the sky as vapor and sending them down as rain.”

3 Karaji, M., “Extraction of Hidden Water”, ca. 1016 A.D., translated from Arabic to Persian by
H. Khadiv-Djam, Iranian Culture Foundation, Tehran, Iran. In this work is written: “Springs come
from waters hidden inside the earth while waters on the ground surface from rains and snows ...
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Bladder

(a) (b

FIGURE 1.5.1

Leonardo da Vinci measured the velocity distribution across a stream section by repeated experiments
of the type shown in (a). He would release a weighted rod () held afloat by an inflated bladder
and follow its progress downstream, measuring distance with the odometer and time by rhythmic
chanting. (Source: Frazier, 1974, Figs. 6 and 7. Used with permission.)

velocity distribution across the channel. According to Frazier (1974), the 8000
existing pages of Leonardo’s notes contain more entries concerning hydraulics
than about any other subject. Concerning the velocity distribution in streams, he
wrote, “Of water of uniform weight, depth, breadth and declivity [slope], that
portion is swifter which is nearest to the surface; and this occurs because the
water that is uppermost is contiguous to the air, which offers but little resistance
through its being lighter than water; the water that is below is contiguous to the
earth, which offers great resistance through being immovable and heavier than
water” (MacCurdy, 1939). Prior to Leonardo, it was thought that water flowed
more rapidly at the bottom of a stream, because if two holes were pierced in a
wall holding back a body of water, the flow from the lower hole was more rapid
than the flow from the upper one.

The French Huguenot scientist Bernard Palissy (1510-1589) showed that
rivers and springs originate from rainfall, thus refuting an age-old theory that
streams were supplied directly by the sea. The French naturalist Pierre Perrault

o o
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He recognized that rainfall is a source for runoff and correctly concluded that
the remainder of the precipitation was lost by transpiration, evaporation, and
diversion.

Hydraulic measurements and experiments flourished during the eighteenth
century. New hydraulic principles were discovered such as the Bernoulli equa-
tion and Chezy's formula, and better instruments were developed, including
the tipping bucket rain gage and the current meter. Hydrology advanced more
rapidly during the nineteenth century. Dalton established a principle for evapora-
tion (1802), the theory of'capillary flow was described by the Hagen-Poiseuille
equation (1839), and the rational method for determining peak flood flows was
proposed by Mulvaney (1850). Darcy developed his law of porous media flow
(1856), Ripp! presented his diagram for determining storage requirements (1883),
and Manning proposed his open-channel flow formula (1891).

However. quantitative hydrology was still immature at the beginning of
the twentieth century. Empirical approaches were employed to solve practical
hydrological problems. Gradually hydrologists replaced empiricism with rational
analysis of observed data. Green and Ampt (1911) developed a physically based
model for infiltration, Hazen (1914) introduced frequency analysis of flood peaks
and water storage requirements, Richards (1931) derived the governing equation
for unsaturated flow, Sherman devised the unit hydrograph method to transform
effective rainfall to direct runoff (1932), Horton developed infiltration theory
(1933) and a description of drainage basin form (1945), Gumbel proposed the
extreme value law for hydrologic studies (1941), and Hurst (1951) demonstrated
that hydrologic observations may exhibit sequences of low or high values that
persist over many years.

Like many sciences, hydrology was recognized only recently as a separate
discipline. About 1965, the United States Civil Service Commission recognized
hydrologist as a job classification. The “hydrology series” of positions in the
Commission list of occupations was described as follows:

This series includes professional scientific positions that have as their objective the
study of the interrelationship and reaction between water and its environment in
the hydrologic cycle. These positions have the functions of investigation, analysis,
and interpretation of the phenomena of occurrence, circulation, distribution, and
quality of water in the Earth’s atmosphere, on the Earth’s surface, and in the
soil and rock strata. Such work requires the application of basic principles drawn
from and supplemented by fields such as meteorology, geology, soil science, plant
physiology. hydraulics, and higher mathematics.

The advent of the computer revolutionized hydrology and made hydrologic anal-
ysis possible on a larger scale. Complex theories describing hydrologic processes
are now applied using computer simulations. and vast quantities of observed data
are reduced to summary statistics for better understanding of hydrologic phenom-
ena and for establishing hydrologic design levels. More recently, developments in
electronics and data transmission have made possible instantaneous data retrieval
fram remate recorders and the development of “real-time” programs for forecast-
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now provide many hydrologists with new computational convenience and power.
The evolution of hydrologic knowledge and methods brings about continual
improvement in the scope and accuracy of solutions to hydrologic problems.
Hydrologic problems directly affect the life and activities of large numbers
of people. An element of risk is always present — a more extreme event than
any historically known can occur at any time. A corresponding responsibility rests
upon the hydrologist to provide the best analysis that knowledge and data will
permit.

p
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CHAPTER

2

HYDROLOGIEC
PROCESSES

Hydrologic processes transform the space and time distribution of water through-
out the hydrologic cycle. The motion of water in a hydrologic system is influenced
by the physical properties of the system, such as the size and shape of its flow
paths, and by the interaction of the water with other working media, including
air and heat energy. Phase changes of water between liquid, solid, and vapor are
important in some cases. Many physical laws govern the operation of hydrologic
systems.

A consistent mechanism needed for developing hydrologic models is pro-
vided by the Reynolds transport theorem, also called the general control vol-
ume equation. The Reynolds transport theorem is used to develop the continuity,
momentum, and energy equations for various hydrologic processes.

2.1 REYNOLDS TRANSPORT THEOREM

The Reynolds transport theorem takes physical laws that are normally applied
to a discrete mass of a substance and applies them instead to a fluid flowing
continuously through a control volume. For this purpose, two types of fluid
properties can be distinguished: extensive properties, whose values depend on
the amount of mass present, and intensive properties, which are independent of
mass. For any extensive property B, a corresponding intensive property 8 can be
defined as the quantity of B per unit mass of fluid, that is 8 = dB/dm. B and 8
can be scalar or vector quantities depending on the property being considered.
The Reynolds transport theorem relates the time rate of change of an
extensive property in the fluid, dB/dt, to the external causes producing this
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change. Consider fluid momentum; in this case, B = mV and B = d(mV)/dm =
V, the fluid velocity, where bold face type indicates a vector quantity. By
Newton’s second law, the time rate of change of momentum is equal to the net
applied force on the fluid: dB/dt = d(mV)/dt = XF. The extensive properties
discussed in this book are the mass, momentum, and energy of liquid water, and
the mass of water vapor.

When Newton’s second law or other physical laws are applied to a E@lid
body, the focus is on the motion of the body and the analysis follows the pody
wherever it moves. This is the Lagrangian view of motion. Although this conicept
can be applied to fluids, it is more common to consider that fluids form a
continuum wherein the motion of individual particles is not traced. The focus is
then on a control volume, a fixed frame in space through which the fluid passes,
called the Eulerian view of motion. The theorem separates the action of external
influences on the fluid, expressed by dB/dt, into two components: the time rate
of change of the extensive property stored within the control volume, and the
net outflow of the extensive property across the control surface. The Reynolds
transport theorem is commonly used in fluid mechanics (White, 1979; Shames,
1982; Fox and MacDonald, 1985; and Roberson and Crowe, 1985). Although it
has not been widely used in hydrology up to this time it provides a consistent
means for applying physical laws to hydrologic systems.

To derive the governing equation of the theorem, consider the control
volume shown in Fig. 2.1.1, whose boundary is defined by the dashed control
surface. Within the control volume there is a shaded element of volume dV. If the
density of the fluid is p, the mass of fluid in the element is dm = pdV, the amount
of extensive property B contained in the fluid element is dB = Bdm = BpdV, and
the total amount of extensive property within any volume is the integral of these
elemental amounts over that volume:

B = fjfﬁpdV 2.1.1)

where [[] indicates integration over a volume.

Fluid flows from left to right through the control volume in Fig. 2.1.1, but
no fluid passes through the upper or lower boundary. After a small interval of
time At, the fluid mass inside the control volume at time ¢ has moved to the right
and occupies the space delineated by dotted lines. Three regions of space can
then be identified: region I, to the left, which the fluid mass occupies at time ¢
but not at ¢ + Ar; region II, in the center, filled by the fluid mass at both points
in time; and region III, on the right, outside the control volume, which the fluid
mass occupies at ¢ + At but not at ¢. For the cross-hatched fluid mass ‘initially
within the control volume, the time rate of change of the extensive property can
be defined by

dB 1
— = lim —[(By + B - (B +B 2.1.2
= Am e t[( i e +ar — (Br m:] ( )

where the subscripts ¢ and 7 + At are used to denote the values of the subscrinted
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quantities at these two time points. Rearranging (2.1.2) to separate the extensive
property remaining within the control velume (By) from that passing across the
control surface (B) and (Byy) vields

dB ) 1 1
&= A1fqui'10[ E[(Bu)rm: — (Bu)| + E;[(BIII):‘*‘_\r - (Bl);[} (2.1.3)

As Ar approaches 0, region II becomes coincident with the control volume'ﬂ_and
the first term in (2.1.3) becomes the time derivative (d/df) of the amountﬁpf B
stored within the control volume:

AlfiTo:i_r[{B”)’”' — (Bu)) = %J'JJBMV (2.1.4)

In this equation, the total derivative d/dr is used to account for the case
when the control volume is deformable (1.e., changes in size and shape as time
passes). If the control volume is fixed in space and time, the total derivative can
be replaced by the partial derivative ¢/5¢ because the focus is on the time rate of
change of the extensive property stored in the control volume without regard for
its internal spatial distribution.

The second term in Eq. (2.1.3), involving By and By, represents the flow of
the extensive property across the control surface. Figure 2.1.1(c) shows a close-
up view of region 1 at the outlet from the control volume. An element of area
in the outlet control surface is labeled dA, and the element of volume 4V is the
volume of the tube containing all the fluid passing through dA in time Ar. The
length of the tube is A/ = VA¢, the length of the flow path in time Ar. The volume
of the tube is dV = Alcos #dA where 6 is the angle between the velocity vector
V and the direction normal to the area element dA. The amount of extensive
property B in the tube is BpdV = BpAlcos8dA. The total amount of fluid in
region 1 is found by integrating these elemental amounts over the entire outlet
control surface. Thus the term in By in (2.1.3) can be written as

J‘[,BpAlcos BdA

. 1 )
_\1:?0{ E(Bm)m-m] = Alrliﬂo o (2.1.5)

where the double integral [] indicates that the integral is over a surface.

As At approaches 0, the limit of the ratio AlfAt is the magnitude of the fluid
velocity V. Let the normal area vector dA be defined as a vector of magnitude dA
with direction normal to the area dA pointing outward from the control surface;
then the term Vcos BdA can be expressed as the vector dot product V-dA. So Eg.
(2.1.5) can be rewritten to give the flow rate of the extensive property leaving
the control surface as

’ 1
lim {E(BIII);+A;} = JJBPV'dA (2.1.6)

Ar—0
1
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A similar analysis may be made for fluid entering the control volume

in region I [see Fig. 2.1.1(h)]. In this case, cos@ is negative and dV =
Alcos(180° — #1dA = —Al cos 8dA, so that

jJ Bp(—Al cos 8dA)

; 1 :
lim j_\i‘(B]){} = lim

_‘\;QOL Ar—0 Ar
‘ ) 2.1.7)
* =3 = BpV-dA
I
Substituting (2.1.43. (2.1.6), and (2.1.7) into (2.1.3) gives

B d ([T 2.1.8
B2, 8 ]J dev+”,s’pv-dA+”pr-dA (2.1.8)
dt dt | R

111 1

:

For fluid entering the control volume, the angle between the velocity vector
V. pointing into the control volume, and the area vector dA, pointing out,
is in the range 90° < § < 270° for which cos 6 is negative [see Fig 2.1.1
(d)]. Consequently. V-dA is always negative for inflow. For fluid leaving the
control velume cos 6 is positive, so V-dA is always positive for outflow. At
the impermeable boundaries, V and dA are perpendicular and therefore V-dA =
0. Thus. the integrals in (2.1.8) over inlet I and outlet III can be replaced by
a single integral over the entire control surface representing the outflow minus
inflow, or ner outflow, of extensive property B:

ab f
- %”JB‘W* J jBPV_'dA (2.1.9)

C.v. C.5.

Equation (2.1.9) is the governing equation of the Reynolds transport
theorem. It is used a number of times in this book, and it i1s worthwhile to
review the meaning of each term. As stated previously, the equation will be used
to provide a mechanism for taking physical laws normally applied to a discrete
mass and applying them instead to continuously flowing fluid. In words, the
Reynolds transport theorem states that the total rate of change of an extensive
property of a fluid is equal to the rate of change of extensive property stored
in the control volume, didr[[[BpdV, plus the net outflow of extensive property
through the control surface, [[Bp V-dA. When using the theorem, inflows are
always considered negative and outflows positive.

In the following sections, the Reynolds transport theorem is applied to
develop continuity, momentum, and energy equations for hydrologic processes.

2.2 CONTINUITY EQUATIONS

The conservation of mass is the most useful physical principle in hydrologic
analysis and is required in almost all applied problems. Continuity equations

]
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expressing this principle can be developed for a fluid volume, for a flow cross-
section, and for a point within a flow. In this chapter, only the integral equation
of continuity for a flow volume is developed. The equation for continuity at a
point will be derived in Chap. 4 to describe flow in a porous medium, and the
continuity equation at a cross section will be derived in Chap. 9 to describe flow
at a river section. The integral equation of continuity is the basis for the other
two forms. o

éi

Integral Equation of Continuity

The integral equation of continuity applies to a volume of fluid. If mass is the
extensive property being considered in the Reynolds transport theorem, then B =
m, and B = dB/dm = 1. By the law of conservation of mass, dB/dr = dm/dt = 0
because mass cannot be created or destroyed. Substituting these values into the
Reynolds transport theorem (2.1.9) gives

_d .
O—drfjjpdV—FJJ'deA (2.2.1)

c.v. C.5.

which is the integral equation of continuity for an unsteady, variable-density flow.
If the flow has constant density, p can be divided out of both terms of

(2.2.1), leaving
d
—JJJdV+J[V-dA:O (2.2.2)
dt

C.v. C.8.

The integral [[[dV is the volume of fluid stored in the control volume, denoted
by S, so the first term in (2.2.2) is the time rate of change of storage dS/dr. The
second term, the net outflow, can be split into inflow I(t) and outflow Q(1):

JJV-dA = JJV-dA + JJ'V-dA =0 — I(1) (2.2.3)

C.5. outlet inlet

and the integral equation of continuity can be rewritten

ds
& T Q) -1} =0

or

ds

— =1t — 0. 2.2.4)
o 1O- 00 (
which is the integral equation of continuity for an unsteady, constant density flow,
used extensively in this book. When the flow is steady, dS/dr = 0, and (2.2.2)
reduces to
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JJV-dA =0 (2.2.5)

which states that the volumetric inflow rate and outflow rate are equal; that is,
11y = Q). A steady flow is one in which the velocity at every point in the flow
is constant in time. A simple way of thinking about this is to imagine taking a
“snapshot” of the flow now, and again five minutes later; if the the flow is steady,
the two snapshots will be identical.

If the total amounts &f inflow and outflow are equal, the system is said to

be closed so that
r _ I(Hdt =[ OQ(ndt (2.2.6)

When this condition does not hold, the system is open. The hydrologic cycle is
a closed system for water. but the rainfall-runoff process on a watershed 1s an
open system, because not all the rainfall becomes runoff; some is returned to the
atmosphere through evaporation.

The continuity equations above are derived for single phase flow, that 1s.
a liguid or a gas, but not both together. In multiphase situations, such as when
water is evaporating, the liquid and gaseous phases of water must be carefully
distinguished. A continuity equation should be written separately for each phase
of the flow; for cach phase dB/dt is the rate at which mass is being added to, or
taken from, that phase.

2.3 DISCRETE TIME CONTINUITY

Because most hvdrologic data are available only at discrete time intervals, it is
necessary to reformulaie the continuity equation (2.2.4) on a discrete time basis.
Suppose that the time horizon is divided into intervals of length Az, indexed by
j. Equation (2.2.4) can be rewritten as dS = I(f)dr — Q1) dr and integrated over
the jth time interval to give

5, A jAr
f das = J I(ndr — j Q(ndr (2.3.1)
G—Dar

8y {j—Dar
or
S;=Si-1=4 -0,

where [; and O; are the volumes of inflow and outflow in the jth time interval.
Note that in Eq. (2.2.4), I(r) and Q(r) are flow rates, having dimensions [L3T].
while § is a volume, having dimensions [L.3. In (2.3.2), all the variables have
dimensions [L?]. If the incremental change in storage is denoted by AS;, then
one writes AS, = [; — {;, and

Sj ES Sj*l 4 AS; (233)

j=1,2,. .. A
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If the initial storage at time 0 is Sp, then S; = So + I1 — Q1, S2 =81 + [~ Oy,
and so on. By substituting for intermediate storage values, one obtains

J
S; = So+ >~ Q) (2.3.4)
i=1
which is the discrete-time continuity equation. . ’L
#

Data Representation

The functions O(7) and I(r) are defined on a continuous time domain; that is, a
value of the function is defined at every instant of the time domain, and these
values can change from one instant to the next [Fig. 2.3.1(a)]. Figure 2.3.1
shows two methods by which a continuous time function can be represented on a
discrete time domain. The first method [Fig. 2.3.1(b)] uses a sample data function
in which the value of a function Q(¢) in the jth time interval, Q;, is given simply
by the instantancous value of Q(¢) at time jAn

Q; = O@;) = Q(jAn (2.3.5)

The dimensions of Q(z) and @, are the same, either [L¥T] or [L/T].

The second method uses a pulse data function [Fig. 2.3.1(c)], in which the
value of the discrete time function Q; is given by the area under the continuous
time function:

jAr
O = J Q) dt (2.3.6)
—DAr

Here Q; has dimensions of [L’] or [L] for Q1) in dimensions of [L¥T] or [L/T],
respectively. Alternatively, the dimensions of Q; and Q(r) can be kept the same
if Q) is calculated as the average rate over the interval:

AL
1 )

= — d (2.3.
As u—lmer t (2.3.7)

Q)
The two principle variables of interest in hydrology, streamflow and pre-
cipitation, are measured as sample data and pulse data respectively. When the
values of streamflow and precipitation are recorded by gages at a given instant,
the streamflow gage value is the flow rate at that instant, while the precipitation
gage value is the accumulated depth of precipitation which has occurred up to
that instant. The successive differences of the measurements of accumulated pre-
cipitation form a pulse data series (in inches or centimeters). When divided by
the time interval At, as in Eq. (2.3.7), the resulting data give the precipitation
intensity (in inches per hour or centimeters per hour). The continuity equation
must be applied carefully when using such discrete time data.

Example 2.3.1 Calculate the storage of water on a watershed as a function of
time given the data in columns 3 and 4 of Table 2.3.1 for incremental precipitation
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FIGURE 2.3.1

A continuous time functicn Q(r), (a), can be defined on a discrete time domain either by a sampled
data system (b). in which instantaneous values of the continuous time function are used, or by a
pulse data system (¢). in which the integral or average value of the function over the interval is used.

over the watershed and streamflow measured at its outlet. These data are adapted
from a flood that occurred on Shoal Creek at Northwest Park in Austin, Texas on
May 24-25, 1981. The watershed area is 7.03 mi?, Assume that the initial storage
Is zero.

Solution. The precipitation input is recorded as a pulse data sequence in column 3
the value shown is the incremental depth for the preceding time interval (e.g., the
value shown at ¢ = 0.5 h, 0.15 in, is the precipitation depth occurring during the
first 0.5 h and the value shown at £ = 1 h, 0.26 in, is the incremental precipitation
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between t = 0.5 h and 1 = 1 h, and so on). The streamflow output is recorded as
a sample data sequence; the value shown is the instantaneous flow rate (e.g., the
streamflow rate is 246 cfs at + = 0.5 h, 283 cfs at 1 = 1 h, and so on). To apply
the discrete time continuity equation (2.3.4), the streamflow must be converted to
a pulse data sequence. The time interval is Az =0.5h = 0.5 x 3600 s = 1800 s.
For each 0.5 h interval, the volume of streamflow is calculated by averaging the
streamflow rates at the ends of the interval and multiplying by Ar. The equivilent
depth over the watershed of incremental streamflow is then calculated by dividing
the streamflow volume by the watershed area, which is 7.03 mi? = 7.03 x $280°
ft2 = 1.96 x 10® fi2.

For example, during the first time interval, between 0 and 0.5 h, the stream-
flows [Col.(4)] are Q(0) = 203 cfs and Q(0.5) = 246 cfs, so the incremental volume
in this interval is [(203 +246)/2] ¥ Ar = 224.5 x 1800 = 4.04 X 10 ft? The
equivalent depth over the watershed is Q) = 4.04 x 1091.96 x 108 = 2.06 x 1073
ft = 2.06 % 1073 % 12 in = 0.02 in, as shown in column 5,

The incremental precipitation /, for the same time interval is 0. 13 in, so the
incremental change in storage is found from Eq. (2.3.2) with j = I:

AS)=1, — O
= 0.15—-0.02
0.13 in

1l

as shown in column 6. The cumulative storage on the watershed is found from
(2.3.3) with j = 1 and initial storage Sy = 0:

Sl= SO i A51
0+ 0.13
0.13 in

as shown in column 7. The calculations for succeeding time intervals are similar.
Table 2.3.1 shows that of the 6.31 in total precipitation, 5.45 in, or 86 percent,
appeared as streamflow at the watershed ocutlet in the eight hours after precipitation
began. The remaining 0.86 in was retained in storage on the watershed. In columns
5 and 6 it can be seen that after precipitation ceased, all streamflow was drawn
directly from storage.

The values of incremental precipitation and streamflow, change in storage,
and cumnulative storage are plotted in Fig. 2.3.2. The critical time is t = 2.5 h,
when the maximum storage occurs. Before 2.5 h, precipitation exceeds streamflow
and there is a gain in storage; after 2.5 h, the reverse occurs and there is a loss in
storage.

[

2.4 MOMENTUM EQUATIONS

When the Reynolds transport theorem is applied to fluid momentum, the extensive
property is B=mV, and B = dB/dm =V. By Newton’s second law, the time rate
of change of momentum is equal to the net force applied in a given direction,
so dB/di = d(mV)/dt = = F. Substituting into the Reynolds transport theorem
(2.1.9), results in
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TABLE 2.3.1
The time distribution of storage on a watershed calculated using the
discrete-time continunity equation (Example 2.3.1)

1 2 3 4 5 6 74
Time Time Incremental Instantaneous Incremental Incremental Cumulative
interval precipitation  streamflow streamflow storage storage
J t I o) 0 As; S;
(h) (in) , (cfs) (in) (in) (in)
0.0 Y203 0.00
1 0.5 0.15 246 0.02 0.13 0.13
2 1.0 0.26 283 0.03 0.23 0.36
<) 1.5 1.33 828 0.06 1.27 1.62
4 2.0 2.20 2323 0.17 2.03 3.65
5 2.5 2.08 5697 0.44 1.64 5.29
6 3.0 0.20 9531 0.84 —0.64 4.65
7 3.5 0.09 11025 L33 —1.04 3.61
8 4.0 8234 1.06 —1.06 2.55
9 4,5 4321 0.69 —0.69 1.85
10 5.0 2246 0.36 —0.36 1.49
11 5.5 1802 0.22 —0.22 1.27
12 6.0 1230 0.17 —0.17 1.10
13 6.5 713 0.11 —0.11 1.00
14 7.0 394 0.06 —0.06 0.93
15 7.5 354 0.04 —0.04 0.89
16 8.0 303 0.04 —0.04 0.86
Total 6.31 5.45

> E= g”fvpdw JJV,DV-dA (2.4.1)

the integral momentum equation for an unsteady, nonuniform flow. A nonuniform
flow is one in which the velocity does vary in space; in a uniform flow there is
no spatial variation.

If a nonuniform flow is steady (in time), the time derivative in Eq. (2.4.1)
drops out, leaving

> B = JJVPV'GA (2.4.2)

For a steady uniform flow the velocity is the same at all points on the control
surface, and therefore the integral over the control surface is zero and the forces
applied to the system are in equilibrium:

> F=0 (2.4.3)
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FIGURE 2.3.2
The time distribution of storage on a watershed calculated using the discrete-time continuity equation
(Example 2.3.1).
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Steady Uniform Flow in an Open Channel

In this section. the momentum equation is applied to steady uniform flow in an
open channel. The more complex case of unsteady nonuniform flow is treated
in Sec. 9.1. Fioure 2.4.1 shows a steady flow in a uniform channel. that is, a
channel whose cross section, slope, and boundary roughness do not change along
its length. The continuity, momentum, and energy equations can be applied to
the control volume between sections 1 and 2.

Continuity. For steady flow, Eq. (2.2.5) holds and Q, = @, for uniform flow,
the velocity is the same everywhere in the flow, so V= V5. Hence, cross-sectional
area 4, = Q/V, = 02/ V5 = A, and since the channel is uniform. it follows that
the depths are also equal. v,

Iy

Y3
Energy. The cnergy equation from fluid mechanics (Roberson and Crowe, 1985)
is written for sections | and 2 as

2ty + VH2g=za+ v + Vil2g + by (2.4.4)

where = is the bed elevation, g is the acceleration due to gravity, and Ay is the
head loss between the lwo sections. Head loss is the energy lost due to friction
effects per unit weight of fluid. With V| = Vi and v = y2, (2.4.4) reduces to

hy =21 — 22 (2.4:5)

Dividing both sides by L, the length of the channel, the following is obtained.

h 7y — 74
EB e . 0 246
3 i (2.4.6)
The bed slope S, = tan 8 where 8 is the angle of inclination of the channel

bed. If 8 is small (< 10%), then tan # = sin 8 = (z| — z2)/L. In this case. the

s Energy grade line

H,

&
3
)
t

5

hd A

Datum

FIGURE 2.4.1

Steady uniform flow in an open channel.
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friction slope, Sy =hy/L, is equal to the bed slope S Ttis assumed in this analysis
that the only source of energy loss is friction between the flow and the channel
wall. In general, energy can also be lost because of such factors as wind shear on
the surface and eddy motion arising from abrupt changes in the channel geometry,
but these effects will not be discussed until Chap. 9. When wall friction is the
only source of energy loss, the slope of the energy grade line is equal to the
friction slope Sy, as shown in Fig. 2.4.1. :
ok
Momentum. There are three forces acting on the fluid control volume: fgttion,
gravity, and pressure. Of these, the pressure forces at the two ends of the section
are equal and cancel each other for uniform flow (because v =y2). So the friction
and gravity forces must be balanced, because, with the flow steady and uniform,
Eq. (2.4.3) applies (XF=0). The friction force F; is equal to the product of the
wall shear stress Ty and the area over which it acts. PL, where P is the wetted
perimeter of the cross section; that is, Fy = —7oPL, where the negative sign
indicates that the friction force acts opposite to the direction of flow. The weight
of fluid in the control volume is yAL, where v is the specific weight of the fluid
(weight per unit volume); the gravity force on the fluid, F,. is the component of
the weight acting in the direction of flow, that is, ¥, = yAL sin 8. Hence

S F=0=—nPL + yAL sin § (2.4.7)

When 0 is small, sin 6= S, so the approximation is made that

_ yALS,
PL

=yRSq

0
(2.4.8)

where R = A/P is the hydraulic radius. For a steady uniform flow, So =38y 50
T = YRS (2.4.9)

By a similar analysis, Henderson (1966) showed that (2.4.9) is also valid
for nonuniform flow, aithough the bed slope Sg and friction slope S are no
longer equal. Equation (2.4.9) expresses a linkage between the momentum and
energy principles in that the effects of friction are represented from the momentum
viewpoint as the wall shear stress 75 and from the energy viewpoint as a rate of
energy dissipation §;.

2.5 OPEN CHANNEL FLOW

Open channel flow is channel flow with a free surface, such as flow in a river
or in a partially full pipe. In this section the Manning equation to determine the
velocity of open channel flow is derived, on the basis of the Darcy-Weisbach
equation for head losses due to wall friction.

In fluid mechanics, the head loss Ay over a length L of pipe of diameter D
for a flow with velocity Vis given by the Darcy-Weisbach equation

o
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LV?
b= f=— 2.5.
' szg (2.5.1)

where f is the Darcy-Weisbach friction factor and g is the acceleration due
to gravity (Roberson and Crowe, 1985). Using the definition of friction slope,
Sy = hefL,(2.5.1) can be solved for V:

2g
V= [=2DS§
L ] f f

The hydraulic radius R of a circular pipe is R = A/P = (7D Y4 D = D/4, so
the pipe diameter D can be replaced in (2.5.2) by

D =4R (2.5.3)

—_
(8]
wn
2

—

to give the Darcy-Weishach equation:

Pi= lg?gRSf (2.5.4)

The Chezy C is defined as C = \/‘Sg/f; using this symbol, (2.5.4) is rewritten
V= C\RSs {2.5:5)

which is Chezy’s equarion for open channel flow. Manning’s equation is produced
from Chezy’s equation by setting C = RY/n, where n is the Manning roughness
coefficient:

R3S }/2
V= —- (2.5.6)
4
Manning's equation (2.5.6) is valid for SI units, with R in meters and V in meters
per second (S; is dimensionless). Values of Manning’s n for various surfaces are
Jisted in Table 2.5.1. For V in feet per second and R in feet, Manning’s equation
1S rewritten
1.49
V= ——R¥5}2 (2.5.7)
n
[1.49 = (3.281)"7 and 3.281 ft = 1 m]. By comparing Egs. (2.5.4) and (2.5.6),
Manning’s n can be expressed in terms of the Darcy-Weisbach friction factor f,
as follows:

fous
U
n \XS R (2.5.8)

with all values in SI unifs.

Manning's equation is valid for fully turbulent flow, in which the Darcy-
Weisbach friction factor f is independent of the Reynolds number Re. Henderson
f106R) eives the following criterion for fullv turbulent flow:

o uMﬁi ol e

it ot s ol d A

A L®
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TABLE 2.5.1
Manning roughness coefficients for various open channel
surfaces
Typical
Manning roughness
Material coefficient "
amee \ l
Concrete 0.012 4 .J?{i
Gravel bottom with sides — concrete 0.020 ¢ E?i
— mortared stone 0.023 @
— riprap 0.033 fp:
Natural stream channels i
Clean, straight stream 0.030
Clean, winding stream 0.040
Winding with weeds and pools 0.050
With heavy brush and timber 0.100
Flood Plains
Pasture 0.035
Field crops 0.040
Light brush and weeds 0.050
Dense brush 0.070
Dense trees 0.100
Source: Chow, 1959.
n® JRS; = 1.9 X 107" with R in feet (2.5.9a)
or
n® JRS; = 1.1 X 107" with R in meters (2.5.96)

Example 2.5.1 There is uniform flow in a 200-ft wide rectangular channe! with
bed slope 0.03 percent and Manning's » is 0.015. If the depth is 5 ft, calculate the
velocity and flow rate, and verify that the flow is fully turbulent so that Manning’s
equation applies.

Solution. The wetted perimeter in the channel is P = 200 + 2 X 5 = 210 ft. The
hydraulic radius is R = A/P = 200 x 5/210 = 4,76 ft. The flow velocity is given
by Manning’s equation with n = 0.015 and §; = Sy (for uniform flow)= 0.03% =
0.0003.
— 1.49 2302
V= " RS,

1.49 u3 12
—(4. 0.0003)"-
0_015(4 76)7( )

4,87 ft/s

The flow rate is @ = VA = 4.87 x 200 x 5 = 4870 cfs. The criterion for fully
turbulent flow is calculated from (2.5.9a):

i

e
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which is greater than 1.9 % 107" so the criterion is satisfied and Manning's equation g g g = g g S g g g = = o
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In the event that the flow is not fully turbulent, the flow velocity may i 3 . }l N !L |
be computed with the Dargy-Weisbach equation (2.5.4), calculating the friction E T T ‘ . ! T / 1 o |
factor f as a function ofsthe Reynolds number Re and the boundary roughness. Wi f i N { 5 /( i . i i
Figure (2.5.1) shows a modified form of the Moody diagram for pipe flow; the E | : i A ML I LY
pipe diameter D is replaced by 4R. The Reynolds number is given by ! } . H / | i

z ! i | | ““O 2
4VR E SBE . - s ! ! =
Re = — (2.5.10) ] maom | T a1 e
14 it 110 N A A B / -
: BN BIINNIEWE IS -
where v is the kinemaric viscosity of water, given in Table 2.5.2 as a function of L f f /%i T =
temperature. The relarive roughness € is defined by g LT : ‘ ] | : / =1 =
€= — 2.5.11 E pir f 5 H
where k; 1s the size of sand grains resulting in a surface resistance equivalent to -’E o ; - I ,’I ," I,fr L,."I‘ B S o
that observed in the channel. 3 = HH ‘ A - e X,
Figure 2.5.1 for open channel flow was constructed from equations pre- = ' IR raAREng 1 1 -
g ) p q p 2 T i T
sented by Chow (1959) and Henderson (1966). For Reynolds number less than E; =R i | A‘ Ii : — .
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where C;= 96 for a smooth-surfaced channe! of infinite width and larger if the | N L o
surface is rough (Chow, 19359; Emmett, 1978). As the Reynolds number increases kil [ A T !
= T T RERE El
past 2000, the flow enters a region where both laminar and turbulent effects ! [ [ ] }‘ EEE |
govern friction losses and the friction factor is given by a modified form of the I f / L 5
Colebrook-White equation (Henderson, 1966): f IR i ‘ N ‘
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TABLE 2.5.2
Physical properties of water at standard atmospheric pressure
Specific Dynamic Kinematic Vapor
Temperature Density weight viscosity viscosity pressure
kg/m? N/m? N-s/m’ m?/s N/m? abs.
0°C 1000 9810 1.79 % 107° 1.79 x 107° 611
5°C 1000 9810 1.51 x 1077 1.51 x 107° 872
10°C 1000 Y310 131 % 1077 131 % 10°° 1230
1576 999 9800 1.14 x 107° .14 x 10°° 1700
20°C 90§ 9790 1.00 x 107° 1.00 x 10°° 2340
25°C 997 9781 8.91 x 107* 8.94 x 107 3170
30°C 956 9771 7.96 x 107 7.9 x 107’ 4250
35°C vy 9751 7.20 x 107 7.24 x 107 5630
40°C 992 9732 6.53 x 10°* 6.58 x 107 7380
50°C 988 9693 5.47 x 10°* 5.54 x 1077 12,300
80°C 983 9643 4.66 % 107 4.74 % 1077 20.000
70°C 978 9594 404 x 1074 4.13 % 1077 31,200
80°C 972 9535 3.54 x 107* 3.64 x 1077 47,400
9%0°C 965 9467 3,15 % 107 3.26 x 1077 70,100
100°C 953 9308 2.82 % 107* 2.94 x 1077 101,300
stugs/ft’ Ib/ft’ Ib-sec/ft’ ft?/sec psia
40° F 194 62.43 3.23 % 1075 1.66 x 1073 0.122
50° F 1,94 62,40 273 x107° 1.41 x 1079 0.178
60° F 1.94 62.37 2.36 % 10°° 1.22 % 1075 0.256
70° F |.94 62.30 205 % 10°° 1.06 % 1075 0.363
80° F 1.93 62,22 1.80 % 1073 0.930 % 10~° 0.506
100° F 193 62.00 1.42 x 10°° 0.739 x 107° 0.949
120° F 1.92 61.72 1.17 x 1079 0.609 x 1075 1.69
140° F 1.91 61.38 0.981 x 1073 0.514 x 107° 2.89
160° F 1,90 61.00 0.838 x 1077 0.442 x 10°° 4.74
180° F 1.88 60.58 0.726 % 10°° 0.385 x 1073 7.51
200° F 1.87 60.12 0.637 % 1077 0.341 x 1075 11.53
212°F 1.86 59.83 0.593 x 10~5 0.319 % 1073 14.70

‘r '

Source: Roberson, J. A.. and C. T. Crowe, Engineering Fluid Mechanics, 2nd ed., Houghton Mifflin, Boston,
1980, Table A-5, p. 542, Used with permission.

For this case. the friction factor f can be eliminated between Egs. (2.5.14) and
(2.5.8) to solve for the relative roughness € as a function of Manning's n and
hydraulic radius R:

€ =3 x 107 ORI (2.5.15)

where ¢ = 1 for ST units and 1.49 for English units. To use the Moody diagram
given R and V, e is calculated using (2.5.15) with the given value of n, then
the Reynolds number is computed using (2.5.10) and the corresponding value of
f read from Fig. 2.5.1. An estimate of V is obtained from Eq. (2.5.4), and the
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The Moody diagram given here for open channel flow has some limitations.
First, it accounts for resistance due to friction elements randomly distributed
on the channel wall, but it does not account for form drag associated with
nonuniformities in the channel. Emmett (1978) found that the friction factor for
thin sheet flows on soil or grass surfaces could be as much as a factor of 10
greater than the value for friction drag alone. Also, the Moody diagram is valid
only for fixed bed channels, not for erodable ones. The shape of the cross ségltion
(rectangular, triangular, circular, etc.) has some influence on the friction %Lctor
but the effect is not large. Because of these limitations, the Moody diagram shown

should be applied only to lined channels with uniform cross section.

2.6 POROUS MEDIUM FLOW

A porous medium is an interconnected structure of tiny conduits of various shapes
and sizes. For steady uniform flow in a circular pipe of diameter D. (2.4.9)
remains valid:

T = YRS; (2.6.1)

with the hydraulic radius R = D/4. For laminar flow in a circular conduit, the
wall shear stress 1s given by
suV

il (2.6.2)

™ D

where u is the dynamic viscosity of the fluid. Combining (2.6.1) and (2.6.2)
gives

2
V= (%)sf (2.6.3)

which is the Hagen-Poiseulle equation for laminar flow in a circular conduit.

For flow in a porous medium, part of the cross-sectional area A is occupied
by soil or rock strata, so the ratio (/A does not equal the actual fluid velocity,
but defines a volumetric flux g called the Darcy flux. Darcy’s law for flow in a
porous medium is written from (2.6.3) as

2 = g = KS; (2.6.4)
A
where K is the hydraulic conductivity of the medium, K = yD?%32u. Values of
the hydraulic conductivity for various porous media are shown in Table 2.6.1
along with values of the porosity m, the ratio of the volume of voids to the total
volume of the medium. The actual average fluid velocity in the medium is

v, =2 (2.6.5)
n

Darcy’s law is valid so long as flow is laminar. Flow in a circular conduit
- Tocane: =k LE | -t

v [RRFE .

S S
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TABLE 2.6.1
Hydraulic conductivity and porosity of

unconsolidated porous media

Hydraulic

conductivity Porosity
Material K (em/s) 7 (%)
Gravel 107 1-107 2540
Sand 10 25-50
Silt it S e 35-50
Clay 107°-107° 40-70

Source: Freeze and Cherry, 1979,

Re = — (2.6.6)

is less than 2000, a condition satisfied by almost all naturally occurring flows in
porous media.

Example 2.6.1 Water is percolating through a fine sand aquifer with hydraulic
conductivity 107 cm/s and porosity 0.4 toward a stream 100 m away. If the slope
of the water table is 1 percent, calculate the travel time of water to the stream.

Solution. The Darcy flux g is calculated by (2.6.4) with K = 0.01 cm/sec =
8.64 m/duy and 5y = 1% = 0.01: hence ¢ = KS; = 8.64 x0.01 = 0.086 m/day.
The water velocity V, is given by (2.6.5): V, = g/n = 0.086/0.4 = 0.216 m/day.
The trave! time to the stream 100 m away is 100/V, = 100/0.216 = 463 days =
1.3 years.

2.7 ENERGY BALANCE

The energy balance of a hydrologic system is an accounting of all inputs and
outputs of energy to and from a system, taking the difference between the rates
of input and output as the rate of change of storage, as was done for the continuity
or mass balance equation in Sec. 2.2. In the basic Reynolds transport theorem,
Eq. (2.1.9), the extensive property is now taken as B = E, the amount of energy
in the fluid system, which is the sum of internal energy E,, kinetic energy :—gmvl,
and potential energy mgz (z represents elevation):

J R
B=E=E,+ EmV“ + mgz (2.7.1)
Hence,
dB 1
B=—=e,+ =V + g (2.7.2)
dm 2

where e, is the internal energy per unit mass. By the first law of thermodynamics,

e

sl o)
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FIGURE 2.7.1
Specific and latent heats for water. Latent heat is absorbed or given up when water changes its state
of being solid, liquid, or gas.

the net rate of energy transfer into the fluid, dE/dr, 1s equal to the rate at which
heat is transferred into the fluid, dH/dt, less the rate at which the fluid does work
on its surroundings, dW/dt:

dB dE dH d4dW

—_—=— = — - — (2.7.3)
dt dt dt dr

Substituting for dB/dr and B in the Reynolds transport theorem

dH W _d

s P A | J'J | T
T ar 5 +=V2+gz)pV-dA (2.7.4
dt dt erJJ(G“"LQV +g)pdV+ | | (eut SV +g2)pV-dA ( )

C.¥. C.5.

This is the energy balance equation for an unsteady variable-density flow.

Internal Energy

Sensible heat. Sensible heat is that part of the internal energy of a substance
that is proportional to the substance’s temperature. Temperature changes produce
proportional changes in internal energy, the coefficient of proportionality being
the specific heat C),

de, = CpdT (2.7.5)

The subscript p denotes that the specific heat is measured at constant pressure.

Latent heat. When a substance changes phase (solid, liquid, or gaseous state)
it gives up or absorbs larent hear. The three latent heats of interest are those
for fusion, or melting, of ice to water; for vaporizarion of liquid water to water
vapor; and for sublimation, or direct conversion, of ice to water vapor. Figure
2.7.1 shows how the internal energy of water varies as the result of sensible
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and latent heat transfer. Latent heat transfers at phase changes are indicated by
the vertical jumps in internal energy at melting and vaporization. Internal energy
changes due to sensible heat transfer are shown by the sloping lines.

Phase changes can occur at temperatures other than the normal ones of 0°C
for melting and 100°C for boiling. Evaporation, for example. can occur at any
temperature below the boiling point. At any given temperature, the latent heat of
sublimation (solid to gas) equals the sum of the latent heats of fusion (solid to
liquid) and vaporization (liquid to gas).

Latent heat transfers are the dominant cause of internal energy changes for
water in most hydrologic applications; the amount of latent heat involved is much
larger than the sensible heat transfer for a change in temperature of a few degrees,
which is the usual case in hydrologic processes. The latent heat of vaporization
[, varies slightly with temperature according to

I, = 2.501 x 10° — 23707 (J/kg) (2.7.6)

where T is temperature in °C and [, is given in joules (J) per kilogram (Raudkivi,
1979). A joule is an SI unit representing the amount of energy required to exert
a force of 1 newton through a distance of 1 meter.

2.8 TRANSPORT PROCESSES

Heat energy transport takes place in three ways: conduction, convection, and
radiation. Conduction results from random molecular motion in substances; heat
is transferred as molecules in higher temperature zones collide with and transfer
energy to molecules in lower temperature zones, as in the gradual warming along
an iron bar when one end is placed in a fire. Convection is the transport of heat
energy associated with mass motion of a fluid. such as eddy motion in a fluid
stream. Convection transports heat on a much larger scale than conduction in
fluids, but its extent depends on fluid turbulence so it cannot be characterized as
precisely. Radiation is the direct transfer of energy by means of electromagnetic
waves, and can take place in a vacuum.

The conduction and convection processes that transfer heat energy also
transport mass and momentum (Bird, Stewart, and Lightfoot, 1960; Fahien,
1983). For each of the extensive properties mass, momentum, and energy. the
rate of flow of extensive property per unit area of surface through which it passes
is called the flux. For example, in Darcy's law, volumetric flow rate is () across
area A. so the voiumetric flux is ¢ = Q/A: the corresponding mass flow rate
is i1 = p0. so the mass flux is pQ/A. By analogy the momentum flow rate is
mV = pQV and the momentum flux is mV/A = pQV/A = pV?. The corresponding
energy flow rate is ¢E/dr and the energy flux is (dE/dr)/A, measured in watts per
meter squared in the SI system: a watt (W) is one joule per second. In general,
a flux is given by

flow rate

Flux = ————— (2.8.1)
area

ot

Lkt
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Conduction

In conduction the flux is directly proportional to the gradient of a potential
(Fahien, 1983). For example, the lateral transfer of momentum in a laminar flow
is described by Newton’s law of viscosity, in which the potential is the flow
velocity:

du
dz
4

Here 7 is momentum flux, w is a proportionality coefficient called the %ynamic
viscosity (measured in 1b-s/ft? or N-s/m?), and du/dz is the gradient of the velocity
u as a function of distance z from the boundary. The symbol 7 is usually used to
represent a shear stress, but it can be shown that the dimensions of shear stress and
momentum flux are the same, and 7 can be thought of as the lateral momentum
flux in a fluid flow occurring through the action of shear stress between elements
of fluid having different velocities, as shown in Fig. 2.8.1.

Analogous to Newton’s law of viscosity for momentum, the laws of con-
duction for mass and energy are Fick's law of diffusion, and Fourier’'s law of
heat conduction, respectively (Carslaw and Jaeger, 1959). Their governing equa-
tions have the same form as (2.8.2), as shown in Table 2.8.1. The measure of
potential for mass conduction is the mass concentration C of the substance being
transported. In Chap. 4, for example, when the transport of water vapor in air is
described, C is the mass of water vapor per unit mass of moist air. The propor-
tionality constant for mass conduction is the diffusion coefficient D. The measure
of potential for heat energy transport is the temperature 7 and the proportionality
constant is the heat conductivity k of the substance.

The proportionality constant can also be written in a kinemaric form. For
exarmple, the dynamic viscosity u and the kinematic viscosity v are related by

T= M “L(Z'S'Z)

M= pv (2.8.3)

AV

Momentum flux

mV _ du
oL

A dz

T =

Wall shear
stress Ty

FIGURE 2.8.1 ‘

The relationship between the momentum flux and the velocity gradient in a free surface flow.
Momentum is transferred between the wall and the interior of the flow through molecular and
turbulent eddy motion. The shear stress in the interior of the flow is the same as the momentum flux
through a unit area (dashed line) parallel to the boundary.
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so Eq. (2.8.2) can be rewritten
T=pr - (2.8.4)

The dimensions of » are [L¥T].

Convection
L

For convection, transport occurs through the action of turbulent eddies, or the
mass movement of elements of fluid with different velocities, rather than through
the movement of individual molecules as in conduction. Convection requires a
flowing fluid, while conduction does not. The momentum flux in a turbulent flow
is not governed by Newton's law of viscosity but is related to the instantaneous
departures of the turbulent velocity from its time-averaged value. It is convenient,
however, to write cquations describing convection in the same form as those for
conduction. For momentum transfer, the flux in a turbulent flow is written as

d
Turk = me'jf (285)

TABLE 2.8.1
Laws of conduction and corresponding equations for convection of mass,

momentum, and heat energy in a fluid

Extensive property transported

Mass Momentum Heat energy
Conduction:
Name of law Fick's Newton's Fourier’s
dC du dT
ti 5 = =b— o= g = =k
Equation f 5 “dz fa &
Flux fm T fh
Constant of
proportionality D 7 k
(diffusion coeff.) (viscosity) (heat conductivity)
Potertial eradi ac du dT
tential gradient —_ = ==
ential gradien > i e
(concentration) (velocity) (temperature)
Convection:
dac du dar
Equation fw = _PK"‘}T* T= 'DKWE frn= prpKh;

Diffusivity [L*/T] K, K, K,

4G A

T I

b gt iy il o
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where K,, is the momentum diffusivity, or eddy viscosity, with dimensions [L3T].
K, is four to six orders of magnitude greater than v (Priestley, 1959), and
turbulent momentum flux is the dominant form of momentum transfer in surface
water flow and in air flow over the land surface. Equations analogous to (2.8.5)
can be written for mass and energy transport as shown in Table 2.8.1.

It should be noted that the direction of transport of extensive properties
described by the equations in Table 2.8.1 is transverse to the direction of flow.
For example, in Fig. 2.8.1, the flow is horizontal while the transportiprocess
is vertical through the dashed area shown. Extensive property transp in the
direction of motion is called advection and is described by the term [/BpV-dA
in the Reynolds transport theorem, Eq. (2.1.9).

Velocity Profile

Determination of the rates of conduction and convection of momentum requires
knowledge of the velocity profile in the boundary layer. For flow of air over land
or water, the logarithmic velocity profile is applicable (Priestley, 1959). The wind
velocity u is given as a function of the elevation 2 by

2= lm(i) (2.8.6)
u

k Zn

where the shear velocity u* = /7o/p (7o is the boundary shear stress and p is
the fluid density), k is von Karman’s constant (= 0.4), and zg is the roughness
height of the surface. Table 2.8.2 gives values of the roughness height for some
surfaces. By differentiating (2.8.6), the velocity gradient is found to be

du u' .

dz ke e
This equation can be used to determine the laminar and turbulent momentum
fluxes at various elevations.

TABLE 2.8.2
Approximate values of the roughness height of
natural surfaces

Roughness height z,
Surface {em)
Tce, mud flats 0.001
Water 0.01 - 0.06
Grass (up to 10 cm high) 0.1-2.0
Grass (10 - 50 cm high) 2-5
Vegetation (1 ~ 2 m high) 20
Trees (10 — 15 m high) 40 - 70

Source; Brutsaert, W., Evaporation into the atmosphere, D. Reidel, Dor-
drecht, Holland, 1982, Table 5.1, p. 114 {adapted).
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The wind speed has been measured at 3 m/s at a height of 2 m
above a short grass field (zo = 1 cm). Plot the velocity profile and calculate the rates
of laminar and turbulent momentum flux at 20 cm, and the turbulent momentum

3 ,=1.51%10"7mYs, and K= 1.5

flux at 2 m elevation, For air, p=1.20 kgim?,

Example 2.8.1

m-/s.

Solution. The shear velogity is calculated from Eq. (2.8.6) using the known velocity

w=23misat; =3m
L] ™)
—H; = l111( = }
u k | :g’
3 200
oy = Lm ==
u 0.4 100U
Solving, ¢ = 0.226 m/s.
The velocity profile is found by substituting values for z in (2.8.6): for example.
for - = 20 cm=0.2 m, then

u 1 0.2
e S BT __lnl___
0226 04 0.0

9 m. Similarly computed values for other values of

Solving, w =L 7 mjsatz = 0
- are plotted in Fig. 5.8.2. The velocity gradient at 2 = 0.2 m is given by Eq.

(2.8.00%

du _ 4 i Y T
dz kz  0.4x02

and the laminar momentum flux 7 is given by Newton's law of viscosity (2.8.4)
with air density p = 1.20 kg/m® and the kinematic viscosity ¥ = 1.51 X 107 ms.
du

T:pV'd—"
—120% 1.51 %1077 x 2.83
—5.1% 107° N/m*

m. The turbulent momentuni flux is given by Eg. (2.8.5)

aiz =02
du
Turh = PK "
=1.20% 1.5 % 2.83
=5.1 Nm’
4 = = 0.2 m. The ratio Tl 7= Kd ¥V = 51/(5.1 x 1079 = 103 hence, turbulent

momentum flux (convection by eddy diffusion) is the dom
‘ this air stream. Atz = 2., duidz = u'lkz =
ey = pRalduldz) = 1.20 % 1.50 x 0.28 = 0.5) N/m?
convective momentum fluxes at

flux (or shear stress) is inversely prop 1
profile. The momentum flux, therefore,
diminishes as elevation increases.

inant transport mecharnism
0.226/(0.4 x 2) = 0.28 s~ 'and
_Note that the ratio of the
0.2 and 2.0 m is 5.1/0.51 = 10; the momentum
ortional to elevation in a logarithmic velocity
is largest near the ground surface and
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Elevation z (m)
(%)

|7 k o

j/\\ Z“ ~0285" A

/ FIGURE 2.82 £
Logarithmic velocity profile for

roughness height z; = 1 cm

and measured velocity 3 m/s at

height 2 m in a flow of air

(Example 2.8.1). The resulting

velocity gradient and shear stress

are inversely proportional to

elevation.

Velecity u (m/s)

Radiation

W . . .

Thi;eg ;st(.hanm;] stnkesz a surface (see Fig. 2.8.3), it is either reflected or absorbed

e ion reflected is called the albedo a(0 < « = 1). For example, deep wat :

3 I?O;?Sr:gsotrb most off the radiation they receive, having « =~ 0.06 ‘whil}fa fre;_:er

ects most of the incoming radiation, with i 0.
1982). Radiation is also contin o gt o e
: uously emitted from all bodi 3 i
on their surface temperatures. The n iati i T aiabn o
; et radiation R, is the net i iati

o - 1 : ; . input of radiation ¢

R.cz 1su_rfau:e athany ms_tant, tl.mtlls, the difference between the radiation absolr‘ae:_’tit
; @) (where R; is the incident radiation), and that emitted, R.: ,

R,=R{(l—a)—R. (2.8.8)

Net radiation at th ¥ g
e earth’s surface ‘or & : .
water. is the major energy input for evaporation of

Emissi iati ission i
ssion. Radiation emission is governed by the Stefan-Boltzmann law

2z 4
Re = eoT (289)

zfie(:}rgge \;\s{/thg: .elznjssivity of the surface, ¢ is the Stefan-Boltzmann constant (5.67
By 1 ;n ; ) and T is the absolute temperature of the surface in degrées
o 2, % c:lrcg ;)e rlfzg;ft); éhet Kelvn;ltempcrature equals the Celsius temperature
: radiator, or black body, the emissivity is e = 1;
surfaces ¢ = 0.97. The wavelen itted radi iy st
97, gth A of emitted radiation is i ione
to the surface temperature, as given by Wien's law: F R opE

=3
p_ 20 X107

T (2.8.10)

wh is i i
ere T is in degrees Kelvin and A is in meters (Giancoli, 1984). As a

o
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i
Incpm_mg R, K. reflected R, emitied
radiation N /<u = albedo) ‘é
Surface
\1 -0 erd \ f\.—tld-ﬂ R, bf"(b e FIGURE 2.8.3
\bsorbe £1 1ac1alion abs0ree Radiation balance at the surface
\\ . \\\\\\ \\\\\’\\\\\ of a substance.

% ‘, 3 e =
consequenice of Wien’s law, the radiation emitted by the sun has a much shorter
wavelength than that emitted by the cooler earth.

Reflection and scattering. The albedo « in Eq. (2.8.8) measures the proportion
of incoming radiation that 1s reflected back into the atmosphere. The albedo varies
somewhat depending on the wavelength of the radiation and its angle of incidence,
but it is customary to adopt a single value typical of the type of surface.

When radiation strikes tiny particles in the atmosphere of a size on the
same order of magnitude as the radiation wavelength. the radiation is scattered
randomly in all directions. Small groups of molecules called aerosols scatter light
in this way. The addition of aerosols and dust particles to the atmosphere from
human activity in modern times has given rise to concern about the greenhouse
effect, in which some of the radiation emitted by the earth is scattered back
by the atmosphere: increased scattering results in a general warming of the
earth’s surface. However, the precise magnitude of the earth’s warming by this
mechanism is not vet known.

Net radiation at Earth’s surface. The intensity of solar radiation arriving at the
top of the atmosphere is decreased by three effects before reaching a unit area
of the earth’s surface: scattering in the atmosphere, absorption by clouds, and
the obliqueness of the earth’s surface to the incoming radiation (a function of
latitude, season, and time of day). The intensity of solar radiation received per
unit area of the earth’s surface is denoted by R;. The atmosphere also acts as a
radiator. especially on cloudy days, emitting longer wave radiation than the sun
because its temperature is lower; the intensity of this radiation is denoted R; The
incoming radiation at the earth’s surface is thus R; = R, + R,. The earth emits
radiation R, (of a wavelength close to that of the atmospheric radiation), and the
net radiation received at the earth’s surface is

Ry =(R; + R)(1 —a) — R, (2.8.11)

The interaction of radiation processes between the atmosphere and the
earth’s surface is complex. Figure 2.8.4 presents a summary of relative values
for the various components of the annual average atmospheric and surface heat
balance. It can be seen that for 100 units of incoming solar radiation at the top of
the atmosphere, about half (51 units) reaches the earth’s surface and is absorbed
there; of these 51 units, 21 are emitted as longwave radiation, leaving a net
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SPACE Incoming Outgoing radiation
solar
radiation Shortwave Longwave
100 6 20 4 6 38 26
L/ / 1|' !
ATMOSPHERE E;fo“a“md Net emission by ‘
) ‘/I A water vapor, CO4
16 _— TR
Absorbed b Ec]egu;g é/} Emission
by water ¥ ; " by clouds

vapor, dust, Oy v 15 Absorption
J Q by water
@ vapor, CO, Latent
Absorbed Reflected heat flux

by clouds
B Ab ’ bed by surface ?
e Net surface Sensible
emission of heat flux
longwave radiation T |
OCEAN, LAND 51 21 7 23

FIGURE 2.8.4

Radiation and heat balance in the atmosphere and at the earth’s surface. (Sowrce: “Understanding
Chlimatic Change,” p. 18, Naticnal Academy of Sciences, Washington, D.C.. 1975. Used with
permission. )

radiation of 30 units at the earth’s surface; 23 units of this energy input are used
to evaporate water, and thus returned to the atmosphere as latent heat flux; the
remaining 7 units go to heat the air overlying the earth’s surface, as sensible heat
flux.
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2.5.11

2.5.12

2.5.13
2.6.1

2.6.2

2.6.3

(3]

.8.1

2.8.2

2.8.3

2.8.4

2.8.5

2.8.6

2.8.7

Use the parabolic velocity distribution formula for laminar flow in a circular
conduit, given in Prob. 2.5.10. to establish that the wall shear stress is 7y =
8uV/D, in which Vis the average pipe velocity.

A rectangular open channel 12 m wide and | m deep has a slope of 0.001 and is
lined with cemented rubble (n =0.025). Determine () its maximum discharge
capacity, and (b) the maximum discharge obtainable by changing the cross-
sectional dimensions without changing the rectangular form of the section, the
slope. and the volume of excavation. Hint: the best hydraulic rectangular section
has a minimum wetted perimeter or a width-depth ratio of 2.

Solve Prob. 2.5 12 if the channel is 30 ft wide and 4 ft deep.

Water is flowing with a friction slope §; = 0.01. Determine (a) the velocity
of flow in & thin capillary tube of diameter 1 mm (v =1.00 X 107° m%¥s), (b)
the Darcy flux O0/A and the actual velocity of flow through a fine sand and (¢)
gravel.

Compute the rate of flow of water at 20°C through a 10-m-long conduit filled
with fine sand of effective diameter 0.01 mm under a pressure head difference of
0.5 m between the ends of the conduit. The cross-sectional area of the conduit
is 2.0 m%.

Solve Example 2.6.1 in the text if the water is flowing through: (a) gravel with
a hydraulic conductivity of 10 cm/s and a porosity of 30 percent, (b) silt with a
hydraulic conductivity of 10™* cm/s and a porosity of 45 percent, and {c) clay
with a hydraulic conductivity of 1077 cmV/s and a porosity of 50 percent. Compare
your answers with that obtained in the example.

Air is flowing over a short grass surface, and the velocity measured at 2 m
elevation is 1 m/s. Calculate the shear velocity and plot the velocity profile from
the surface to height 4 m. Assume zy = 1 cm. Calculate the turbulent momentum
flux at heights 20 cm and 2 m and compare the values. Assume K,, = 0.07 m¥s
and p = 1.20 kg/m? for air.

Solve Prob. 2.8.1 if the fluid is water. Assume K,, =0.15 m¥s and p = 1000
kg/m’. Calculate and compare the laminar and turbulent momentum fluxes at 20
cm elevation if » = 1.51 X 107° m%s for water.

Assuming the sun to be a black body radiator with a surface temperature of 6000
K, calculate the intensity and wavelength of its emitted radiation.

Sclve Prob. 2.8.3 for the earth and compare the intensity and wavelength of the
earth’s radiation with that emitted by the sun. Assume the earth has a surface
temperature of 300 K.

The incoming radiation intensity on a lake is 200 W/m?. Calculate the net radiation
into the lake if the albedo is a@ = 0.06, the surface temperature is 30°C, and the
emissivity is 0.97.

Solve Prob. 2.8.5 for fresh snow if the albedo is @ =0.8, the emissivity is 0.97,
and the surface temperature is 0°C.

Solve Prob. 2.8.5 for a grassy field with albede a = 0.2, emissivity 0.97, and
surface temperature 30°C.
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ATMOSPHERIC
WATER

Of the many meteorological processes occurring continuously within the atmo-
sphere, the processes of precipitation and evaporation, in which the atmosphere
interacts with surface water, are the most important for hydrology. Much of the
water precipitated on the land surface is derived from moisture evaporated from
the oceans and transported long distances by atmospheric circulation. The two
basic driving forces of atmospheric circulation result from the rotation of the
earth and the transfer of heat energy between the equator and the poles.

3.1 ATMOSPHERIC CIRCULATION

The earth constantly receives heat from the sun through solar radiation and emits
heat through re-radiation, or back radiation into space. These processes are in
balance at an average rate of approximately 210 W/m?2. The heating of the earth
is uneven; near the equator, the incoming radiation is almost perpendicular to
the land surface and averages about 270 W/m?, while near the poles, it strikes
the earth at a more oblique angle at a rate of about 90 W/m?, Because the rate
of radiation is proportional to the absolute temperature at the earth’s surface,
which does not vary greatly between the equator and the poles, the earth’s
emitted radiation is more uniform than the incoming radiation. In response to this
imbalance, the atmosphere functions as a vast heat engine, transferring energy
from the equator toward the poles at an average rate of about 4 X 10° MW,

If the earth were a nonrotating sphere, atmospheric circulation would appear
asin Fig. 3.1.1. Air would rise near the equator and travel in the upper atmosphere
toward the poles, then cool, descend into the lower atmosphere, and return toward
the equator. This is called Hadley circulation.
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FIGURE 3.1.1
One-cell atmospheric circulation pattern for
a nonrotating planet.

The rotation of the earth from west to east changes the circulation pattern.
As aring of air about the earth’s axis moves toward the poles, its radius decreases.
In order to maintain angular momentum. the velocity of air increases with respect
to the land surface. thus producing a westerly air flow. The converse is true for
a ring of air moving toward the equator — it forms an easterly air flow. The effect
producing these changes in wind direction and velocity is known as the Coriolis

force.

The actual pattern of atmospheric circulation has three cells in each hemi-
sphere, as shown in Fig. 3.1.2. In the tropical cell, heated air ascends at the equa-
tor, procecds toward the poles at upper levels. loses heat and descends toward the
ground at latitude 30°. Near the ground, it branches, one branch moving toward
the equator and the other toward the pole. In the polar cell, air rises at 60° and
flows toward the poles at upper levels, then cools and flows back to 60° near
the earth’s surface. The middle cell is driven frictionally by the other two; its
surface air flows toward the pole, producing prevailing westerly air flow in the
mid-latitudes.

The uneven distribution of ocean and land on the earth’s surface, coupled
with their different thermal properties. creates additional spatial variation in atmo-
spheric circulation. The annual shifting of the thermal equator due to the earth’s
revolution around the sun causes a corresponding oscillation of the three-cell
circulation pattern. With a larger oscillation, exchanges of air between adjacent
cells can be more frequent and complete, possibly resulting in many flood years.
Also. monsoons may advance deeper into such countries as India and Australia.
With a smaller oscillation, intense high pressure may build up around 307 lat-
tude, thus creating extended dry periods. Since the atmospheric circulation is very
complicated, only the general pattern can be identified.

The atmosphere is divided vertically into various zones. The atmospheric
circulation described above occurs in the troposphere, which ranges in height
from about & km at the poles to 16 km at the equator. The temperature in the
rronosnhere decreases with altitude at a rate varying with the moisture content of
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FIGURE 3.1.2
Latitudinal cross section of the general atmospheric circulation.

the atmosphere. For dry air the rate of decrease is called the dry adiabatic lapse
rate and is approximately 9.8°C/km (Brutsaert,1982). The saturated adiabatic
lap;e rate is less, about 6.5°C/km, because some of the vapor in the air condenses
as it rises and cools, releasing heat into the surrounding air. These are average
figures for lapse rates that can vary considerably with altitude. The fropopause
separates the troposphere from the stratosphere above. Near the tropopause, sharp
changes in temperature and pressure produce strong narrow air currents known
as jer streams with speeds ranging from 15 to 50 m/s (30 to 100 mi/h). They
flow for thousands of kilometers and have an important influence on air mass
movement.

An air mass in the general circulation is a large body of air that is fairly uni-
form horizontally in properties such as temperature and moisture content. When
an air mass moves slowly over land or sea areas, its characteristics reflect those of
Fhe. underlying surface. The region where an air mass acquires its characteristics
Is its source region; the tropics and the poles are two source regions. Where a
Warm air mass meets a cold air mass, instead of their simply mixing, a definite
Surfa.ce of discontinuity appears between them. called a fronr. Cold air, being
heav.lcr, underlies warm air. If the cold air is advancing toward the warm air, the
leading edge of the cold air mass is a cold front and is nearly vertical in slope. If
the{warm air is advancing toward the cold air, the leading edge is a warm front.
which has a very flat slope, the warm air flowing up and over the cold air.

A cyclone is a region of low pressure around which air flows in a coun-
tercl_ockwise direction in the northern hemisphere, clockwise in the southern
hemisphere. Tronical cvclones form at low latitudes and mav develop into

L
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A plan view of the life cycle of a Northern Hemisphere frontal cyclone: (a) surface front between cold

and warm air: (#) wave beginning to form: (¢} cyclonic circulation and wave have developed; (4) faster-
moving colil front is overtaking retreating warm front and reducing warm sector; (e} warm sector has
been eliminuicd and (/) cyclone is dissipating.

hurricanes or typhoons. Extrarropical cyclones are formed when warm and cold
air masses. initially flowing in opposite directions adjacent to one another, begin
to interact and whirl together in a circular motion, creating both a warm front
and a cold front centered on a low pressure zone (Fig. 3.1.3). An anricyclone
is a region of high pressure around which air flows clockwise in the northern
hemisphere. counterclockwise in the Southern hemisphere. When air masses
are lifted in atmospheric motion, their water vapor can condense and produce
precipitation.

3.2 WATER VAPOR

Atmospheric water mostly exists as a gas, or vapor, but briefly and locally it
becomes a liquid in rainfall and in water droplets in clouds, or it becomes a solid
in snowfall. in hail, and in ice crystals in clouds. The amount of water vapor in
the atmosphere is less than 1 part in 100,000 of all the waters of the earth, but it
plays a vital role in the hydrologic cycle.

Vapor transport in air through a hydrologic system can be described by the
Reynolds transport theorem [Eq. (2.1.9)] letting the extensive property B be the

e v

Foalma
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mass of water vapor. The intensive property 8 = dB/dm is the mass of water
vapor per unit mass of moist air; this is called the specific humidiry q,. and equals
the ratio of the densities of water vapor (p,) and moist air (g,):

=2 (3.2.1)

Pa
By the law of conservation of mass, dB/dt = m,, the rate at \aﬂgich water
vapor is being added to the system. For evaporation from a water ace, m,
is positive and represents the mass flow rate of evaporation; conversely, for
condensation, m, is negative and represents the rate at which vapor is being
removed from the system. The Reynolds transport equation for this system is the
continuity equation for water vapor transport:

m, = %JJJ'QVPa av + Jqupa V-dA (3.2.2)
c.v. C.5.

Vapor Pressure

Dalton’s law of partial pressures states that the pressure exerted by a gas (its
vapor pressure) is independent of the presence of other gases; the vapor pressure
e of the water vapor is given by the ideal gas law as

e = p,R,T (3.2.3)

where T is the absolute temperature in K, and R, is the gas constant for water
vapor. If the total pressure exerted by the moist air is p, then p — e is the partial
pressure due to the dry air, and

p—e = piRyT (3.2.4)

where py is the density of dry air and Ry is the gas constant for dry air (287
J/kg'K). The density of moist air p, is the sum of the densities of dry air and
water vapor, that is, p, = ps + py, and the gas constant for water vapor is
R, = Ry/0.622, where 0.622 is the ratio of the molecular weight of water vapor
to the average molecular weight of dry air. Combining (3.2.3) and (3.2.4) using
the above definitions gives

p= I:Pd + (mo ‘;‘ézﬂRdT (3.2.5)

By taking the ratio of Egs. (3.2.3) and (3.2.5), the specific humidity ¢. is
approximated by

g = O.622§ (3.2.6)

Also, (3.2.5) can be rewritten in terms of the gas constant for moist air. R, as

P = paRaT (3:2:7)
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The relationship between the gas constants for moist air and dry air is given by
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the corresponding vapor pressure, relative humidity, specific humidity, and air

R.=Ry(1 + 0.6084,) i ‘

3.2.8) |

=287(1 + 0.608q,) J/’kg 'K ( Solution. The saturated vapor pressure at 7 = 20°C is given by Eq. (3.2.9) 4

The gas constant of moist air increases with specific humidity, but even for e, =611 exp (_17.27T | I

a large specific humidity (e.g., g, = 0.03 kg water/kg of moist air), the difference \237.3 + T ‘ '
between the gas constants for moist and dry air is only about 2 percent. F17.27 % 20" Uk
For a given air temperature, there is a maximum moisture content the air =0ll.exp (237_3 0, #

can hold, and the corresponding vapor pressure is called the saturation vapor ~2339 Pa

pressure eg. At this vapor pressure, the rates of evaporation and condensation
are equal. Over a water surface the saturation vapor pressure is related te the air
temperature as shown in Fig. 3.2.1; an approximate equation is:

and the actual vapor pressure e is calculated by the same method substituting the
dew-point temperature T, = 16°C:

[ 17997 6l 17.277; | !
es; = 611 ex (— 3.2.9 e= exp :
" P\373+ T) 5 B3+ ;
where e, is in pascals (Pa = N/m?) and T is in degrees Celsius (Raudkivi, 1979). =611 exp (M| .
Some values of the saturation vapor pressure of water are listed in Table 3.2.1, RS
The gradient A = de/dT of the saturated vapor pressure curve is found by =1819 Pa
differentiating (3.2.9): The relative humidity from (3.2.11) is
4098¢ :
s e TR L (3.2.10) R=2 :
(2373 4+ D) e, :
where A is the gradient in pascals per degree Celsius. _ 1819 i
The relarive humidity Ry, is the ratio of the actual vapor pressure to its 2339
saturation value at a given air temperature (see Fig. 3.2.1): —0.78
e =T78%
Ry = — (3.2.11) :
€s
The temperature at which air would just become saturated at a given specific gz?&r]iigedlvapor pressure of water
humidity is its dew-point temperature Ty. vapor over liquid water
Example 3.2.1 At a climate station, air pressure is measured as 100 kPa, air tem- Temperature Saturated Vapor Pressure
perature as 20°C. and the wet-bulb, or dew-peint, temperature as 16°C. Calculate @ Pa
=20 125
-10 286
- 0 611
= 5 872
5 10 1227
7 13 1
é FIGURE 3.2.1 1; 2;(3]:
2, Saturated vapor pressure as a function of :5 1167
% temperature over water. Point C has vapor ";t') 4243
> pressure ¢ and temperature T, for which the 3.; 5524
saturated vapor pressure is ¢, The relative 46 7378

humidity is Ry = e/e;. The temperature at

- - 0 i - s
w0 1o ) o B = which the air is saturated for vapor pressure e

Source: Brutsaert, 1982, Table 3.4, p. 41. Used with per-

mission.

L

Temperature (°C)

is the dew-point temperature 7.
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and the specific humidity is given by (3.2.6) with p = 100 kPa =100 % 10°? Pa:
3.=0.622%
P

1819
100 % 103/

=0.0113 kg water/kg moist air

=0.622(

The air density is qalculated from the ideal gas law (3.2.7). The gas constant R,
is given by (3.2.8) with g, = 0.0113 kg/kg as R, = 287(1 + 0.608¢,) = 287(1 +
0.608 % 0.0113) = 289 J/kg'K, and T = 20°C = (20 + 273 K = 293 K, so that

_r
R.T

100 x 10°

~ 289 x 293

=1.18 kg/m®

Pa

Water Vapor in a Static Atmospheric Column

Two laws govern the properties of water vapor in a static column, the ideal gas
law

p = poR,T (3.2.12)
and the hydrosiatic pressure law
d,
L= —pg (3.2.13)
dz
The variation of air temperature with altitude is described by
dr (3.2.14)
. B L
dz

where a is the lapse rate. As shown in Fig. 3.2.2, a linear temperature variation
combined with the two physical laws yields a nonlinear variation of pressure with
altitude. Density and specific humidity also vary nonlinearly with altitude. From
(3.2.12), p, = p/R,T, and substituting this into (3.2.13) yields

dp _ —pg
dz R.T
or
d s
i P dz
P R, T
Substituting dz = —dT/a from (3.2.14):

J

it e g R e

A e

b

i
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Elevation+

. ~ T
Pressure p Temperature

FIGURE 3.2.2 .
Pressure and temperature variation in an atmospheric column.

dp _[_g\dT
r aR, T

and integrating both sides between two levels 1 and 2 in the atmosphere gives
P g T
In|=*| ={—=In (4)
(pl) (QRG) vé

/ T ‘)gfa'R,,

- 22 (3.2.15)
25} PI(T]

or

From (3.2.14) the temperature variation between altitudes z, and z is

=T —az— 1) (3.2.16)

Precipitable Water

The amount of moisture in an atmospheric column is called its precipita!_;!e water.
Consider an element of height dz in a column of horizontal cross=sectional area
A (Fig. 3.2.2). The mass of air in the element is p,A dz and the mass of water
contained in the air is ¢,p.A dz. The total mass of precipitable water in the column
between elevations 7, and z is

22
m, = J GvPaA dz (3.2.17)
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The integral (3.2.17) is calculated using intervals of height Az, each with
an incremental mass of precipitable water

Am, = G,PaAAz (3.2.18)

where g, and p, are the average values of specific humidity and air density over
the interval. The mass increments are summed over the column to give the total
precipitable water.

Example 3.2.2. Galculate the precipitable water in a saturated air column 10 km
high above 1 m* of ground surface. The surface pressure is 101.3 kPa, the surface
air temperature is 30°C, and the lapse rate is 6.5°C/km.

Solution. The results of the calculation are summarized in Table 3.2.2. The incre-
ment in elevation is taken as Az = 2 km = 2000 m. For the first increment, at
z;=0m, 7, = 30°C = (30 + 273) K = 303 K; at z, = 2000 m, by Eq. (3.2.16)
using a = 6.5°C/km = 0.0065°C/m,

;=T —oalz; — 1)
=30 ~ 0.0065(2000 — 0)

=17°C
TABLE 3.2.2
Calculation of precipitable water in a saturated air column (Example 3.2.2)
Column 1 2 3 ] 5 6
Elevation Temperature Air Density Vapor
pressure pressure
£ P Py €
(km) °C) °K) (kPa) (kgm¥)  (kPa)
0 30 303 101.3 1.16 4.24
2 17 290 80.4 0.97 1.94
4 4 277 63.2 0.79 0.81
6 -9 264 49.1 0.65 0.31
8 =22 251 37.6 0.52 0.10
10 -35 238 28.5 0.42 0.03
Column 7 8 9 10 11
Specifie Average over Incremental % of
humidity increment mass total
q. 7 Pa Am mass
(kg/kg) (ke/ke) (kg/m”) (kg)
0.0201
0.0150 0.020§ 1.07 43.7 57
0.0039 0.0060 0.72 8.6 11
0.0017 0.0028 0.59 3.3 4
0.0007 0.0012 0.47 1.1 2
77.0
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=17+ 273) K
=290 K

as shown in column 3 of the table. The gas constant R, can be taken as 287 J/kg-K in
this example because its variation with specific humidity is sma] (see Eq. (3.2.8)].
The air pressure at 2000 m is then given by (3.2.15) with g/aR , = 9.81/(0.0065 x

287) = 5.26, as |
(B i
pP2=p T, g"

=101.3(%‘]j%

=80.4 kPa

as shown in column 4.
The air density at the ground is calculated from (3.2.12).

__2
R, T

1013 x 10°
T (287 % 303)
=1.16 kg/m’

Pa

and a similar calculation yields the air density of 0.97 kg/m? at 2000 m. The average
density over the 2 km increment is therefore p, = (1.16 + 0_97)/2 = 1.07 kg/m3
(see columns 5 and 9).
The saturated vapor pressure at the ground is determined using (3.2.9):
17.27T )
2373+ T

17.27 x 30 )
237.3 + 30

e=611 exp(

=611 exp (

=4244 Pa
=4.24 kPa
The corresponding value at 2000 m where T = 17°C, is ¢ = 1,94 kPa (column 6).
The specific humidity at the ground surface is calculated by Eq. (3.2.6):
e
. =0.622~-
4 P
4.24
101.3
=0.026 kg/kg

At 2000 m g, = 0.015 kg/kg. The average value of specific humidity over the 2-
km increment is therefore g, = (0.026 + 0.015)/2 = 0.0205 kg/ke (column 8).
Substituting into (3.2.18), the mass of precipitable water in the firgt 2-km increment is

=0.622 X
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Am, =7, A Az
=0.0205 x 1.07 x 1 x 2000
=43.7 kg

By adding the incremental masses, the total mass of precipitable water in the column
is found to be m, = 77 kg (column 10). The equivalent depth of liquid water is
mylp A = 7701000 x 1) = 0.077 m = 77 mm.

The numbers in column 11 of Table 3.2.2 for percent of total mass in each
increment show that more than half of the precipitable water is located in the first
2 km above the ®and surface in this example. There is only a very small amount
of precipitable water above 10 km elevation. The depth of precipitable water in
this column is sufficient to produce a small storm, but a large storm would require
infloww of moisture from surrounding areas to sustain the precipitation.

3.3 PRECIPITATION

Precipitation includes rainfall, snowfall, and other processes by which water falls
to the land surface. such as hail and sleet. The formation of precipitation requires
the lifting of an air mass in the atmosphere so that it cools and some of its
moisture condenses. The three main mechanisms of air mass lifting are fron-
tal lifting. where warm air is lifted over cooler air by frontal passage; orographic
lifting, in which an air mass rises to pass over a mountain range; and convective
lifting, where air 15 drawn upwards by convective action, such as in the center
of a thunderstorm cell. Convective cells are initiated by surface heating, which
causes a vertical instability of moist air, and are sustained by the latent heat of
vaporization given up as water vapor rises and condenses.

The formation of precipitation in clouds is illustrated in Fig. 3.3.1. As
air rises and cools, water condenses from the vapor to the liquid state. If the
temperature is below the freezing point, then ice crystals are formed instead.
Condensation requires a seed called a condensation nucleus around which the
water molecules can attach or nucleate themselves. Particles of dust floating in
alr can act as condensation nuclei; particles containing ions are effective nuclei
because the ions electrostatically attract the polar-bonded water molecules. Ions
in the atmosphere include particles of salt derived from evaporated sea spray,
and sulphur and nitrogen compounds resulting from combustion. The diameters of
these particles range from 1072 to 10 um and the particles are known as aerosols.
For comparison, the size of an atom is about 107* um, so the smallest aerosols
may be composed of just a few hundred atoms.

The tiny droplets grow by condensation and impact with their neighbors
as they are carried by turbulent air motion, until they become large enough
so that the force of gravity overcomes that of friction and they begin to fall, further
increasing in size as they hit other droplets in the fall path. However, as the drop
falls, water evaporates from its surface and the drop size diminishes, so the drop
may be reduced to the size of an aerosol again and be carried upwards in the
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Droplets become heavy
enough to fall
(~0.1 mm)

v

Droplets increase Many droplets Some droplets
in size by decrease in size increase in size
cendensation by evaporation by impact and

aggregation
|

Larger drops
break up
Droplets form (3 -5 mm) /
by nucleation — condensing © =
of vapor on tiny solid particles T
called aerosols (0.001 — 10 um)
t
Waler vapor Rain Drops
© (01— 3mm)
FIGURE 3.3.1

Water droplets in clouds are formed by nucleation of vapor on aerosols, then go through many
condensation-evaporation cycles as they circulate in the cloud, until they aggregate into large enough
drops to fall through the cloud base.

cloud through turbulent action. An upward current of only 0.5 cm/s is sufficient 1o
carry a 10 wm droplet. Ice crystals of the same weight, because of their shape and
larger size, can be supported by even lower velocities. The cycle of condensation,
falling, evaporation, and rising occurs on average about ten times before the drop
reaches a critical size of about 0.1 mm, which is large enough to fall through the
bottom of the cloud.

Up to about 1 mm in diameter, the droplets remain spherical in shape, but
beyond this size they begin to flatten out on the bottom until they are no longer
stable falling through air and break up into small raindrops and droplets. Normal
raindrops falling through the cloud base are 0.1 to 3 mm in diameter.

Observations indicate that water droplets may exist in clouds at subfreezing
temperatures down to —35°C. Al this temperature, the supercooled droplets will
freeze even without freezing nuclei. The saturation vapor pressure of water vapor
is lower over ice than over liquid water, so if ice particles are mixed with
water droplets, the ice particles will grow by evaporation from the droplets
and condensation on the ice crystals. By collision and coalescence, ice crystals
typically form clusters and fall as snow flakes. However, single ice crystals may
grow so large that they fall directly to the earth as hail or sleet.
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Cloud sceding is a process of artificially nucleating clouds to induce
precipitation. Silver iodide is a common nucleating agent and is spread from
aircraft in which a silver iodide solution is evaporated with a propane flame to
produce particles. While there have been many experiments wherein cloud seed-
ing was considered te have induced precipitation, the great variability of meteo-
rological processes involved in producing precipitation make it difficult to achieve
consistent results.

Terminal Velocity

Three forces act on a falling raindrop (Fig. 3.3.2): a gravity force F ¢ due to its
weight, a buoyancy force F, due to the displacement of air by the drop, and a
drag force F, due to friction between the drop and the surrounding air. If the
drop is a sphere of diameter D, its volume is (7/6)D? so the weight force is

Fo= pwg(f)Da (3.3.1)
° 6
and the bouvancy force is
Fo = pusl |2 (3.3.2)

where p,, and p, and are the densities of water and air, respectively. The friction
drag force is given by
VZ
Fq= CdpaA7 (3.3.3)

where C, is a dimensionless drag coefficient, A = (7/4)D? is the cross-sectional
area of the drop, and V is the fall velocity.

If the drop is released from rest, it will accelerate until it reaches its terminal
velocity V,. at which the three forces are balanced. In this condition,

Fd:Fg_Fb

Hence, letting V =V, in Egs. (3.3.1-3),

FIGURE 3.3.2
Forces on a falling raindrop: £, = weight; F;, = buoyancy: £y =
drag force of surrounding air.

bl
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R 4 o flie %

2 T "t aw ™ 3

CapaDY )= = (—) 3 a(, 3

4P {.4J)2 putlg | D"~ pusl | D

which, solved for V,, is:
4gD / pw ]1#2

R | 334
' { BCd Lpu ) ( )
The assumption of a spherical raindrop shape is valid for drops up t’Q 1 mm
in diameter. Beyond this size, the drops become flattened on the bottom apd more

oval in cross section; then they are characterized by the equivalent diameter of
a spherical raindrop having the same volume as the actual drop (Pruppacher and
Klett, 1978). Raindrops can range up to 6 mm in diameter, but drops larger than
3 mm are unusual, especially in low-intensity rainfall.

For tiny droplets in_ clouds, up to 0.1 mm diameter, the drag force is
specified by Stokes’ law for which the drag coefficient is Cy= 24/Re, where Re is
the Reynolds number p,VD/u, with w, being the air viscosity. Falling raindrops
are bevond the range of Stokes’ law; values of C, developed experimentally by
observation of raindrops are given in Table 3.3.1.

Example 3.3.1. Calculate the terminal velocity of a I-mm-diameter raindrop falling
in still air at standard atmospheric pressure (101.3 kPa) and temperature 20°C.

Solution. The terminal velocity is given by Eq. (3.3.4) with C, = 0.671 from
Table 3.3.1. At 20°C, p,, = 998 kg/m?, and p, = 1.20 kg/m? at pressure 101.3

kPa:
‘ 1/2
40D |
V= 28D (pw
3Cd | Pa ;

[4 x 9.81 % 0.001 [ 998 l_lj“

1.20

3x0.671

=4.02 m/s

Values of V, similarly computed for various diameters are plotted in Fig.
3.3.3. It can be seen that the terminal velocity increases with drop size up to
a plateau Jevel of about 5 mm drop size, for which the terminal velocity is
approximately 9 m/s. '

TABLE 3.3.1

Drag coefficients for spherical raindrops of diameter
D, at standard atmospheric pressure (101.3 kPa) and
20°C air temperature

Drop diameter D (mm) 0.2 04 06 08 1.0 2.0 3.0 4.0 5.0
Drag coefficient C4 4.2 1.66 1.07 0.815 0.671 0.517 0.503 0.559 0.660

Sowrce: Mason, 1957, Table 8.2, p. 436.
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é 8 /_-
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E
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g 21 FIGURE 3.3.3
Terminal velocity of raindrops as calculated
0 o . hJ ‘;' t") from Eq. (3.3.4) using drag coefficients

in Table (3.3.1). Results are for standard
Raindrop size (mm) atmospheric conditions at sea level.

The preceding computations are for sea level conditions. Higher in the
atmosphere. the air density p, decreases, and Eq. (3.3.4) shows that there will be
a corresponding increase in V;; raindrops fall faster in thinner air. At air pressure
50 kPa and temperature —10°C, the plateau velocity of large drops increases from
9 m/s to a litle more than 12 m/s.

Thunderstorm Cell Model

The mechanisms underlying air mass lifting and precipitation are illustrated by
considering & schematic model of a thunderstorm cell, as shown in Fig. 3.3.4.
The thunderstorm is visualized as a vertical column made up of three parts, an
inflow region near the ground where warm, moist air is drawn into the cell,
an uplift region in the middle where moisture condenses as air rises, producing
precipitation, and an outflow region in the upper atmosphere where outflow of
cooler, dryer air occurs. Outside the cell column, the outflow air may descend
over a wide area, pick up more moisture, and reenter the cell at the bottom. This
entire pattern. called convective cell circulation, is driven by the vast amount of

=
|
|
|
|
|
1
!
I
—

- ;i.. p2‘V2‘p2‘q\'w‘ T2

—

e T 3rL___

ey

/ 1 ! !
|

‘ § |
E TT |

\ _J t /

_L 0 Precipitation 1 p.V.p.q. .T FIGURE 3.3.4
{ imtensityl FETUTT A convective thunderstorm cell visualized
= 3 v oe gl as a cylindrical column of diameter
’ D having inflow, uplift, and outflow
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heat energy released by the condensing moisture in the uplift region. Observations
of cumulonimbus clouds producing thunderstorms indicate that the elevation of
the top of the convective cell ranges from 8 km to 16 km (5 to 10 mi) in the
atmosphere (Wiesner, 1970), and at times the tops of these clouds may even
penetrate through the tropopause into the stratosphere.
The thunderstorm is analyzed using the continuity equation for water vapor:
;

- 4f oo [Junvas o
m, = d:J Gvpa dV + gvpa V-dA ;f‘ (3.3.9)
Ga¥d CuS

If precipitation of intensity { (in/h or cmv/h) is falling on an area A beneath the
storm cell, the mass flow rate of water leaving the cell is m, = —p,iA. where
p. 1s the density of liquid water. Under the assumption of steady flow, the time
derivative term in (3.3.5) is zero, and the mass flow rate of precipitation is equal
to the difference between the mass flow rates of water vapor entering the cell (1)
and leaving (2) (see Fig. 3.3.4), so

—pwiA = JJ'ql,paV-dA + ‘[J'gppaV-dA (3.3.6)
2 1

The cell is a cylinder of diameter D, and air enters through height increment
Az, and leaves through height increment Az,. If air density and specific humidity
are assumed constant within each increment (in the manner shown in Example
3.2.2), then

pwlA = (qs‘paV)IWDAZI - (QVP(IV)ZWD:—\Z»E (337)
A continuity equation may be written similarly for the dry air carrying the vapor:
0= ijdV-dA (3.3.8)

C.5.

where p, is the density of dry air, which may be expressed using Eq. (3.2.1) as
pd = pa(1 — g,). Substituting into (3.3.8):

0=[pa(1 = g)VAzlomD — [pa{1 — q)VAZ]y 7D

ar

I =i
(p:VAZ)y = (paVAZ)l(l — qj (8:39)

Substituting (3.3.9) into (3.3.7) and noting that the area on which precipitation
is falling is A = (w/4)D?, it follows that
£ 40,V Az, Gy, — 4w
~ pD \1-g,

(3.3.10)

Example 3.3.2 A thunderstorm cell 5 km in diameter has a cloud base of 1.5 km,
and surface conditions recorded nearbv indicate saturated air conditions with air
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temperature 30°C, pressure 101.3 kPa, and wind speed | m/s. Assuming a lapse rate
of 7.3°C’'km and an average outflow elevation of 10 km, calculate the precipitation
intensity from this storm. Also determine what proportion of the incoming moisture
is precipitated as air passes through the storm cell and calculate the rate of release
of latent heat through moisture condensation in the column.

Solution. The precipitation intensity is given by (3.3.10) where V|, = | m/s, Az | =
1500 m. p, = 1000 kg/ms,and D = 5000 m. The quantities p,.q,.,and q,, are
found by the method outlined in Ex. 3.2.2 using @ = 0.0075°C/m for the lapse rate.
A table may be ¥t up for the required values at z =0, 1.5, and 10 km.

Elevation Temperature Air Air Vapor Specific
' Pressure Density Pressure Humidity
(km) 0 (K) (kPa) (kg/m’)  (kPa) {kg/kg)
0 30 303 101.3 1.16 4,24 0.0261
] 19 292 85.6 1.02 2.20 0.0160
10 45 228 279 0.42 0.01 0.0002

From the table. g,, = 0.0002 kg/kg; the values for p,and g,, are taken
as averages between 0 and 1.5 km: p, = (1,16 + 1.02V/2 = 1.09 kg/m?, and
g., = 10.0261 + 0.0160)/2 = 0.021 kg/kg. Substituting into (3.3.10):

y 4PGLVIAZ| ‘Q)" = q»z\)
e
puD L =g,/

_4x1.09 % 1 % 1500 |"0<O210 - 0.0002;
1000 % 5000 % 1 —0.0002

=272 % 107% m/s

=9.8 cmv/h

The mass flow rate of precipitation is given by rf?p = pnid, where A =
(mi4D* = (m/4) x 5000 = 1.96 X 10" m* and p,, = 1000 kg/m?, m, = 1000
221077 1,96 % 107 = 5.34 x 10% kg/s.
The mass flow rate of incoming moisture is given by
m,, = (paq VAZ) 7D

=1.09 x 0.021 % 1.00 x 1500 x 7 % 5000

=539 x |07 ke/s
The proportion of the incoming moisture precipitated is m,/m, = (5.34 x
10%)/15.39 > 10%) = 0.99!

The rate of release of latent heat due to moisture condensation is l,.:{zp, where
[, is the latent heat of vaporization of water, 2.5 X 10° J/kg:

Lamy=2.5 x 10° % 5.34 x 10°
=1.335x 10 W
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=1,335,000 MW

This heat energy can be compared to large thermal power plants, which may have
a capacity of 3000 MW. It can be seen that the energy released in thunderstorms
is immense.

Variability of Precipitation .

Precipitation varies in space and time according to the general pa{térnjof atmo-
spheric circulation and according to local factors. The average over'a number
of years of observations of a weather variable is called its normal value. Figure
3.3.5 shows the normal monthly precipitation for a number of locations in the
United States. Higher precipitation occurs near the coasts than inland because the
oceans supply the bulk of the atmospheric moisture for precipitation. Areas to
the east of the Cascade mountains (e.g., Boise, Idaho} have lower precipitation
than those to the west (e.g., Seattle, Washington) because much of the moisture
in the predominantly westerly air flow in the mid-latitudes is extracted as the air
rises over the mountains.

Pronounced seasonal variation in precipitation occurs where the annual
oscillation in the atmospheric circulation changes the amount of moisture inflow
over those regions (e.g., San Francisco and Miami). This pattern is illustrated in
Fig. 3.3.6, which shows the normal monthly precipitation for various locations in
the United States. Precipitation is very variable in the mountain states in the west
where orographic effects influence precipitation. Precipitation increases going east
across the great plains and is spatially more uniform in the east than in the west.
Precipitation variability for the world is shown in Fig. 3.3.7. The average annual
precipitation on the land surface of the earth is about 800 mm (32 in), but great
variability exists, from Arica, Chile, with an annual average of 0.5 mm (0.02
in) to Mt. Waialeale, Hawaii, which receives 11,680 mm (460 in) per year on
average.

3.4 RAINFALL

Rainstorms vary greatly in space and time. They can be represented by isohyeral
maps; an isohyet is a contour of constant rainfall. Figure 3.4.1 shows an isohyetal
map of total rainfall depth measured for two storms: one a storm of May 30-June
1, 1889, which caused about 2000 deaths in Johnstown, Pennsylvania, following
a dam failure, and the other a storm of May 24-25, 1981, in Austin, Texas, which
caused 13 deaths and $35 million in property damage (Moore, et al., 1982). The
Johnstown storm is plotted on a scale 50 times larger than the Austin storm. The
maximum depth of precipitation in both storms is nearly the same (= 10 in), but
the Austin storm was briefer and more localized than the Johnstown storm. The
Austin storm was caused by a convective cell thunderstorm of the type analyzed
in Example 3.3.2.

Isohyetal maps are prepared by interpolating rainfall data recorded at gaged
points, A rain gage record consists of a set of rainfall depths recorded for

-
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(a) Storm of May 30—June |, 1889, which
produced the Johnstown flood in Pennsylvania.
Maximum rainfall of 9.8 in. recorded over 18 hour
period at Wellsboro, Pennsylvania. sohyets are in
inches depth of total rainfall in the storm. (Source :
U.S. Army Corps ol Engineers, 1943.)

Atlantic Ocean

0.04 in ). (Sheet 1/2 from the Atlas of the World Water Balance.

o

10 mi

gl . 7 (h) Storm of May 24—25, 1981, in Austin, Texas.
i ! Maximum rainfall of 11 in. recorded over 3 hours.
Y Isohyets are in inches depth of total rainfall in the
X storm. (Source: Massey, Reeves, and Lear, 1982.)

FIGURE 3.4.1

[sohyetal maps for two storms. The storms have about the same maximum depth of point rainfall,
but the Johnstown storm covered a much larger area and had a longer duration than did the Austin
storm.

£
=
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successive increments in time, as shown in Table 3.4.1 for the data in 5-minute
increments from gage 1-Bee in the Austin storm. A rainfall hyetograph is a plot of
rainfall depth or intensity as a function of time, shown in the form of a histogram
in Fig. 3.4.2(a) for the |-Bee data. By summing the rainfall increments through
time. a cumulative rainfall hyetograph, or rainfall mass curve. is produced. as
shown in Table 3.4.1 and Fig. 3.4.2(b).

The maximum rainfall depth, or intensity, (depth/time) recorded in a given
time interval in a storm is found by computing a series of running totals of rainfall
depth for that time interval starting at various points in the storm, then selecting
the maximum value of this series. For example, for a 30-minute time interval,
Table 3.4.1 shows running totals beginning with 1.17 inches recorded in the first

R

=
&
=
|
=]
F
[

Mean annual precipitation of the world in millimeters (1mm

copyright UNESCO, 1977)

FIGURE 3.3.7
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TABLE 3.4.1
Computation of rainfall depth and intensity at a point

Running Totals

Time Rainfall Cumulative
(min) (in) rainfall 30 min 1h 2h
0 0.00
5 0.02 0.02
10 0.34 0.36
15 0.10 0.46'
20 0.04 0.%0
25 0.19 0.69
30 0.4% 117 1.17
35 0.50 1.67 1.65
40 0.50 2:17 1.81
45 0.51 2.68 222
50 0.18 2.84 2.34
55 0.3t 315 2.46
60 0.606 3.81 2.64 3.81
5 0.36 4.17 2.50 4.15
70 0.39 4.56 2.39 4.20
75 0.36 4.92 2.24 4.46
80 0.54 3.46 2.62 4.96
85 0.7¢ .22 3.07 5.53
90 0.51 6.3 2.92 5.56
95 0.44 7.17 3.00 5.50
100 0.23 7.42 2.86 5:25
105 0.25 7.67 2.75 4.99
110 .22 7.89 2.43 5.05
115 0.13 8.04 1.82 4.89
120 0.09 813 1.40 4.32 8.13
125 0.049 22 1.05 4.05 8.20
130 012 8.34 0.92 3.78 7.98
135 0.02 8.37 0.70 3.45 7.91
140 0.01 8.38 0.49 2.92 7.88
145 .82 8.40 0.36 2.18 T.71
150 0.01 8.41 0.28 1.68 7.24
Max. depth .76 3.07 5.56 8.20
Max. intensity
{in/h) Q2 6.14 5.56 4.10

30 minutes. 1.65 inches from 5 min to 35 min, 1.81 inches from 10 min to 40
min, and s¢ on. The maximum 30 minute recorded depth is 3.07 inches recorded
between 55 min and 85 min. corresponding to an average intensity of 3.07 in/0.5
h = 6.14 in‘h over this interval. Table 3.4.1 shows similarly computed maximum
depths and intensitics for one and two-hour intervals. It can be seen that as the
time period increases. the average intensity sustained by the storm decreases (5.56
in/h for one hour, 4.10 in/h for two hours), just as the average intensity over
an area decreases as the area increases, as shown in Fig. 3.4.1. Computations
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FIGURE 3.4.2
Incremental and cumulative rainfall hyetographs at gage 1-Bee for storm of May 24-25. 1981 in
Austin, Texas.

of maximum rainfall depth and intensity performed in this way give an index
of how severe a particular storm is, compared to other storms recorded at the
same location, and they provide useful data for design of flow control structures.
An important fact to be determined from historical rainfall records is the average
depth of rainfall over an area such as a watershed.
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Areal Rainfall

The arithmetic-mean method is the simplest method of determining areal average
rainfall. It involves averaging the rainfall depths recorded at a number of gages
[Fig. 3.4.3(a)]. This method is satisfactory if the gages are uniformly distributed
over the area and the individual gage measurements do not vary greatly about the
mean.
If some gages arc considered more representative of the area in question
than others. then relative weights may be assigned to the gages in computing the
areal average. The Thiessen method assumes that at any point in the watershed
the rainfall is the same as that at the nearest gage so the depth recorded at a given
gage is applied out to a distance halfway to the next station in any direction.
The relative weights for each gage are determined from the corresponding areas
of application in a Thiessen polyvgon network, the boundaries of the polygons
being formed by the perpendicular bisectors of the lines joining adjacent gages
[Fig. 3.4.3(5)]. If there are J gages, and the area within the watershed assigned e
to each is A.. and P; is the rainfall recorded at the jth gage, the areal average :
precipitation for the watershed is

J
e ]
P:KZAJ-PJ (3.4.1)
£ le

where the watershed area A = X }': 1 A;. The Thiessen method is generally more

« Py

\/ :\“—ﬁ"f\.j Station  Observed rainfall within

or close to the area

/ P \ (mm or in}
L] «
) P P, 20.0
\ . Ly

, )) & P, 300

/ R
<5 o Py 40.0
! Ps 50.0
\\ \x\ 140.0

\\ .

Average rainfall = 140.0/4 = 35.0 mm or in

FIGURE 3.4.3(a)
Computation of areal uverage rainfall by the arithmetic-mean method.
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accurate than the arithmetic mean method, but it is inflexible, because a new
Thiessen network must be constructed each time there is a change in the gage
network, such as when data is missing from one of the gages. Also, the Thiessen
method does not directly account for orographic influences on rainfall.

The isohyetal method overcomes some of these difficulties by constructing
isohyets, using observed depths at rain gages and interpolation between adjacent
gages [Fig. 3.4.3(c)]. Where there is a dense network of raingages isohyetal
maps can be constructed using computer programs for automated cdntouring.
Once the isohyetal map is constructed, the area A; between each pair of isohyets,
within the watershed, is measured and multiplied by the average P, of the rainfall
depths of the two boundary isohyets to compute the areal average precipitation by
Eq. (3.4.1). The isohyetal method is flexible, and knowledge of the storm pattern
can influence the drawing of the isohyets, but a fairly dense network of gages is
needed to correctly construct the isohyetal map from a complex storm.

Other methods of weighting rain gage records have been proposed, such
as the reciprocal-distance-squared method in which the influence of the rainfall
at a gaged point on the computation of rainfall at an ungaged point is inversely
proportional to the distance between the two points (Wei and McGuinness, 1973).
Singh and Chowdhury (1986) studied the various methods for calculating areal
average precipitation, including the ones described here, and concluded that all
the methods give comparable results, especially when the time period is long;

Observed Weighted
Station rainfall Area rainfall
(mm or in) (kmzor mii) (mm or in)

P 10.0 0.22 232
Ps 200 4.02 80.4
P; 30.0 1.35 40.5
P4 40.0 1.60 64.0
Ps 50.0 1.95 97.5

9.14 284.6

Average rainfall = 284.6/9.14 = 31.1 mm or in

FIGURE 3.4.3(5)
Computation of areal average rainfall by the Thiessen method.
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Sensible
heat 1o air

Net radiation Yaper flow rate
A, R, i, =P AE

[sohyets Area Average Rainfall \
enclosed rainfall volume 4
(mmorin)  (km’or mi¥) (mm or in} L p
0.88 5% 44 : Comrol_J 7 AT4 | l
10 surface I £ ~ar o |
1.59 15 239 %5 e e {
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20 &= AreaA =N
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“ Rl 2 360 SR = FIGURE 3.5.1
101 15 105.4 i Contrel volume defined for continuity
40 ’ 8 ' G and energy equation development for an
Heat conducted to ground 2 ; 5
122 5 549 evaporation pan.
50
0.20 35 10.6

influenced by the two factors described previously for open water evaporation, and
: also by a third factor, the supply of moisture at the evaporative surface. The
*Estimated. potential evapotranspiration is the evapotranspiration that would occur from a
well vegetated surface when moisture supply is not limiting, and this is calculated
in a way similar to that for open water evaporation. Actual evapotranspiration
drops below its potential level as the soil dries out.

9.14 2552

Average rainfall = 255.2 /9.14 = 27.9 mm or in

FIGURE 3.4.3(¢)
Computation of arcal average rainfall by the isohyetal method.

Energy Balance Method

that is, the different methods vary more from one to another when applied to
daily rainfall data than when applied to annual data.

To develop the continuity and energy equations applicable for evaporation, con-
sider evaporation from an evaporation pan as shown in Fig. 3.5.1. An evapora-
tion pan is a circular tank containing water, in which the rate of evaporation is
measured by the rate of fall of the water surface. A control surface is drawn

3.5 EVAPORATION arcund the pan enclosing both the water in the pan and the air above it.

The two main factors influencing evaporation from an open water surface are

the supply of energy to provide the latent heat of vaporization and the ability to
transport the vapor away from the evaporative surface. Solar radiation is the main
source of heat energy. The ability to transport vapor away from the evaporative
surface depends on the wind velocity over the surface and the specific humidity
gradient in the air above it.

Evaporation from the land surface comprises evaporation directly from the
soil and vegetation surface, and transpirarion through plant leaves, in which
water is extracted by the plant’s roots, transported upwards through its stem,
and diffused into the atmosphere through tiny openings in the leaves called
stomata. The processes of evaporation from the land surface and transpiration
from vegetation are collectively termed evapotranspiration. Evapotranspiration is

Continuity. Because the control volume contains water in both the liquid and
vapor phases, the integral continuity equation must be written separately for the
two phases. For the liquid phase, the extensive property is B = mass of liquid
water; 8= 1, p = p,, (the density of water), and dB/dt = —m,, which is the mass
flow rate of evaporation . The continuity equation for the liquid phase is

. d
—m, = EJ”pwdv+ prv-dA (3.5.1)

C.V. C.5.

The pan has impermeable sides, so there is no flow of liquid water across
the control surface and [[p,V-dA = 0. The rate of change of storage within the
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system is given by (d/dt) [[[p.dV = p,A dhidi, where A i3 the cross-sectional
area of the pan and A is the depth of water in it. Substituting into (3.5.1):

. dh
e
or

m,=p,AE (3.5.2)
where £ = —dh/dt is lhcle evaporation rate.

For the vapor phase, B = mass of water vapor; 8= q,, the specific humidity,
p = pg, the air density, and dB/dr = m,, so the continuity equation for this phase

is
: d
me = jjqupadv o JqupaV-dA (3.5.3)
C.¥.

C.5.

For a steady flow of air over the evaporation pan, the time derivative of water
vapor stored within the control volume is zero. Thus, after substituting for m,
from (3.5.2). (3.5.3) becomes

pwAE = J‘[q‘,paV-dA (3.5.4)
C.5.

which is the continuity equation for an evaporation pan, considering both water
and water vapor. In a more general sense, (3.5.4) can be used to define the
gvaporation or evapotranspiration rate from any surface when written in the form

l )JJ'
qupa V-dA (3.5.3)
pWA C.5.

where E is the equivalent depth of water evaporated per unit time (in/day or
mm/day).

o

Energy. The heat energy balance of a hydrologic system, as expressed by
Eq. (2.7.4) can be applied to the water in the control volume:

dH  dW d“’J RN .
LI R S . o
dt dt 4t L2 R

; P !
+ JJ(@,‘ + EV“ + gz)pV-dA (3.5.6)

where dH/dr is the rate of heat input to the system from external sources, dW/dt
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is the rate of work done by the system (zero in this case), e, is the specific
internal heat energy of the water, and the two terms on the right hand side are,
respectively, the rate of change of heat energy stored in the control volume and
the net outflow of heat energy carried across the control surface with flowing
water. Because V= 0 for the water in the evaporation pan, and the rate of change
of its elevation, z, is very small, (3.5.6) can be simplified to

dH d,”j g
L ] pudV t 357
dar dt Cupud 5‘? )

Considering a unit area of water surface, the source of heat energy is net
radiation flux R,, measured in watts per meter squared; the water supplies a
sensible heat flux H; to the air stream and a ground heat flux G to the ground
surface, so dH/dt = R, — H; — G. If it is assumed that the temperature of the
water within the control volume is constant in time, the only change in the heat
stored within the control volume is the change in the internal energy of the water
evaporated, which is equal to {,m,, where [, is the latent heat of vaporization.
Hence, (3.5.7) can be rewritten as

R, —H;— G=1lm, (3.5.8)
By substituting for m, from (3.5.2) with A = 1 m?, (3.5.8) may be solved for E:
1
E = (R, —H; — G) (3:.5:9)
Lpw

which is the energy balance equation for evaporation. If the sensible heat flux
H; and the ground heat flux G are both zero, then an evaporation rate E, can
be calculated as the rate at which all the incoming net radiation is absorbed by
evaporation:

R,

E = (3.5.10)
Lpw

Example 3.5.1. Caiculate by the energy balance method the evaporation rate from
an open water surface, if the net radiation is 200 W/m? and the air temperature is
25°C, assuming no sensible heat or ground heat flux.

Solution. From (2.7.6) the latent heat of vaporization at 25°C is /,= 2500 —2.36 X
25 = 2441 kl/kg. From Table 2.5.2, water density p,, = 997 kg/m?, and substitution
into (3.5.10) gives

. 200
"7 2441 x 10% x 997

=8.22 % 10" % m/s
=8§.22 x 107% x 1000 X 86400 mm/day
=7.10 mm/day
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FIGURE 3.5.2
Evaporation froni an open water surface.

Aerodynamic Method

Besides the supply of heat energy, the second factor controlling the evaporation

rate from an open water surface is the ability to transport vapor away from the

surface. The transport rate is governed by the humidity gradient in the air near

the surface and the wind speed across the surface, and these two processes can

be analyzed bv coupling the equations for mass and momentum transport in air.

In the control volume shown in Fig. 3.5.2, consider a horizontal plane of

unit area located at height z above the surface. The vapor flux m, passing upward

by convection through this plane is given by the equation (from Table 2.8.1 with
C = q.)

m, = fpakwiiﬂ (3.5.11)

dz
where K, is the vapor eddy diffusivity. The momentum flux upward through the
plane is likewise given by an equation from Table 2.8.1:
T= paKmd—i‘f (3.5.12)
dz

Suppose the wind velocity u; and specific humidity g,, are measured at

elevation zy, and - and g,, at elevation 2, the elevations being sufficiently close

that the transport rates m, and T are constant between them. Then the substitutions

dg./fdz = (g.. — g, )/ (z2 — z)) and du/dz = (uz — u)/(z2 — z|) can be made in

(3.5.11) and (3.5.12), respectively, and a ratio of the resulting equations taken
to give

E};’!—: _ Kw(‘]\fg - Q’v.)
T Kin(uz — uy)

or
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. K\V(q\r'j - QVJ
PO N 3.5.13
" T Km(“? - “l) ( )

The wind velocity in the boundary layer near the earth’s surface (up to about
50 m) is well described by the logarithmic profile law [Eq. (2.8.5)]

L . (i> (3.5.14)
U k 20, . ]

where 1" = shear velocity = \/7/p,, k is the von Karman constant, usuaffy taken
as 0.4, and zq is the roughness height of the surface given in Table 2.8.2. Hence,

and
«_ K(ug — uy)

In (zo/21)

But u* = /7/p, by definition, hence
[k(uz - MI}T
“l In (z2/z1)
Substituting this result into (3.5.13) and rearranging gives

Kok palqy, = g,z — 1)

= (3.5.15)
Kl In (z2/2))]

m,

which is the Thornthwaite-Holzman equation for vapor transport, first developed
by Thornthwaite and Holzman (1939). In application it is usually assumed that the
ratio K,,/K,, = 1 and is constant. Thornthwaite and Holzman set up measurement
towers to sample g, and u at different heights and computed the corresponding
evaporation rate, and many subsequent investigators have made similar experi-
ments.

For operational application where such apparatus is not available and mea-
surements of g, and u are made at only one height in a standard climate sta-
tion, Eq. (3.5.15) is simplified by assuming that the wind velocity 1, = 0 at
the roughness height 7| = zp and that the air is saturated with moisture there.
From Egq. (3.2.6), g, = 0.622 ¢/p, where ¢ is the vapor pressure and p is the
ambient air pressure (the same at both heights), so measurements of vapor pres-
sure can be substituted for those of specific humidity, At height z,, the vapor
pressure is e,, the ambient vapor pressure in air, and the vapor pressure at
the surface 'is taken to be ey, the saturated vapor pressure corresponding to
the ambient air temperature. Under these assumptions (3.5.15) is rewritten as
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E - 0.622kp,(e s — €5)u (3.5.16)

12
plIn (z2/20)|

Recalling that m, is defined here for a unit area of surface, an equivalent
evaporation rate E,, expressed in dimensions of [L/T], can be found by setting
m, = p,E; in (3.5.16) and rearranging:

E,=Bles — e0) (3.5.17)
where

.2
D02 Py (3.5.18)

ppu|In (z2/20) |

Eq. (3.5.17) 15 a common basis for many evaporation equations, with the form
of the vapor transfer coefficient 8 varying from one place to another. This type
of equation was first proposed by Dalton in 1802.

Example 3.5.2 Calculate the evaporation rate from an open water surface by the
aerodynamic method with air temperature 25°C, relative humidity 40 percent, air
pressure 101.3 kPa, and wind speed 3 m/s. all measured at height 2 m above the
water surface. Assume a roughness height z; = 0.03 cm.

Solution. The vapor transfer coefficient B is given by (3.5.18), using k=0.4, p,=
1.19 kg/m’ for air at 25°C, and p,, = 997 kg/m®. Hence

P 0.622k%p,us <
P,Dw[ In (z2/20)!

0.622 x 0,47 x 1,19 %3

101.3 % 103 x 997 In [2/3 x 104}
=4.54 x 107" m/Pas

The evaporation rate is given by (3.5.17), using e, = 3167 Pa at 25°C from Table
(3.2.1) and. from (3.2.11), e, = Rye, = 0.4 X 3167 = 1267 Pa:

E;=Bl(eys — ey)
=4.54 x 1073167 — 1267)
—8.62 % 107% m/s

(1000 mm i (86400 s
Volm ( day

=8.62 x 1078 x

=7.45 mm/day

Combined Aerodynamic and Energy Balance Method

Evaporation may be computed by the aerodynamic method when energy supply
is not limiting and by the energy balance method when vapor transport is not
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limiting. But, normally, both of these factors are limiting, so a combination of
the two methods is needed. In the energy balance method, the sensible heat flux
H; is difficult to quantify. But since the heat is transferred by convection through
the air overlying the water surface, and water vapor is similarly transferred by
convection, it can be assumed that the vapor heat flux / /m, and the sensible heat
flux H, are proportional, the proportionality constant being called the Bowen ratio
5 (Bowen, 1926): . Q‘L

e 20 $.5.19)

Lm,

The energy balance equation (3.5.9) with ground heat flux G = 0 can then be
written as

Ry = Il + B) (3.5.20)

The Bowen ratio is calculated by coupling the transport equations for vapor
and heat, this is similar to the coupling of the vapor and momentum transport
equations used in developing the Thornthwaite-Holzman equation. From Table
2.8.1, the transport equations for vapor and heat are

) dq, ”
my = —paK, 2 (3.5.21)
dz
dT
H = = poCpKi— (3.5.22)

where C, is the specific heat at constant pressure and K is the heat diffusivity.
Using measurements of g, and T made at two levels 7, and 7z, and assuming the
transport rate is constant between these levels, division of (3.5.22) by (3.5.21)
gives
é o E&ISM (3.5.23)
ny, Kw(Qv: - CIVL)

Dividing (3.5.23) by /, and substituting 0.622 e/p for g, provides the expression
for the Bowen ratio 8 from (3.5.19)

CoKwp(Th — Th)

B = 062K e —e))
or

T, - T ;
= y|— 3.5.24
B 7( paps el) ( )

where vy is the psychrometric constant
. e (3.5.25)

0.6221,K,,

o
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The ratio &, K. of the heat and vapor diffusivities 1s commonly taken to be 1
(Priestley and Taylor. 1972).

If the two levels | and 2 are taken at the evaporative surface and in
the overlying air stream, respectively, it can be shown that the evaporation
rate E, computed from the rate of net radiation [as given by Eq. (3.5.10)] and
the evaporation rate computed from aerodynamic methods [Eq. (3.5.17)] can be
combined to vield a weighted estimate of evaporation E. by

i o e ?
’ CA+yY T A+

E, (3:5.26)

where v is the psyehrometric constant and A 1s the gradient of the saturated vapor
pressiure curve at air temperature T, as given by (3.2.10); the weighting factors
A{A 4+ v und ¥(A + v sum to unity. Equation (3.5.26) is the basic equation
for the combination method of computing evaporation. which was first developed
by Penman ( 1948). lts derivation is lengthy {see Wiesner. 1970), and will nat be
presented here.

The combination method of calculating evaporation from meteorological
data is the most accurate method when all the required data are available and the
assumptions are satisfied. The chief assumptions of the energy balance are that
steady state energy flow prevails and that changes in heat storage over time in
the water body are not significant. This assumption limits the application of the
method to daily time intervals or longer. and to situations not involving large
heat storage capacity, such as a large lake possesses. The chief assumption of the
aerodynamic method is associated with the form of the vapor transfer coefficient
B in Eg. (3.3.17). Many empirical forms of B have been proposed, locally fitted
to observed wind and other meteorological data.

The combination method is well suited for application to small areas with
detailed climatological data. The required data include net radiation, air temper-
ature, humidity, wind speed, and air pressure. When some of these data are
unavailable. simpler evaporation equations requiring fewer variables must be used
{American Society of Civil Engineers. 1973; Doorenbos and Pruitt, 1977). For
evaporation over very large areas, energy balance considerations largely govern
the evaporation rate. For such cases Priestley and Taylor (1972) found that the
second term of the combination equation (3.5.26) is approximately 30 percent
of the first. so that (3.5.26) can be rewritten as the Priestlev-Taylor evaporation
equation

A
_QA—O—yEr

E (3.5.27)
where a = 1.3. Other investigators have confirmed the validity of this approach,
with the value of « varving slightly from one location to another.

Pan evaporarion data provide the best indication of nearby open water
evaporation where such data are available. The observed values of pan evaporation
E, are multiplied by a pan factor k, (0 = k, = 1) to convert them to equivalent
open watcr evaporation values. Usually k, = 0.7, but this factor varies by season
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The formulas for the various methods of calculating evaporation are sum-
marized in Table 3.5.1.

Example 3.5.3. Use the combination methed to calculate the evaporation rate from
an open water surface subject to net radiation of 200 W/m?, air temperature 25°C,
relative humidity 40 percent, and wind speed 3 m/s, all recorded at height 2 m, and
atmospheric pressure 101.3 kPa. !
Solution. From Example 3.5.1 the evaporation rate corresponding 10 a Bt radiation
of 200 W/m? is E, = 7.10 mm/day, and from Example 3.5.2, the grodynamic
method vields £, = 7.45 mm/day for the given air temperature. humidity, and
wind speed conditions. The combination method requires values for A and v in
Eq. (3.5.26). The psychrometric constant y is given by (3.5.25), using C, = 1005
Jkg-K for air, Ky/K,, = 1.00, and /. = 2441 » 107 J/kg at 25°C (from Example
3.5.1):
_ CpKhP

YT 06221k,
1005 % 1.00 ¥ 101.3 x 10°
T 0.622 x 2441 x 103

=67.1 Pa/°C

A is the gradient of the saturated vapor pressure curve at 25°C, given by (3.2.10)
with e, = e,, = 3167 Pa for T = 25°C:

4098e
(237.3 + 1)
4098 x 3167

(237.3 + 25)°
=188.7 Pa/°C

The weights in the combination equation, then. are ¥(A + y) = 67.1/(188.7 +
67.1) = 0.262 and A/(A + v) = 188.7/(188.7 +~ 67.1) = 0.738. The evaporation
rate is then computed by (3.5.26):

- ¥
A+ vy A+ vy

=0.738 X 7.10 + 0.262 = 7.45

E Ea

r

=7.2 mm/day

Example 3.5.4 Use the Priestley-Taylor method to calculate the evaporation rate
for a water body with net radiation 200 W/m? and air temperature 25°C.

Solution. The Priestley-Taylor method uses Eq. (3.5.27) with £, = 7.10 mm/day
from Example 3.5.1, A/(A + ) = 0.738 at 25°C from Example 3.53.3, and « =
1.3. Hence,

e
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TABLE 3.5.1
Summary of equations for calculating evaporation®

(1) Energy balance method
E,=0.0353R, (mmv/day)
where
R, = net radiation (W/m?)
(2) Aerodynamic mgtiwd
E,=Ble, — e,) (mm/day)
where

_ 0.102u;

B = (mm/day - Pa)

u> is wind velocity (m/s) measured at height z, (cm), and
zg is from Table 2.8.2. Also,

17.27T ‘I (Pa)
2303 + T

eﬁ_‘.:ﬁliexp(
T=air temperature (°C)
ey Rhem (Pa)
in which R is the relative humidity (0 = R, = 1).

(3) Combination method

A Y
E= E, + ;
Y it }‘E (mm/day)
where
4098¢ 4 ”
A= 373a )2 (Pa/"C)
and
v=66.8 (Pa/°C)
(4) Priestiey-Taylor method
A
E= E,
aA + ¥

where @ = 1.3

* . o .
The values shown are valid for standard atmospheric pressure and air tem-
perature 20°C.
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=13%x0.738x7.10
= 6.8 mm/day

which is close to the result from the more complicated combination method shown
in the previous example.

y
3.6 EVAPOTRANSPIRATION ok

&
Evapotranspiration is the combination of evaporation from the soil surface and
transpiration from vegetation. The same factors governing open water evaporation
also govern evapotranspiration, namely energy supply and vapor transport. In
addition, a third factor enters the picture: the supply of moisture at the evaporative
surface. As the soil dries out, the rate of evapotranspiration drops below the level
it would have maintained in a well watered soil.

Calculations of the rate of evapotranspiration are made using the same meth-
ods described previously for open water evaporation, with adjustments to account
for the condition of the vegetation and soil (Van Bavel, 1966; Monteith, 1930).
For given climatic conditions, the basic rate is the reference crop evapoiranspira-
tion, this being “the rate of evapotranspiration from an extensive surface of 8 cm
to 15 cm tall green grass cover of uniform height, actively growing, completely
shading the ground and not short of water” (Doorenbos and Pruitt, 1977).

Comparisons of computed and measured values of evapotranspiration have
been made at many locations by the American Society of Civil Engineers (1973)
and by Doorenbos and Pruitt (1977). They concluded that the combination method
of Eq. (3.5.26) is the best approach, especially if the vapor transport coefficient
B in Eq. (3.5.18) is calibrated for local conditions. For example, Doorenbos and
Pruitt recommend

B = 0.0027(1 &

)
100/

in which B is in mm/day-Pa and u is the 24-hour wind run in kilometers per day
measured at height 2 m. The 24-hr wind run is the cumulative distance a particle
would move in the airstream in 24 hours under the prevailing wind conditions.
Note that the dimensions of 1 given here are not meters per second as used in the
equation for B given in Table 3.5.1, but the resulting value of £ is in millimeters
per day in both cases.

The potential evapotranspiration of another crop growing under the same
conditions as the reference crop is calculated by multiplying the reference crop
evapotranspiration E,, by a crop coefficient k., the value of which changes with
the stage of growth of the crop. The actual evapotranspiration E, is found by
multiplying the potential evapotranspiration by a soil coefficient k; (0 = &k, = 1)

E; = kikoEy (3.6.2)

(3.6.1)

The values of the crop coefficient k. vary over a range of about 0.2 = k. =
1 1 as shown in Fig. 3.6.1 (Doorenbos and Pruitt. 1977). The initial value of k..

e e e e g
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for well-watered soil with little vegetation, is approximately 0.35. As the vegeta-
tion develops. %, increases to a maximum value, which can be greater than 1 for
crops with large vegetative cover, such as corn, which transpire at a greater rate
than grass. As the crop matures or ripens, its moisture requirements diminish. The
precise shape of the crop coefficient curve varies with the agricultural practices
of a region, such as the times of plowing and harvest. Some vegetation, such as
orchards or permanent ground cover, may not exhibit all the growth stages shown
in Fig. 3.6.1.

)
Example 3.6.1. (From Gouevsky, Maidment, and Sikorski, 1980) The monthly
values of reference crop evapotranspiration E,., calculated using the combination

Growth 3
ko —|
stage
-
2
2
%
3k
& ki
f
Time/
<. <F
! 3 s
777 7 7 7
1 2 3 4
Stages of crop growth
Stage Crop condition
1 Initial stage — less than 10% ground cover.
2 Development stage — from imial stage to attainmeni
of effective full ground cover (70 — 80%).
3 Mid-season stage — from full ground cover to
maturation.
4 Late scason stage — full maturity and harvest.
FIGURE 3.6.1

The relationship between the crop coeflficient &, and the stage of crop growth.

i
i
i
i
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method, for average conditions in Silistra, Bulgaria, are shown in the
table below. The crop coefficients for cormn (see Fig. 3.6.1) are k; =
0.38,k;=1.00, and k3 =0.55; r;=April 1, r;=June 1, t3=July 1, 14=
September 1, and ts5 = October 1. Calculate the actual evapotranspiration
from this crop assuming a well-watered soil.

Solution. \
4

—F
Month Apr May Jun Jul Aug  Sep Oct Apr—(ﬁ't total

E, (mm/day) 4.14 545 582 660 594 405 234 343 mm
ke 038 038 069 100 100 078 055
E, (mm/day) 1.57 207 402 6.60 59 316 1.29 247 mm

Monthly average values of k. are specified following the curve in Fig. 3.6.1 using
the given values. In June, k. rises from 0.38 at 1, = June 1 to 1.00 at 73 = July
1, so k. is taken as (0.38 + 1.00)/2 = 0.69. The values of E, are computed using
Eq. (3.6.2) with &k, = | for a well-watered soil; that is, E, = k.E,. The total
evapotranspiration for the growing season from April to October for comn, 24.7
mm, is 72 percent of the value a grass cover would have yielded under the same
conditions, 34.3 mm.
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3.6.5 Use the aerodvnamic method to calculate the evapotranspiration rate (mm/day)
from a well-watered, short grass area on a day when the average air temperature
is 25°C, relative humidity is 30 percent, 24-hour wind run is 100 km, and normal
atmospheric pressure (101.3 kPa) prevails. Assume the Doorenbos-Pruitt wind
function (3.6.1) is valid. By what percentage would the evapotranspiration rate
change if the relative humidity were doubled and the temperature, wind speed,
and air pressure remained constant?

CHAPTER

4

SUBSURFACE
WATER

Subsurtace water flows beneath the land surface. In this chapter, only subsurface
flow processes important to surface water hydrology are described. The broader
field of groundwater flow is covered in a number of other textbooks (Freeze and
Cherry, 1979; de Marsily, 1986).

4.1 UNSATURATED FLOW

Subsurface flow processes and the zones in which they occur are shown schemati-
cally in Fig. 4.1.1. Three important processes are infiltration of surface water into
the soil to become soil moisture, subsurface flow or unsaturated flow through the
soil, and groundwater flow or saturated flow through soil or rock strata. Soil and
rock strata which permit water flow are called porous media. Flow is unsaturated
when the porous medium still has some of its voids occupied by air, and saturated
when the voids are filled with water. The water table is the surface where the
water in a saturated porous medium is at atmospheric pressure. Below the water
table, the porous medium is saturated and at greater pressure than atmospheric.
Above the water table, capillary forces can saturate the porous medium for a
short distance in the capillary fringe, above which the porous medium is usually
unsaturated except following rainfall, when infiltration from the land surface can
produce saturated conditions temporarily. Subsurface and groundwater outflow
occur when subsurface water emerges to become surface flow in a stream or
spring. Soil moisture is extracted by evapotranspiration as the soil dries out.
Consider a cross section through an unsaturated soil as shown in Fig. 4.1.2.
A portion of the cross section is occupied by solid particles and the remainder by
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Ground surface

¥

Subsurfa?e
flow

Groundwater 3

flow

Water table ———— 3%

Groundwater outflow

FIGURE 4.1.1
Subsurface water zones and processes.

voids. The porosiry 7 is defined as
_ volume of voids 411
% total volume “-1.1)
The range for 7 is approximately 0.25 < 7 < 0.75 for soils, the value depending
on the soil texture (see Table 2.6.1).

A part of the voids is occupied by water and the remainder by air, the
volume occupied by water being measured by the soil moisture content 6 defined
as

volume of water .

T T S 4.1.2)

total volume

Hence 0 = 6 = 7; the soil moisture content is equal to the porosity when the soil
is saturated.

E E ;‘ Solid particles

Control Water
surface

A\

Air-filled voids

FIGURE 4.1.2
Cross section through an unsaturated porous medium.
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Elevation

q &

Darcy flux

FIGURE 4.1.3
Control volume for development of the continuity equation in an unsaturated porous medium.

Continuity Equation

A control volume containing unsaturated soil is shown in Figure 4.1.3. Its sides
have length dx, dy, and dz, in the coordinate directions, so its volume is dx dy dz,
and the volume of water contained in the control volume is 8 dx dy dz. The flow
of water through the soil is measured by the Darcy flux g = Q/A, the volumetric
flow rate per unit area of soil. The Darcy flux is a vector, having components
in each of the coordinate directions, but in this presentation the horizontal fluxes
are assumed to be zero, and only the vertical or z component of the Darcy flux is
considered. As the z axis is postive upward, upward flow is considered positive
and downward flow negative.

[n the Reynolds transport theorem, the extensive property B is the mass of
soil water, hence 8 = dB/dm = 1, and dB/dr = 0 because no phase changes are
occurring in the water. The Reynolds transport theorem thus takes the form of
the integral equation of continuity (2.2.1):

0= %”bw dv + ”p,.,v-dA (4.1.3)
c.Y. [ ds-

where p,, is the density of water. The first term in (4.1.3) is the time rate of
change of the mass of water stored within the control volume, which is given by

o=
- V=—(p,0 dx
a) pu dV="(p 6 dx dy dz)

a6
=p,dxdvd: —
P dx dy ™

4.1.4)

where the density is assumed constant and the partial derivative suffices because
the spatial dimensions of the control volume are fixed. The second term in (4.1.3)
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is the net outflow of water across the control surface. As shown in Fig. 4.1.3, the
volumetric inflow at the bottom of the control volume is g dx dy and the outflow
at the top is [¢ + (dg/dz)dz] dx dy. so the net outflow is

[ " 4
J Jp V-dA=pw(q + Z;g a’z) dx dy — pyq dx dy
s - (4.1.5)

a
=p, dx dy dz a—(f

Substituting (4.1.4) and‘(4. 1.5) into (4.1.3) and dividing by p,, dx dy dz gives
4

+ =0 (4.1.6)
ot a7

This is the continuity equation for one-dimensional unsteady unsaturated flow in
a porous medium. This equation is applicable to flow at shallow depths below
the land surface. At greater depth, such as in deep aquifers, changes in the water
density and in the porosity can occur as the result of changes in fluid pressure,
and these must also be accounted for in developing the continuity equation.

Momentum Equation

In Eq. (2.6.4 Darey's Law was developed to relate the Darcy flux g to the rate
of head loss per unit length of medium, Sy

q = K§; (4.1.7)

Consider flow in the vertical direction and denote the total head of the flow
by h; then S, = —oJh/dz where the negative sign indicates that the total head
is decreasing in the direction of flow because of friction. Darcy’s law is then
expressed as
g = —K&—‘Pl (4.1.8)
oz

Darcy's Law applies to a cross section of the porous medium found by
averaging over an area that is large compared with the cross section of individual
pores and grains of the medium (Philip, 1969). At this scale, Darcy's law
describes a steady uniform flow of constant velocity, in which the net force on any
fluid element is zero. For unconfined saturated flow the only two forces involved
are gravity and friction, but for unsaturated flow the suction force binding water
to soil particles through surface tension must also be included.

The porous medium is made up of a matrix of particles, as shown in Fig.
4.1.2. When the void spaces are only partially filled with water, the water 1s
attracted to the particle surfaces through electrostatic forces between the water
molecules’ polar bonds and the particle surfaces. This surface adhesion draws
the water up around the particle surfaces, leaving the air in the center of the voids.
As more water is added to the porous medium, the air exits upwards and the area
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of free surfaces diminishes within the medium, until the medium is saturated and
there are no free surfaces within the voids and, therefore, no soil suction force.
The effect of soil suction can be seen if a column of dry soil is placed vertically
with its bottom in a container of water —moisture will be drawn up into the dry
soil to a height above the water surface at which the soil suction and gravity
forces are just equal. This height ranges from a few millimeters for a coarse sand
to several meters for a clay soil.

The head & of the water is measured in dimensions of height but éan also
be thought of as the energy per unit weight of the fluid. In an unsaturataﬁ porous
medium, the part of the total energy possessed by the fluid due to the soil suction
forces is referred to as the suction head . From the preceding discussion, it is
evident that the suction head will vary with the moisture content of the medium,
as illustrated in Fig. 4.1.4, which shows that for this clay scil, the suction head
and hydraulic conductivity can range over several orders of magnitude as the
moisture content changes. The total head 4 is the sum of the suction and gravity
heads

h=+z (4.1.9)

No term is included for the velocity head of the flow because the velocity is so
small that its head is negligible.
Substituting for & in (4.1.8)

K + 2
q = *KL—) (4.1.10)
oz
= 10$ T T
o~
-7 b
I\ Lt g
= -10% - K £
£ E
= 1107 %
3 E
= 11077 2
-0t g
= o
i g
Z 1107% =
=] N o
i T 5
e
110" T FIGURE 4.1.4
~-10% + Variation of soil suction head
_10 and hydraulic conductivity K with
10 moisture content # for Yolo light
-10 ‘ ! : clay. (Reprinted with permission
8 Ul 0.2 03 0.4 0.5 from A. J. Raudkivi, Hydrology,
Soil Moisture Content Copyright 1979, Pergamon Books
] Ltd.)
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" dyi o8
= —{K—— +K
(Kdﬂéz )

Il

6
—(Di_ + K') 4.1.11)
where D is the soil water diffusivity K(dy/ed®8) which has dimensions [L/T].
Substituting this result into the continuity equation (4.1.6) gives

‘ \
a—f):iD‘?—e+K) (4.1.12)
at dz\ gz

which is a one-dimensional form of Richard's equation, the governing equation
for unsteady unsaturated flow in a porous medium, first presented by Richards
(1931).

Computation of Soil Moisture Flux

The flow of moisture through the soil can be calculated by Eq. (4.1.8) given
measurements of soil suction head  at different depths z in the soil and knowledge

Soil surface
0 | ] T % * 3 x x *
| | Total head at
! - depth08m
- 50 r Vop = Wz b
-80 ‘ —
i z,
~100 - w . 1
5 -0 7 .
E -180 >
= ‘ |
“200 F Tolai head at depth 1.8 m Y
N t
.\
=250 ¢
=300 i b
L .
April May June July
1981

FIGURE 4.1.5(a)

Profiles of total sail moisture head through time at Deep Dean in Sussex, England. (Source: Research
Report 1981-84. Institute of Hydrology, Wallingford, England, Fig. 36, p. 33, 1984. Used with
permission.)
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of the relationship between hydraulic conductivity K and . Figure 4.1.5(a) shows

profiles through time of soil moisture head measured by tensiometers located at

depths 0.8 m and 1.8 m in a soil at Deep Dean, Sussex, England. The total head

h is found by adding the measured suction head s to the depth z at which it was

measured. These are both negative: z because it is taken as positive upward with

0 at the soil surface, and ¢ because it is a suction force which resists flow of
moisture away from the location. "
Lok

Example 4.1.1. Calculate the soil moisture flux g (cm/day) between gepths 0.8

m and 1.8 m in the soil at Deep Dean. The data for total head at these depths

ba
)
1

Rainfall/12 hr {(mm)
B
vy
I T . §

|
Lh
(=]
RN

~100 .40 m

2 150 7 \ \f\ /\\\&Q
z 1.00 m \ {
s & /\ ]
o i
£ 200 1208 L P
= //—--._\_/ /\\\
° I 1.50 m
-l 1.80 m \‘//—_‘_’_/‘ \
-250 -
240 m [T
=300 7
3.00 m T
T
April May . June
1981
(h)

FIGURE 4.1.5(b)

Variation through time of total soil water head h at various depths in a loam soil at Deep Dean,
Sussex, England. The infiltration of rainfall reduces soil suction which increases again an evapo-
transpiration dries out the soil. Soil suction head is the difference betwen the total head and the
value for evaluation shown on each line. (Source: Research Report 1981-84, Institute of Hydrology,
Wallingford, England, Fig. 36, p. 33, 1984. Used with permission.)
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are given at weekly time intervals in columns 2 and 3 of Table 4.1.1. For this
soil the relationship between hydraulic conductivity and soil suction head is K =
250(—y)~~'". where K is in centimeters per day and i is in centimeters.

Solution. Equation (4.1.8) is rewritten for an average flux ¢ ; between measurement
points 1 and 2 as
hy — hy

7 RN

g = —K

In this case. measurcrient point 1 is at 0.8 m and point 2 at 1.8 m, so z, = —80
cm, z2 = — 180 ¢cm, and z; — zz = —80 — (—180) = 100 cm. The suction head
at each depth is 4 = h — z. For example, for week | at 0.8 m, hy = —145, so
Uy =h —z = —145-(—80) = —65cm, and yp = —230— (—180) = =50 em, as
shown in columns 4 and 5 of the table. The hydraulic conductivity K varies with ifr,
so the value corresponding to the average of the ¢ values at 0.8 and 1.3 m is used.
For week 1, the average suction head is o, = [(—50) + (—65)]/2 = —57.5 cm: and
the corresponding hydraulic conductivity is K = 250(— ) ~> = 250(57.5) "+ =
0.0484 cmy/day, as shown in column 6. The head difference h; — hy = (—145) —
(—230) = 85 cm. The soil moisture flux berween 0.8 and 1.8 m for week | is

= *0.0484£
100

=—0.0412 cm/day

TABLE 4.1.1
Computation of soil moisture flux between 0.8 m and 1.8 m depth at Deep
Dean (Example 4.1.1)

Column: 1 2 3 4 5 6 7 8
Total Total Suction  Suction  Unsaturated Head Moisture
head h; head h> head i o hydraulic difference flux ¢
at0.8m atl1.8m at0.8m atl8m conductivity K h — h;

Week (cm) (cm) (cm) (cm) (cm/day) (cm) (cm/day)
1 — [45 —230 —65 ~50 0.0484 85 —0.0412
2 —~ 163 =235 —85 =55 0.0320 70 —0.0224
3 —130 —240 —50 —60 0.0532 110 —0.0385
4 — 140 — 240 —60 —60 0.0443 100 —0.0443
5 =] 25 =240 —45 —60 0.0587 115 —0.0675
6 s - 230 =28 =50 0.1193 125 —0.1492
7 — 135 =215 =58 35 0.0812 80 —0.0650
8 — 1350 a0 —70 —50 0.0443 80 —0.0354
9 — 165 - 240 —85 —60 0.0297 75 —0.0223

10 =150 —245 —110 =65 0.0200 55 —0.0110

11 —220 —255 — 140 =il 0.0129 35 —0.0045

12 =230 —265 — 150 —85 0.0107 35 —0.0038

13 =253 —275 — 175 —95 0.0080 20 —-0.0016

14 — 280 285 —200 —105 0.0062 3 —0.0003

SUBSURFACE waTEr 107

as shown in column 8. The flux is negative because the moisture is flowing
downward.

The Darcy flux has dimensions [L/T] because it is a flow per unit area of
porous medium. If the flux is passing through a horizontal plane of area 4 = 1 m?,
then the volumetric flow rate in week 1 is

Q=gA
=—0.0412 cm/day X I m? , ﬂ_
=-4.12 x 107* m*/day | g

=—0.412 liters/day (—0.11 gal/day)

Table 4.1.1 shows the flux g calculated for all time periods, and the computed
values of g, K, and A, — h; are plotted in Fig. 4.1.6. In all cases the head at 0.8 m
is greater than that at 1.8 m so moisture is always being driven downward between
these two depths in this example. It can be seen that the flux reaches a maximum in
week 6 and diminishes thereafter, because both the head difference and the hydraulic
conductivity diminish as the soil dries out. The figure shows the importance of the
variability of the unsaturated hydraulic conductivity X in affecting the moisture flux
g. As the soil becomes wetter, its hydraulic conductivity increases, because there
are more continuous fluid-filled pathways through which the flow can move.

The complete picture of rainfall on the soil at Deep Dean and the soil
moisture head at various depths is presented in Fig. 4.1.5(b). Rainfall during April
and May flows down into the soil, reducing the soil suction head, but later the soil
dries out by evapotranspiration, causing the soil suction head to increase again.
The head profile at the shallowest depth (0.4 m) shows the greatest variability
and the fact that it falls below the profile at 0.8 m from the beginning of June
onwards shows that during this period, soil moisture flows upwards between these
two depths to supply muoisture for evapotranspiration (Wellings, 1984).

Head difference /1~ /1, (em X 0™
i

Hydraulic conductivity
K (cm/day)

™~ Soil moisture flux g

= 008 = (cm/day)

~0.12 4

~0.16 & T T T T T T Week
| 3 5 7 9 11 13

FIGURE 4.1.6
Computation of the soil moisture flux at Deep Dean (Example 4.1.1).
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4.2 INFILTRATION

Infiltration is the process of water penetrating from the ground surface into the
soil. Many factors influence the infiltration rate, including the condition of the
soil surface and its vegetative cover, the properties of the soil, such as its porosity
and hydraulic conductivity, and the current moisture content of the soil. Soil strata
with different physical properties may overlay each other, forming horizons; for
example. a silt soil with relatively high hydraulic conductivity may overlay a
clay zone of low conductivity. Also, soils exhibit great spatial variability even
within relatively small aseas such as a field. As a result of these great spatial
variations and the time variations in soil properties that occur as the soil moisture
content changes, infiltration is a very complex process that can be described only
approximately with mathematical equations.

The distribution of scil moisture within the soil profile during the downward
movement of water is illustrated in Fig. 4.2.1. There are four moisture zones:
a saturated zone near the surface, a tranmission zone of unsaturated flow and
fairly uniform moisture content, a wetting zone in which moisture decreases with
depth, and a werting front where the change of moisture content with depth is
so great as to give the appearance of a sharp discontinuity between the wet soil
above and the dry soil below. Depending on the amount of infiltration and the
physical properties of the soil, the wetting front may penetrate from a few inches
to several feet into a soil (Hillel, 1980).

The infiliration rate f, expressed in inches per hour or centimeters per hour,
is the rate at which water enters the soil at the surface. If water is ponded on the
surface, the infiltration occurs at the potential infiltration rate. 1f the rate of supply
of water at the surface. for example by rainfall, is less than the potential infiltration
rate then the actual infiltration rate will also be less than the potential rate. Most
infiltration equations describe the potential rate. The cumulative infiltration F is
the accumulated depth of water infiltrated during a given time period and is equal
to the integral of the infiltration rate over that period:

Hﬂ—Lﬂﬂ& (4.2.1)

0 Moisture content ———=

® ® | Saturation zonc

T~ Transition zone

Transmession
ZOne

~ Depth

Watling
zone

FIGURE 4.2.1

Wetting front : o o
Moisture zones during infiltration.
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where 7is a dummy variable of time in the integration. Conversely, the infiltration
rate is the time derivative of the cumulative infiltration:

. dr@
f“)_'TE— 4.2.2)

Horton’s Equation , L,

One of the earliest infiltration equations was developed by Horton (1‘333‘*, 1939),
who observed that infiltration begins at some rate f and exponentially decreases
until it reaches a constant rate f. (Fig. 4.2.2):

&) =fe + (fo—foe ™ (4.2.3)

where k is a decay constant having dimensions [T~']. Eagleson (1970) and
Raudkivi (1979) have shown that Horton's equation can be derived from Richard’s
equation (4.1.12) by assuming that K and D are constants independent of the
moisture content of the soil. Under these conditions (4.1.12) reduces to

i _ 0%

% Do (4.2.4)

which is the standard form of a diffusion equation and may be solved to yield
the moisture content @ as a function of time and depth. Horton’s equation results
from solving for the rate of moisture diffusion D(#6/dz) at the soil surface.

Philip’s Equation

Philip (1957, 1969) solved Richard’s equation under less restrictive conditions
by assuming that K and D can vary with the mositure content 8. Philip employed
the Boltzmann transformation 8(#) = z¢~ Y2 to convert (4.1.12) inte an erdinary
differential equation in B, and solved this equation to yield an infinite series for

il 7 al T
fu =£
de F

fe f

Infiltration rate f and
cumulative infiltration F

Time Time

(a) Variation of the parameter & (b) Infiltration rate and cumulative infiltration.

FIGURE 4.2.2
[nfiltration by Horton's equation.
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cumulative infiltration F(r), which is approximated by
F(t) = S§¢* + Kt (4.2.5)

where S is a parameter called sorptivity. which is a function of the soil suction
potential. and X is the hydraulic conductivity.
By differentiation

£ = Lo 4 g (4.2.6)

. 2
Ast— 2=, f(r) tends to K. The two terms in Philip’s equation represent the effects
of soil suction head and gravity head, respectively. For a horizental column of
soil, soil suction is the only force drawing water into the column, and Philip’s

1/2

equation reduces to Fl1) = 5t

Example 4.2.1. A small tube with a cross-sectional area of 40 cm” is filled with
soil and laid horizontally. The open end of the tube is saturated, and after 15
minutes, 100 cm® of water have infiltrated into the tube. If the saturated hydraulic
conductivity of the soil is 0.4 em/h, determine how much infiltration would have
taken place in 30 minutes if the soil column had initially been placed upright with
its upper surface saturated.

Solution. The cumulative infiltration depth in the horizontal column is F = 100

cm’/40 ¢m” = 2.5 cm. For horizontal infiltration, cumulative infiltration is a
function of soil suction alone so that after ¢+ = 15 min = 0.25 h,
F(n = 5i'*
and
25 =4 §(G.45)"F
§=5cmh™!?

For infiltration down a vertical column, (4.2.5) applies with K = 0.4 cm/h.
Hence, with r = 30 min = 0.5 h

Fin=8" + K
=5(0.5)"" + 0.4(0.5)
=374 cm

4.3 GREEN-AMPT METHOD

In the previous section, infiltration equations were developed from approximate
solutions of Richard’s equation. An alternative approach is to develop a more
approximate physical theory that has an exact analytical solution. Green and Ampt
(1911} proposed the simplified picture of infiltration shown in Fig. 4.3.1. The
wetting front is a sharp boundary dividing soil of moisture content 8, below from
saturated soil with moisture content n above. The wetting front has penetrated to
a depth L in time ¢ since infiltration began. Water is ponded to a small depth hy
B ol curface

(.
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ht
o
0 = <
* * & ¥
Wetted zone | L
(conductivity K) ;
L 4
Wetting front l
I A A
HJ' - er — AB e
— 8[, —
-+ T\ >
FIGURE 4.3.1

Variables in the Green-Ampt infiltration model. The vertical axis is the distance from the soil
surface, the horizontal axis is the moisture content of the soil.

Continuity

Consider a vertical column of soil of unit horizontal cross-sectional area (Fig.
4.3.2) and let a control volume be defined around the wet soil between the surface
and depth L. If the soil was initially of moisture content 6; throughout its entire
depth, the moisture content will increase from 8; to 7 (the porosity) as the wetting
front passes. The moisture content 6 is the ratio of the volume of water to the
total volume within the control surface, so the increase in the water stored within
the control volume as a result of infiltration is L{n — #;) for a unit cross section.
By definition this quantity is equal to F, the cumulative depth of water infiltrated
into the soil. Hence

F(r)=L(n — 6;)

4.3.1)
=LAf
where A = 1 — 6;.
Momentum
Darcy’s law may be expressed
oh
_ gt 4.3.2
q ke (4.3.2)

In this case the Darcy flux g is constant throughout the depth and is equal to —f,

U
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; e L/'f—'ﬂf:j* i
Ground surface 3 "W

= Vet soil

o o

Wetting front

v+t 4 '] FIGURE 432
Dry soil ™ Infiltration into a column of soil of unit cross-sectional
i area for the Green-Ampt model.

located respectively at the ground surface and just on the dry side of the wetting
front, (4.3.2) can be approximated by

]11 - hs

2

(4,

(%}
[S%]

)

r=x
2y T L2l

The head #, at the surface is equal to the ponded depth hg. The head #;, in the

dry soil below the wetting front, equals —¢ — L. Darcy’s law for this system is

written

i hg — (—W— L)
f_{({ 0 |
(4.3.4)

:K{ip‘k LW}

L

if the ponded depth /ig, is negligible compared to ¢ and L. This assumption is
usually appropriate for surface water hydrology problems because it is assumed
that ponded water becomes surface runoff. Later, it will be shown how to account
for hy if it is not negligible.

From (4.3.1) the wetting front depth is L = F/A6, and assuming 2y = 0,
substitution into (4.3.4) gives

YAl + F!
=K —] 4.3.5)
d [ F | (

Since f = dF/dr. (4.3.5) can be expressed as a differential .quation in the one
unknown F:

vAG+ F
F

aF _
dt

To solve for /. cross-multiply to obtain
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dF = Kdt

[ F
F + yAf

then split the left-hand side into two parts

F+yAs f( WAf } ~
KF T d)AE)) F was) e e
and integrate ‘ ‘L
Fr ¢ | 1 &
2N B J '
L (1 w—f~F+¢A6)dF— K
to obtain
F(1) - wAB[ln (F(t) + ¢ A8 - In (ime)} = Ki
or
B Fo) '\ ,
F(1)— A6 In (1 + __W,J = Kt (4.3.6)

This is the Green-Ampt equation for cumulative infiltration. Once F is found from
Eq. (4.3.6), the infiltration rate f can be obtained from (4.3.5) or
i AG )

flr) = K(m + 1

(4.3.7)

In the case when the ponded depth hg is not negligible, the value of & — Ay is
substituted for  in (4.3.6) and (4.3.7).
Equation (4.3.6) is a nonlinear equation in F. It may be solved by the method
of successive substitution by rearranging (4.3.6) to read
Fin
F() = Kt + A6 In (1 8 waa,)
Given K, t, yr and A#, a trial value F is substituted on the right-hand side (a
good trial value is F = Kr), and a new value of F calculated on the left-hand
side, which is substituted as a trial value on the right-hand side, and so on, until
the calculated values of F converge to a constant. The final value of cumulative
infiltration F is substituted into (4.3.7) to determine the corresponding potential
infiltration rate f.
Equation (4.3.6) can also be solved by Newton's iteration method, which
is more complicated than the method of successive substitution but converges in
fewer iterations. Newton's iteration method is explained in Sec. 3.6.

(4.3.8)

A

Green-Ampt Parameters

Application of the Green-Ampt model requires estimates of the hydraulic conduc-
tivity K, the porosity 7, and the wetting front soil suction head . The variation




114  apPLIED HYDROLOGY

with moisture content @ of the suction head and hydraulic conductivity was studied
by Brooks and Corey (1964). They concluded, after laboratory tests of many
soils, that ¢ can be expressed as a logarithmic function of an effective saturation
s. (see Fig. 4.3.3). If the residual moisture content of the soil after it has been
thoroughly drained is denoted by 6,, the effective saturation is the ratio of the
available moisture @ — 8, to the maximum possible available moisture content
17— 6
06— 0,
n—0
where 1 — ¢, is called the effective porosity 8,.

The effective saturation has the range 0 < 5, =< 1.0, provided 6, = 0 = 7.
For the initial condition, when § = 6;, cross-multiplying (4.3.9) gives 8, — 8, =
5.8., and the change in the moisture content when the wetting front passes is
A =n— 6 =71~ (s.0. + 8,); therefore

Al = (1 — 5.)0,

(4.3.9)

S5, =
+ €

(4.3.10)

The logarithmic relationship shown in Fig. 4.3.3 can be expressed by the Brooks-
Corey equution
A
=%
‘ ¥

in which i and A are constants obtained by draining a soil in stages. measuring
the values of s, and ¢ at each stage, and fitting (4.3.11) to the resulting data.

(4.3.11)

1.0 =
‘
& 0. A
_.é
B 1
g
S
_2
5 ool ]
| (1) Fragmented mixture
| (2) Berea sandstone
| (3) Hygiene sandstone
i FIGURE 4.3.3
I The Brooks-Corey relationship
T S ; . between soil suction head and

effective saturation. (Source:
Brooks and Corey, 1964, Fig. 2,
p. 5. Used with permission.)

1 10 100
Soil suction head, y (cm water)
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Bouwer (1966) also studied the variation of hydraulic conductivity with moisture
content and concluded that the effective hydraulic conductivity for an unsaturated
flow is approximately half the corresponding value for saturated flow,

Brakensiek, Engleman, and Rawls (1981) presented a method for determin-
ing the Green-Ampt parameters using the Brooks-Corey equation. Rawls, Brak-
ensiek, and Miller (1983) used this method to analyze approximately 5000 soil
horizons across the United States and determined average values of the Green-
Ampt parameters m, 6,, ¢, and K for different soil classes, as shawniin Table
4.3.1. As the soil becomes finer moving from sand to clay the wetti'nﬁmnt soil
suction head increases while the hydraulic conductivity decreases. Table 4.3.1
also shows typical ranges for 7, 6., and . The ranges are not large for n and
8, , but ¢ can vary over a wide range for a given soil. As was shown in Example
4.1.1, K varies along with i, so the values given in Table 4.3.1 for both ¢
and K should be considered typical values that may show a considerable degree
of variability in application (American Society of Agricultural Engineers, 1983;
Devaurs and Gifford, 1986).

TABLE 4.3.1
Green-Ampt infiltration parameters for various soil classes

Soil class Porosity Effective Wetting front Hydraulic
porosity soil suction conductivity
head
n 8. W K
(em) (em/h}

Sand 0.437 0.417 4,95 11.78
{0.374-0.500) (0.354-0.480) (0.97-25.36)

Loamy sand 0.437 0.401 6.13 2.99
(0.363-0.506) (0.329-0.473) (1.35-27.94)

Sandy loam 0.453 0.412 11.01 1.09
(0.351-0.555) (0.283-0.541) (2.67-45.47)

Loam 0.463 0.434 8.89 0.34
(0.375-0.551) (0.334-0.534) (1.33-59.38)

Silt loam 0.501 0.486 16.68 0.65
(0.420-0.582) (0.394-0.578) (2.92-95.39)

Sandy clay 0.398 0.330 21.85 0.15

loam (0.332-0.464) (0.235-0.425) (4.42-108.0)

Clay loam 0.464 0.309 20.88 0.10
(0.409-0.519) (0.279-0.501) {4.79-91.10)

Silty clay 0.471 0.432 27.30 0.10

loam (0.418-0.524) (0.347-0.517) (5.67-131.50)

Sandy clay 0.430 0.321 23.90 0.06
(0.370-0.490) (0.207-0.435) (4.08-140.2)

Silty clay 0.479 0.423 29.22 0.05
(0.425-0.533) (0.334-0.512) (6.13-139.4)

Clay 0.475 0.385 31.63 0.03
(0.427-0.523) (0.269-0.501) (6.39-156.5)

The numbers in parentheses below each parameter are one standard deviation around the parameter
value given. Source: Rawls, Brakensiek, and Miller, 1983.

o
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Two-layer Green-Ampt Model

Consider a soil with two layers, as shown in Fig. 4.3.4. The upper layer has
thickness H, and Green-Ampt parameters K. ¢, and Af)|, and the lower layer
has thickness A, and parameters K3, s, and Afl,. Water is ponded on the surface
and the wetting front has penetrated through the upper layer and a distance L,
into the lower layer (L» < Hj). It is required that K| > K, for the upper layer
to remain saturated while water infiltrates into the lower layer. By a method
similar to that described previously for one layer of soil, it can be shown that the
infiltration rate is given by
KlK’?

o e b L (4.3.12
f HK + LzKl(% 1 2) . )

and that the cumulative infiltration is given by

By combining Egs. (4.3.12) and (4.3. 13) into a differential equation for L and
integrating, cne arrives at
Af; 1 LA

o _“_*[\ﬁﬁHlK) AezKl(lﬂz+H}ﬂ In {1 o ‘“ﬁ%jt_t (4314)
!,ifz ‘TH]

Ly
K,  KiK;
from which the cwmnulative infiltration and infiltration rate can be determined.
This approach can be employed when a more permeable upper soil layer overlies
a less permeable lower layer. The normal Green-Ampt equations are used while
the wetting front is in the upper layer; (4.3.12) to (4.3.14) are used once the
wetting front enters the lower layer.

Example 4.3.1. Compute the infiltration rate f and cumulative infiltration F after
one hour of infiltration into a silt loam soil that initially had an effective saturation of
30 percent. Assume water is ponded to a small but negligible depth on the surface.

Solution. From Table 4.3.1, for a silt loam soil 8, = 0.486, ¢ = 16.7 cm, and
K = 0.65 cm/h. The initial effective saturation is s, = 0.3, so in (4.3.10)

E * % * % ¥ Fs
Upper laver parameters K ¥, A8, H,
i b
t
Lower layer Ly
'

Wetting fronl ———— = i
H, '
Parameters K. ¥, AB, : FIGURE 4_'3‘4
(K cK L Parameters in a two-layer
ikt ¥ Green-Ampt model.
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=1 = 5.)6,
=(1 —0.3)(0.486)
=0.340
and
Yy AG=16.7 X 0.340
=5.68 cm \

o . Lo
The cumulative infiltration at ¢ = 1 h is calculated employing the method of
successive substitution in Eq. (4.3.8). Take a trial value of F(1) = Kt = 0.65
cm, then calculate

F(1) |
F(h=Kt + ¢AgIn (1 + —=
& waoln (1 + )
=0.65% | +5.681In |1 + @)
5.68
=1.27 cm

Substituting £ = 1.27 into the right-hand side of (4.3.8) gives F = 1.79 ¢m, and after
a number of iterations F converges to a constant value of 3.17 ecm. The infiltration
rate after one hour is found from Eq. (4.3.7):

f= K(w—AGJrl

568
m.ﬁs(m +1]

=1.81 ci/h

4.4 PONDING TIME

In the preceding sections several methods for computing the rate of infiltration
into the soil were presented. All of these methods used the assumption that water
is ponded to a small depth on the soil surface so all the water the soil can infiltrate
is available at the surface. However, during a rainfall, water will pond on the
surface only if the rainfall intensity is greater than the infiltration capacity of the
soil. The ponding time t, is the elapsed time between the time rainfall begins and
the time water begins to pond on the soil surface.

If rainfall begins on dry soil, the vertical moisture profile in the soil may
appear as in Fig. 4.4.1. Prior to the ponding time (¢ << 1,,), the rainfall intensity is
less than the potential infiltration rate and the soil surface is unsaturated. Ponding
begins when the rainfall intensity exceeds the potential infiltration rate. At this
time {r = ¢,), the soil surface is saturated. As rainfall continues (r > tp), the
saturated zone extends deeper into the soil and overland flow occurs from the
ponded water. How can the infiltration equations developed previously be used
to describe this situation?
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Suturated ;
0 ) B Soil moisture

3 content

Depth | FIGURE 4.4.1
in soil | Soil moisture profiles before. during.
and after ponding occurs.

Mein and Larson (1973) presented a method for determining the ponding
time with infiltration into the soil described by the Green-Ampt equation for
rainfall of intensity ¢ starting instantaneously and continuing indefinitely. There
are three principles involved: (1) prior to the time ponding occurs, all the rainfall
is infiltrated; (2) the potential infiltration rate f is a function of the cumulative
infiltration £ and (3) ponding occurs when the potential infiltration rate is less
than or equal to the rainfall intensity.

In the Green-Ampt equation. the infiltration rate f and cumulative infiltration
F are related by

r= kY29, 1) (4.4.1)
’ \ F

where K is the hydraulic conductivity of the soil, ¢ is the wetting front capillary

pressure head. and A@ is the difference between the initial and final moisture

contents of the soil. As shown in Fig. 4.4.2, the cumulative infiltration at the

ponding time ¢, is given by F, = i1, and the infiltration rate by f = i; substituting

into Eq. (4.4. 1.

fr A '
i=KT= + 1]
Uy /
solving, (d.4.2)
KipAb
=% T  in
i{i — K)

gives the ponding time under constant rainfall intensity using the Green-Ampt
infiltration equation.
Example 4.4.1. Compute the ponding time and the depth of water infiltrated at

ponding for a silt loam soil of 30 percent initial effective saturation, subject to
rainfall intensities of (a) | cm/h and (b) 3 cm/h.
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\ Potential infiltration
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FIGURE 4.4.2
Infiltration rate and cumulative infiltration for ponding under constant intensity rainfall.

Selution. From Example 4.3.1, for a silt loam soil ¢ A9 = 5.68 cm and K = 0.65
cm/h. The ponding time is given by (4.4.2):

i Ky A@
P ¢)
(a) Fori = 1 c¢cm/h,
- 0.65 x 5.68
P1.001.0 = 0.63)
=10.5h
and
Fp=1it;
=1.0 x10.5
=10.5 cm
(b) For i = 5 cm/h,

, _0.65x5.68
P 5(5-0.65)

=0.17 h (10 min)
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and
Fy=it,
=5.0x0.17
=0.85cm

In each case the infiltration rate f equals the rainfall intensity 7 at ponding.

To obtain the actuabinfiltration rate after ponding, a curve of potential infil-
tration is constructed beginning at a time fy such that the cumulative infiltration
and the infiltration rate at f, are equal to those observed under rainfall beginning
at time O (see dashed line in Fig. 4.4.2). Substituting t = 1, —fpand F = F, into
Eq. (4.3.0) gives

Fp—$AfIn (1 + E%Le’ = K(1, — 1) (4.4.3)
Fort = 1,
F—yAgln(l + LJ = K(t — 1) (4.4.4)
A WAl

and subtracting (4.4.3) from (4.4.4),

(AG+ F' WAG+ F,)
FFfj—wiﬁ[lll(['b—df%)— In ‘w—wfﬂ—[((rfp)

ar

YAl + F

WPV | R~ 1.4.5
wAB+FJ (=t (542

F—F,— wAfIn [
Equation (4.4.5) can be used to calculate the depth of infiltration after
ponding, and then (4.3.7) can be used to obtain the infiltration rate f.

Example 4.4.2. Calculate the cumulative infiltration and the infiltration rate after
one hour of rainfall of intensity 5 cm/h on a silt loam soil with an initial effective
saturation of 30 percent.

Solution. From Example 4.3.1, A0 = 5.68 cm and K = 0.65 covh for this soil,
and from Example 4.4.1, 7, = 0.17 h and F, = 0.85 cm under rainfall intensity 5
cm/h. For + = 1.0 h, the infiltration depth is given by (4.4.5):

WA+ F
GAB+ F,

F—Fﬂﬁibf_\ﬂln( = K(t — 1)

( 568+ F |
F~085-568In lm) = 0.65(1.0 = 0.17)

= 0.54
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F is obtained by the methed of successive substitution in the manner used in Example
4.3.1. The solution converges to F = 3.02 cm. The corresponding rate is given by

(4.3.7):
_ WAl |
f“K( FoT )
- 5.68 | y
—0.65(3.02+ } B
P
=1.87 cm/h :

These results may be compared with the cumulative infiltration of 3.17 cm obtained
in Example 4.3.1 for infiltration under continuous ponding. Less water is infiltrated
after one hour under the 5 cm/h rainfall because it took 10 minutes for ponding to
occur, and the infiltration rate during this period was less than its potential value.

Table 4.4.1 summarizes the equations needed for computing various quan-
tities for constant rainfall intensity; a set of equations is given for each of three
approaches, based respectively on the Green-Ampt, Horton, and Philip infiltration
equations. Equations (1) and (2) are the methods for computing infiltration under
ponded conditions. Equation (3) gives the ponding time under constant rainfall
intensity, and Equation (4) gives the equivalent time origin ¢,, from which the
same infiltration rate and cumulative infiltration as those observed at ponding
time would be produced under continuously ponded conditions. After ponding
has occurred, the infiltration functions can be found for Horten's and Philip’s
equations by substituting ¢ — fy into Eqs. (1) and (2). For the Green-Ampt equa-
tion, the method illustrated in Ex. 4.4.2 can be used. In Eq. (4.4.2) under the
Green-Ampt method, ponding time ¢, is positive and finite only if i > K pond-
ing will never occur if the rainfall intensity is less than or equal to the hydraulic
conductivity of the soil. Table 4.4.1 indicates that the same condition holds for
Philip’s equation, while Horton’s equation requires { > f to achieve ponding.
If, in the Horton equation, i > fy, ponding will occur immediately and 1, = 0.

The condition i < K holds for most rainfalls on very permeable soils and
for light rainfall on less permeable soils. In such cases, streamflow results from
subsurface flow, especially from areas near the stream channel.

Determination of ponding times under rainfall of variable intensity can be
done by an approach similar to that for constant intensity. Cumulative infiltration
is calculated from rainfall as a function of time. A potential infiltration rate can
be calculated from the cumulative infiltration using the Green-Ampt or other
infiltration formulas. Whenever rainfall intensity is greater than the potential
infiltration rate. ponding is occurring (Bouwer, 1978; Morel-Seytoux, 1981). For
sites where estimates of a constant infiltration rate are available, the estimates can
be used as a guide to decide whether surface or subsurface flow is the primary
mechanism producing flood flows (Pearce and McKerchar, 1979). This subject
is developed further in Chap. 5.

D
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APPLIED HYDRULOGY

Calculate the cumulative infiltration and the infiltration rate after one hour of
rainfall at 3 cm/h on a clay loam with a 25 percent initial effective saturation.
Compute the ponding time and depth of water infiltrated at pending for a silty
clay soil with a 20 percent initial effective saturation subject to a rainfall intensity
of (a) 1 ¢m/h (b) 3 cm/h.

Calculate the cumulative infiltration and the infiltration rate on a silty clay soil
after one hour of rainfall at 1 cm/h if the initial effective saturation is 20 percent.
Assume ponding depth X, is negligible in the calculations.

Solve Preb. 4.4.0 aésuming that any ponded water remains stationary over the
soil so that iy must be accounted for in the calculations.

Rainfall of intensity 2 cm/h falls on a clay loam soil, and ponding occurs after
five minutes. Calculate the ponding time on a nearby sandy loam soil if both
soils initially had the same effective saturation s,.

A soil has sorptivity S =5 cm-h ™" and conductivity K = 0.4 cnvh. Caleulate the
ponding time and cumulative infiltration at ponding under a rainfall of 6 cm/h,
A soil has Horton's equation parameters fy = 10 em/h, f =4 cm/h and & = 2
h™'. Calculate the ponding time and cumulative infiltration at ponding under a
rainfall of 6 cm/h.

Show that the ponding time under rainfall of constant intensity { for a soil
described by Philip's equation with parameters S and K is given by

L S — Ki2)

P20 — K

Show that the ponding time under rainfall of intensity { for a soil described by
Horton's equation with parameters fy, f., and & is given by

(‘fu ~f ‘-J]
=nl

L. ; .
Ip = U'({jo —i+f. In

Indicate the range of values of rainfall intensity for which this equation is valid
and explain what happens if { is outside this range.

CHAPTER

!

SURFACE
WATER

Surface water is water stored or flowing on the earth’s surface. The surface water
systemn continually interacts with the atmospheric and subsurface water systems
described in previous chapters. This chapter describes the physical laws governing
surface water flow and shows how hydrologic data are analyzed to provide input
information for models of surface flow.

5.1 SOURCES OF STREAMFLOW

The watershed, or catchment, is the area of land draining into a stream at a given
location. To describe how the various surface water processes vary through time
during a storm, suppose that precipitation of a constant rate begins and continues
indefinitely on a watershed. Precipitation contributes to various storage and flow
processes, as illustrated in Fig. 5.1.1. The vertical axis of this diagram represents,
relative to the rate of precipitation, the rate at which water is flowing or being
added to storage in each of the processes shown at any instant of time.

Initially, a large proportion of the precipitation contributes to surface stor-
age; as water infiltrates into the soil, there is also soil moisture storage. There
are two types of storage: retention and detention; retention is storage held for
a long period of time and depleted by evaporation, and detention is short-term
storage depleted by flow away from the storage location.

As the detention storages begin filling, flow away from them occurs: unsar-
urated flow through the unsaturated soil near the land surface, groundwater flow
through saturated aquifers deeper down, and overland flow across the land surface.
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Channel precipitation
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FIGURE 5.1.1
Schematic illustration of the disposal of precipitation during a storm on a watershed.

Channel flow 1s the main form of surface water flow, and all the other surface flow
processes contribute to it, Determining flow rates in stream channels is a central
task of surface water hydrology. The precipitation which becomes streamflow
may reach the stream by overland flow, subsurface flow, or both.

Hortonian Overland Flow

Horton (1933) described overland flow as follows: “Neglecting interception by
vegetation. surface runoff is that part of the rainfall which is not absorbed by the
soil by infiltration. If the soil has an infiltration capacity f, expressed in inches
depth absorbed per hour, then when the rain intensity i is less than f the rain is
all absorbed and there is no surface runoff. It may be said as a first approximation
that if { is greater than f, surface runoff will occur at the rate (i — f).” Horton
termed this difference (i — f) “rainfall excess.” Horton considered surface runoff
to take the form of a sheet flow whose depth might be measured in fractionis of an
inch. As flow accumulates going down a slope, its depth increases until discharge
into a stream channel occurs (Fig. 5.1.2). Along with overland flow there is
depression storage in surface hollows and surface detention storage proportional
to the depth of the overland flow itself. The soil stores infiltrated water and
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Rainfall, i

'
4

FIGURE 5.1.2 #

Overland flow on a slope produced by the excess of
Outlet  rainfall over infiltration. (After Horton, 1945, Fig,

13, p. 314,

then slowly releases it as subsurface flow to enter the stream as baseflow during
rainless periods.

Hortonian overland flow is applicable for impervious surfaces in urban
areas, and for natural surfaces with thin soil layers and low infiltration capacity
as in semiarid and arid lands.

Subsurface Flow

Hortonian overland flow occurs rarely on vegetated surfaces in humid regions
(Freeze, 1972, 1974; Dunne, Moore, and Taylor, 1975). Under these conditions,
the infiltration capacity of the soil exceeds observed rainfall intensities for all
except the most extreme rainfalls. Subsurface flow then becomes a primary
mechanism for transporting stormwater to streams. The process of subsurface flow
is illustrated in Fig. 5.1.3, using the results of numerical simulations carried out
by Freeze (1974). Part (a) shows an idealized cross section of a hillside draining
into a stream. Prior to rainfall, the stream surface is in equilibrium with the water
table and no saturated subsurface flow occurs. Parts (b)—(d) show how a seepage
pattern develops from rainfall on surface DE, which serves to raise the water
table {e) until inflow ceases (r = 277 min), after which the water table declines
(f). All of the rainfall is infiltrated along surface DE until + = 84 min, when the
soil first becomes saturated at D; as time continues, decreasing infiltration occurs
along DE as progressively more of the surface becomes saturated {g). The total
outflow (h) partly comprises saturated groundwater flow contributed directly to
the stream and partly unsaturated subsurface flow seeping from the hillside above
the water table.

Subsurface flow velocities are normally so low that subsurface flow alone
cannot contribute a significant amount of storm precipitation directly to stream-
flow except under special circumstances where the hydraulic conductivity of the
soil is very high (Pearce, Stewart, and Sklash, 1986). However, Moseley (1979)
has suggested that flow through root holes in a forested soil can be much more
rapid than flow through the adjacent soil mass.




130 aPPLIED HYDRGLOGY SURFACE waTER 131
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Saturation overland flow 13 produced when subsurface flow saturates the soil near
the bottom of a slope and overland flow then occurs as rain falls onto saturated
soil. Saturation overland flow differs from Hortonian overland flow in that in
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g cpechec e thercafter saturation overland flow it is saturated from below by subsurface flow. Saturation

2 slmpermeable  Initial conditions:static overland flow occurs most often at the bottom of hill slopes and —m%r stream
B G 7 C banks. £

* @) The velocity of subsurface flow is so low that not all of a watershed can

contribute subsurface flow or saturation overland flow to a stream during a storm.
Forest hydrologists (Hewlett, 1982) have coined the terms variable source areas.
or partial areas, to denote the area of the watershed actually contributing flow
to the stream at any time (Betson, 1964; Ragan, 1968; Harr, 1977. Pearce
. and McKerchar, 1979; Hewlett, 1982). As shown in Fig. 5.1.4, the varable
¢ =77 min =211 min source area expands during rainfall and contracts thereafter. The source area for

«© Lo streamflow may constitute only 10 percent of the watershed during a storm in a
Water table decline humid, well vegetated region.
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5.2 STREAMFLOW HYDROGRAPH

A streamflow or discharge hydrograph is a graph or table showing the flow rate
as a function of time at a given location on the stream. In effect. the hydrograph
is “an integral expression of the physiographic and climatic characteristics that
sovern the relations between rainfall and runoff of a particular drainage basin”
(Chow. 1959). Two types of hydrographs are particularly important: the annual
hyvdrograph and the storm hydrograph.

L}

Annual Hydrograph

The annual hydrograph, a plot of streamflow vs. time over a year, shows the
long-term balance of precipitation, evaporation. and streamflow in a watershed.
Examples typical of three main types of annual hydrographs are shown in Fig.
5.2

The first hvdrograph. from Mill Creek near Belleville, Texas, has a peren-
nial or continuous flow regime typical of a humid climate. The spikes, caused
by rain storms, are called direct runoff or quickflow. while the slowly varying
flow in rainless periods is called baseflow. The total volume of flow under the
annual hydrograph is the basin yield. For a river with perennial flow most of the
basin vield usually comes from baseflow, indicating that a large proportion of the
rainfall is infiltrated into the basin and reaches the stream as subsurface flow.

The second hydrograph, from the Frio River near Uvalde, Texas. is an
example of an ephemeral river in an arid climate. There are long periods when
the river is dry. Most storm rainfall becomes direct runoff and little infiltration
occurs. Basin vield from this watershed is the result of direct runoff from large
storms.

The third hydrograph, from the East River near Almont, Colorado, 1s
produced by a snow-fed river. The bulk of the basin yield occurs in the spring and
early summer from snowmelt. The large volume of water stored in the snowpack,
and its steady release. create an annual hydrograph which varies more smoothly
over the year than for the perennial or ephemeral streams illustrated.

Storm Hydrograph

Study of annual hydrographs shows that peak streamflows are produced infre-
quently, and arc the result of storm rainfall alone or storm rainfall and snowmelt
combined. Figure 5.2.2 shows four components of a streamnflow hydrograph dur-
ing a storm. Prior to the ume of intense rainfall, baseflow is gradually diminishing
(segment AB). Direct runoff begins at B. peaks at C and ends at D. Segment DE
follows as normal baseflow recession begins again.

Baseflow Separation

A variety of technigues have been suggested for separating baseflow and direct
CFF Ovan af the nldest is the normal depletion curve described by Horton
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Puak flow Hydrograph components

AB — baseflow recession
BC — rising limb

CD — falling limb

DE — baseflow recession

Flow rate

FIGURE 5.2.2
B i - Components of the streamflow
Time hydrograph during a storm.

(1933). The normal depletion curve, or master baseflow recession curve, 1s a
characteristic graph of flow recessions compiled by superimposing many of the
recession curves observed on a given stream. Recession curves often take the
form of exponential decay:

O@r) = Qe "V 2.1

where Oy is the flow at time 7y and k is an exponential decay constant having
the dimensions of time (Singh and Stall, 1971). Equation (5.2.1) is linearized by
plotting the logarithm of O(r) against time on a linear scale. In Northland, New
Zealand, a typical value for £ is 6 X 1073 days, which corresponds to a “half-
life” of 116 days (Martin, 1973). The half-life is the time for baseflow to rzcede
to the point where Q(1)iQy = 0.5. The concept underlying Eq. (5.2.1) is that of
a linear reservoir. whose outflow rate is proportional to the current storage (see
Sec. 8.5}

S() = kQ(1) (5.2.2)

By noting the periods of time when the streamflow hydrograph is coincident
with the normal baseflow recession curve, the points where direct runoff begins
and ceases can be identified (B and D on Fig. 5.2.2). Between these points direct
runoff and baseflow can be separated by various methods.

Some alternative methods of baseflow separation are: {a) the straight line
method., (b) the fixed base length method. and (c) the variable slope method.
These methods are illustrated in Figure 5.2.3.

The straight line method, involves drawing a horizontal line from the point
at which surface runoff begins to the intersection with the recession limb. This is
applicable to ephemeral streams. An improvement over this approach is to use an
inclined line to connect the beginning point of the surface runoff with the point on
the recession limb of the hydrograph where normal baseflow resumes. For small
forested watersheds in humid regions, Hewlett and Hibbert (1967) suggested that
baseflow during a storm can be assumed to be increasing at a rate of 0.0055
l/s-ha-h (0.05 cis/mi*h).
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FIGURE 5.2.3
Baseflow separation techniques.

In the fixed base method, the surface runoff is assumed to end a fixed time
N after the hydrograph peak. The baseflow before the surface runoff began is
projected ahead to the time of the peak. A straight line is used to connect this
projection at the peak to the point on the recession limb at time N after the peak.

In the variable slope method, the baseflow curve before the surface runoff
began is extrapolated forward to the time of peak discharge, and the baseflow
curve after surface runoff ceases is extrapolated backward to the time of the point
of inflection on the recession limb. A straight line is used to connect the endpoints
of the extrapolated curves.

5.3 EXCESS RAINFALL AND DIRECT
RUNOFF

Excess rainfall, or effective rainfall, is that rainfall which is neither retained on
the land surface nor infiltrated into the soil. After flowing across the watershed
surface, excess rainfall becomes direct runoff at the watershed outlet under the
assumption of Hortonian overland flow. The graph of excess rainfall vs. time, or
excess rainfall hyetograph (ERH), is a key component of the study of rainfall-
runoff relationships. The difference between the observed total rainfall hyetograph
and the excess rainfall hyetograph is termed abstractions, or losses. Losses are
primarily water absorbed by infiltration with some allowance for interception and
surface storage.

The excess rainfall hytograph may be determined from the rainfall hyeto-
graph in one of two ways, depending on whether streamflow data are available for

.0
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the storm or not. In this section, it is assumed that streamflow data are available. TABLE 5.3.1
Sections 5.4 and 5.5 show how to calculate abstractions when streamflow data Rainfall and streamflow data dapted from the storm of May 24-25, 1981, on
ae Tt avaslahle. Shoal Creek at Northwest Park, Austin, Texas
Suppose that a rainfall hyetograph and streamflow hyetograph are avail- Observed Excess rainfall Direct runoff
able, baseflow has been separated from streamflow to produce the direct runoff Time Rainfall Streamflow Time hyetograph (ERH) hydrograph (DRH)
hydrograph, and the excess rainfall hyetograph is to be determined. The param- (in) (cfs) {({n) (n GO
eters of infiltraticn equations can be determined by optimization techniques such —
, OIS 1 Column: 1 2 3 4 5 6 #
as nonlinear programming (Unver and Mays, 1984), but these techniques are ]
complicated. There is a simpler alternative, called a ¢-index. The ¢-index is 24 May 8:30 P.M. 203
that constant rate of abstractions (in/h or cm/h) that will yield an excess rainfall 9:00 0.15 246
hyetograph (ERH) with a total depth equal to the depth of direct runoff r, over 1338 ?gg ggg : Los s
the watershed. The value of ¢ is determined by picking a time interval length 10:30 220 2373 ) 193 {033
A, judging the number of intervals M of rain_fall th’at actually contribute to direct 11:00 2.08 5697 3 181 5297
runoff, subtracting &A¢ from the observed rainfall in each interval, and adjusting 11:30 0.20 9531 4 9131
the values of ¢ and M as necessary so that the depths of direct runoff and excess 25 May  12:00 AM. 0.09 11025 5 10625
rainfall are equal: 12:30 8234 6 7834
4 1:00 4321 7 3921
» 1:30 2246 8 1846
: } 2:00 1802 9 1402
ra = > (R~ gAD (5.3.1) 2:30 1230 10 830
m=1 3:00 713 I 313
_ 3:30 394
where R,, is the observed rainfall (in) in time interval m. 4:00 354 Total  4.80 43550
4:30 303
Example_5.3.l. Determine the direct runoff hydrograph, the ¢-index, andl the Excess rainfall = observed rainfall — abstractions (0.27 in per half-hour)
excess rainfall hyetograph from the observed rainfall and streamflow data given .
in Table 5.3, | The watcrshed area 5s.7.03. g, Direct runoff = observed streamflow — baseflow (400 cfs)
Solution. The basin-average rainfall data given in column 2 of Table 5.3.1 were

obtained by taking Thiessen-weighted averages of the rainfall data from two rainfall 1
gages in the watershed. (Ideally, data from several more gages would be used.) The _
. . ! . . ! Vi= QRAt
pulse data representation is used for rainfall with a time interval of At = 1/2 h, so =
ecach value shown in column 2 is the incremental precipitation that occurred during "

the half-hour up 10 the time shown. The streamflow data shown were recorded as =43,550 cfs X 1/2h
sample data: the value shown in column 3 is the streamflow recorded at that instant 4

of time. The observed rainfall and streamflow data are plotted in Fig. 5.3.1, from =43, 5501 % 3600s 1
which it is apparent that rainfall prior to 9:30 P.M. produced a small flow in the s 1 h 2
stream (approximately 400 cfs) and that the direct runoff occurred following intense .

rainfall between 9:30 and 11:30 P.M. =7.839 > 10 ft

The computation of the effective rainfall hyetograph and the direct runoff Vy
hydrograph uses the following procedure:

- . N watershed area
Step /. Estimate the baseflow. A constant baseflow rate of 400 cfs is selected.

Step 2. Calculate the direct runoff hydrograph (DRH). The DRH, in column _ 7.839 x 107 ft’
6 of Table 5.3.1, is found by the straight line method, by subtracting the 400 cfs N 7.03 mi? x 52802 ft¥mi2
baseflow from the observed streamflow (colurnn 3). Eleven half-hour time intervals
in column 4 are labeled from the first period of non-zero direct runoff, beginning = 0.400 ft i
at 9:30 P.M. .
=4.80 in |

Step 3. Compute the volume V,; and depth r, of direct runoff.

s
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F“— e 0 value of ¢:
—— 0=027 in/th
A

I
M

Fos g = > R $A0

| Initial < O #

‘ loss — Excess rainfall - 1.0 Z =1
L1s 3 4,80 = (2.20 + 2.08 — ¢ X 2 x 0.5)

+— Rainfall S— "g ¢ = —0.52 in/h "
15 - E again impossible. Lo
" = 3. 1f M =3, the 11 hour period having pulses 1.33, 2.20, and 2.08 in # selected,

and the data is substituted into (5.3.1):

o) / \ M
= Streamflow P = Z (R — ®AD
g | m=1
E ! Direc! 480 = (133 + 2.20 + 2.08 — ¢ X 3 X 0.5)
;:i 5 runoff o .
‘ Baseflow ¢ = 0.54 in/h
i./ i e This value of ¢ is satisfactory because it gives ¢Ar = 0.27 in, which is greater
0 ’..-","’t—‘——j—_‘__f__,__?_.,-"' than all of the rainfall pulses in column 2 outside of the three assumed to
7 8 9 0 11 12 1 2 3 4 contribute to direct runoff.
P.M. AM. g : 5
MAY 24— 25 1981 Step 5. Calculate the excess rainfall hyetograph. The ordinates (column 5)
FIGU T ' are found by subtracting ¢As = 0.27 in from the ordinates of the observed rainfall
RE 5.3.1

hyetograph (column 2), neglecting all intervals in which the observed rainfall depth
is less than @Ar. The duration of excess rainfall is 1.5 h in this example (9:30 to
11:00 P.M.). The depth of excess rainfall is checked to ensure that it equals r4(total
of column 5 = 4.80 in). The excess portion of the observed rainfall hyetograph is
Step 4. Estimate the rate of rainfall abstractions by infiltration and surface cross-hatched in Fig. 5.3.1.

storage in the watershed. Any rainfall prior to the beginning of direct runoff is

taken as iniria! abswraction (i.e.. that rainfall prior to 9:30 P.M. in Table 5.3.1). .

The abstraction rate ¢, and M, the number of nonzero pulses of excess rainfall, are Runoff Coefficients

found by trial and error.

Rainfall and streamflow for the storm of May 24-25, 1981, on Shoal Creek at Northwest Park,
Austin, Texas.

Abstractions may also be accounted for by means of runoff coefficients. The most
1. Tf M = 1, the largest rainfall pulse, R,, = 2.20 in, is selected, substituted into common definition of a runnff‘ coeff.icient is_tha{ iF is the ratio of the peak' rate
Eq. (5.3.1) i Fy S R0 i and’m”; 0.5 h ar;d - fo; eyl Al of c_hrec; rqnoff to the average intensity Qf rainfall in a stormm. Because of highly
& ) ' variable rainfall intensity, this value is difficult to determine from observed data.
A runoff coefficient can also be defined to be the ratio of runoff to rainfall over a

d given time period. These coefficients are most commonly applied to storm rainfall
‘ Z(Rm ~ %A1 and runoff, but can also be used for monthly or annual rainfall and streamflow
m= data. If 3 xﬂRm is the total rainfall and r, the corresponding depth of runoff,
4.80=(2.20— ¢ < 0.5) then a runoff coefficient can be defined as
¢=—5.20 in/h C= ry (5.3.2)
which is not physically possible. i R
2. If M = 2. the one-hour period having the highest rainfall is selected (between "

10:00 P.M. and [1:00 P.M.) and substituted into (5.3.1) to solve for a new trial =)
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Example 5.3.2. Determine the runoff coefficient for the storm in Example 5.3.1.

Solution. Considering only the rainfall that occurred after the beginning of direct
runoff (9:30 P.M.):

M
> Rw = 1.33 4+ 2.20 + 2.08 + 0.20 + 0.09

m=]

i

5.90 1in

rd

"
> R,
m=1
4.80
5.90
0.81

Il

5.4 ABSTRACTIONS USING INFILTRATION
EQUATIONS

Abstractions include interception of precipitation on vegetation above the ground,
depression storage on the ground surface as water accumulates in hollows over
the surface, and infiliration of water into the soil. Interception and depression
storage abstractions are estimated based on the nature of the vegetation and ground
surface or are assumed to be negligible in a large storm.

In the previous section, the rate of abstractions from rainfall was determined
by using a known streamflow hydrograph. In most hydrologic problems, the
streamflow hydrograph is not available and the abstractions must be determined
by calculating infiltration and accounting separately for other forms of abstrac-
tion, such as interception, and detention or depression storage. In this section, it is
assumed that all abstractions arise from infiltration, and a method for determining
the ponding time and infiltration under a variable intensity rainfall is developed
based on the Green-Ampt infiltration equation. Equivalent relationships for use
with the Horton and Philip equations are presented in Table 5.4.1. The problem
considered is: given a rainfall hyetograph defined using the pulse data repre-
sentation, and the parameters of an infiltration equation, determine the ponding
time, the infiltration after ponding occurs, and the excess rainfall hyetograph.

The basic principles used for determining ponding time under constant rain-
fall intensity in Sec. 4.4 are also employed here: in the absence of ponding,
cumulative infiltration is calculated from cumulative rainfall; the potential infil-
tration rate at a given time is calculated from the cumulative infiltration at that
time; and ponding has occurred when the potential infiltration rate is less than or
equal to the rainfall intensity.

]

SZ
z(fr - K)
Sz 1/2
4(fr - 2
aF 0

=

Philip’s equation
F, + KAr —

+ S{A: +

(i, > K

S, — K/2)

.f: sa=K+85
F',,

F|‘+L\1

£5

|

t‘f_.ft

(fn = fﬁ (Jfr)}

, —

I |

i (f! —fc'.)

Horton’s equation
fr+.lﬂ = fr o k(Fr-hlr =F Achf)
{ft. i £ T (

Foian=F, +J(.L'Ar

F:h}r + ‘,l“AB
F, + wA0

WAD
Ff+Af

+¢AfIn [
g

Green-Ampt equation
(3) Cumulative infiltration at ponding F,

F,+A;:F, + KAr

f.'-h\r

Equations for calculating infiltration at and following ponding

(1) Cumulative infiltration F,, 4,

(2) Infiltration rate f,, 4,

TABLE 5.4.1
Equation

A

{;
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Consider a time interval from ¢ to t + Ar. The ra.infall intensity duripg
this interval is denoted i, and is constant throughout‘ thc_a interval. .The potential
infiltration rate and cumulative infiltration at the beginning of the mt.ervaI are f,
and F,, respectively, and the corresponding values at th§ enq of the mte.r_val are
frar and Fy g a,. It is assumed that F, is known from given initial conditions or

i mputation.

prewo/:\mﬂco(iw Ehart for determining ponding time is presented in Fig 5 4.1. There
are three cases to be considered: (1) ponding occurs throug}_lout the'mterval; (2)
there is no ponding throughout the interval; and (3.) ponding b;gms part-way
through the interval. The infiltration rate is always _elther c.lecrea.smg or constant

ith time, so once ponding is established under a given ramfall intensity, it will
continue. Hence, ponding cannot cease in th-e midldle of an interval, but only at
its end point, when the value of the rainfall ntensity changes. -

Following the flow chart, the first step is to calfzula_te the current potential
infiltration rate f, from the known value of cumulative infiltration F .. For the
Green-Ampt method, one uses

Afd
fi= wae + 1) (5.4.1)
Py
The result f, is compared to the rainfall intensity .. If f ‘ is less than or
equal to i,, case (1) arises and there is ponding throughout‘ the interval. In this
case, for the Green-Ampt equation, the cumulative infiltration at the end of the
interval, F, ;. is calculated from

Foon + 040

}_Km (5.4.2)
F, + WAB

Fooa— F,— A8 1In {
This equation is derived in a manner similar to that shown in Sec. 4.4 for Eq.
(4.4.5). _ . o
Both cases (2) and (3) have f; > i, and noc ponding at the begmmng of .the
‘nterval. Assume that this remains so throughout the interval; then, the mfllu‘at‘xon
rate is i, and a tentative value for cumulative infiltration at the end of the time
interval is

Flon = F, + i A1 (5.4.3)

Next, a corresponding infiltration rate f;.a, is calcul_ated from F| i If.f}ﬂ, is
greater than i,, case (2) occurs and there is no pondl_ng_ throughout the interval.
Thus F, o, = F, 2 and the problem is solved for this mterval. .

If f] 4, is less than or equal to i, pon@ing oceurs during the mtlerval (cas?
(3)). The cumulative infiltration F, at pondmg time is found by setting f, =i Iy
and F, = F, in (5.4.1) and solving for F, to give, for the Green-Ampt equation,

KA

(5.4.4)
i, — K

P

The ponding time is then 1 + Ar', where

SURFACE WATER 143

At t=0,F=0.

f=t+A t=1t+Ar

At time ¢, cumulative
infiltration, F, is
known,

v H
(2) No ponding
throughout
interval:

| Foon = Euy

calculated from
rainfall.

*

| Calculate f, from F,.

No ponding at the
beginning of the
interval, Calculate |
tentative values
Froa= Frr iAr

(1) Ponding occurs
throughout interval:
Fi, ar calculated
by infiltration

SUANOM: and fi, o from F,, ,,
Hm
E i
z
Wl
P+ A
(3} ; :
(3) Ponding occurs during
Vs ; interval:
\i : Calculate £, from i, find
] T Ar = (F,-F)i,
kAT and calculate £, 5, from
) F, and Al
At by infiltration equation.

FIGURE 5.4.1

Flow chart for determining infiltration and ponding time under variable rainfall intensity.

= ; (5.4.5)

and the cumulative infiltration F, 4, is found by substituting F, = F,and At =
Ar — Ar' in (5.4.2). The excess rainfall values are calculated by subtracting
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g | \ |
| § | |
cumulative infiltration from cumulative rainfall, then taking successive differences g . | |
of the resulting values. m=/ 2E ’fc\l ERZ2qo g
i IO S e = =
S
Example 5.4.1 A rainfal] hyetograph is given in columns | and 2 of Table 5.4.2, gf ’ ,J |
If this rain falls on a sandy loam soil of initial effective saturation 40 percent, 4 ‘| - {
determine the excess rainfall hyetograph, g [ & I |
—_ o= | |
o =
Solution. From Table 4.3.1, fora sandy loam soil, K = 1.09 cemv/h, = 11.01 em A | EE g ‘ R EEg oo
and 6, = 0.412. From Eq. (4.3,10) wie Jo2 Slessdddd 2
Ab=(1 -,)8, E | /
( £ |
=(1 - 0.4)(0:412) = g | |
Sl |5 | |
=0.247 = | 2 | |
and £ .5[5%[85%285’:{: a%ga%zexm‘;g:ﬁ
ﬁctﬁuv|occoo—«-—~mmmmvmvv_:rwu{
#AG=0.247 % 11.01 2 _:{ | |
@ b=
=272 cm s = J
{-5a _—
The time interval in Table 5.4.2 ic Ar =10 min = 0.167 h. Column 3 of the table E / -;~:§ | E £8n 2 = | & 23 = = BRIz x g
shows the cumulative rainfall depths found by summing the incremental values in Sfw =2 SRR IS I S S |~ = =
column 2. The rainfall hyetcgraph and the cumulative rainfall hyetograph are shown cg '
in Fig. 5.4.2. The rainfal] intensity in column 4 is found from column 2 by dividing - | |‘
by Ar. For example, during the first time interval, 0.18 cm of rainfajl occurs, so f-_é..' |‘ = |[
£, =0.18/0.167 = 1.08 em/h as shown. Initially, F=0,s0f==from (5.4.1) and < §§. = N B2 L e oy P
ponding does not oceur at time 0. Hence £ at time 10 min is calculated by (5.4.3), 5la ’ _‘_Ef. = = = e o e & & M o =
thus: F/ o, = F, + i, Ar=0 + 0.18 = 0.18 cm. The corresponding value of £, ,, Z | I B
is. from (5.4.1), < {
]
, A = o |
flear= : + 1 i 2 [ J|
A ] .E - i: | i
272 3 L§|§§/§§9§Sﬁ?l;$mzﬁz:;gg;;g,;;
<1093 + 1 ﬁﬂgﬁﬁ““‘:“c"“]””‘"”@@ee Sz 2 =
.0, , g /
=17.57 cm/h §5 ! /
as shown in column 5 of the table. This value is greater than /,; therefore, no = { ;-:7‘ !
ponding occurs during this interval and cumulative infiltration equals cumulative — £ ;
rainfall as shown in column 6. It is found that ponding does not occur up to 60 E | £2 % Yoot e | g o
minutes of rainfall, but at 60 min, Ela |£5 ;i*.‘l‘-ii‘:g’@ffféfmﬂ.%‘,ﬁ Sl
' = , = e o © —m - 38 g g 1o S o o
E2Y; 2
= —_— + o
K S ) 8 -
\ e £ £ / S22 92<c o =la
) i ~E| T =EREE g CO%ECCCCCC;
109(1”;5“1 = B | C’“‘”@__‘:'::flszzf
L ~ =
E | |
=2.77 ecm wE | |
- g ; ; . H=l g &
which is less than £, = 3.84 cm/h for the interval from 60 to 70 minutes, so ponding 5:_3,_':3 S ‘l .éﬂ
. - . . . ~ [~} = S - |
begins at 60 min [see Fig. 5.4.2(a)]. =3 S I é: —
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During the ponded period, (5.4.2) is used to calculate infiltration. The value of
F. s at 70 mins is given by

F + Wy Af
Fi*I_F{_ Ad1 il B e = /
A W ﬂ[ F. + UAG KAt
5 = Froar + 2.72
Fiy—177-272In |Z=—=|=
A / n |: 177 1 2.72] 1.09 x 0.167

or
h ]

Fron =195+ 2.72In (M]

\ 4.49
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which is solved by the method of successive approximation to give Fooa = 2.21
cm as shown in column 6 of Table 5.4.2. The cumulative excess rainfall (column
7) is found by subtracting cumulative infiltration (column 6) from cumulative
rainfall (column 3). And the excess rainfall values in column 8 are found by taking
differences of successive cumulative rainfall values. Ponding ceases at 140 min
when the rainfall intensity falls below the potential infiltration rate. Aftgr 140 min,
cumulative infiltration is computed from rainfall by (5.4.3). For example, at 150
min Fsa = F, + i,At = 4,53 + 0.28 = 4.81 in as shown in column g

As shown in Fig. 5.4.2, the total rainfall of 11.37 cm is disposed of as an
initial abstraction of 1.77 cm (cumulative infiltration at ponding time), a continuing
abstraction of 3.64 cm (5.41 cm total infiltration — 1.77 cm initial abstraction),
and an excess rainfall of 5.96 cm.

5.5 SCS METHOD FOR ABSTRACTIONS

The Soil Conservation Service (1972) developed a method for computing abstrac-
tions from storm rainfall. For the storm as a whole, the depth of excess precipita-
tion or direct runoff P, is always less than or equal to the depth of precipitation P;
likewise, after runoff begins, the additional depth of water retained in the water-
shed, F,, is less than or equal to some potential maximum retention § (see Fig.
5.5.1). There is some amount of rainfall I, (initia] abstraction before ponding) for
which no runoff will occur, so the potential runoff is P — [, The hypothesis of
the SCS method is that the ratios of the two actual to the two potential quantities

are equal, that is,

F P
—=£ = £ 5:5.1
5 ( )

From the continuity principle
P=P, +1, + F, (5.5.2)

Combining (5.5.1) and (5.5.2) to solve for P, gives

P=P+l,+F,

Precipitation rate

FIGURE 5.5.1

Variables in the SCS method of rainfall
abstractions: I, = initial abstraction,

P, = rainfall excess, F, = continuing

I3
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72
P, = P L) (5.5.3) The curve number and S are related by
P-I1,+8§
L . . . . , 1000
which 1s the basic equation for computing the depth of excess rainfall or direct S=——-10 (5.5.6)
runoff from a storm by the SCS method. CN

By study of results from many small experimental watersheds. an empirical

where § is in inches. The curve numbers shown in Fig. 5.5.2 apply for normal
relation was developed.

aniecedent moisture conditions (AMC II). For dry conditions (AMC D) or wet

I, = 0.28 (5.5.4) conditions (AMC III), equivalent curve numbers can be computed t;f
On this basis * 4 CN() = $26UD ' (5.5.7)

5 Bl 10 — 0.058CN(ID)

_ w (5.5.5) "'! and
¢ P + 0.85 o EE
) ) B 23CN(II)

Plotting the data for P and P, from many watersheds, the SCS found curves 3 CNIID) = ——————— (5.5.8)
of the type shown in Fig. 5.5.2. To standardize these curves, a dimensionless H 10 + 0.13CN(I)

|

s

curve number CN is defined such that 0 = CN = 100. For impervious and The range of antecedent moisture conditions for each class is shown in Table

water surfaces CN = 100; for natural surfaces CN < 100. As an illustration, the E 551,
:;aleal]‘ event of Example 5.3.2 has P, :_4'80 in. and P = 5.80 in. From Fig. E’f Curve numbers have been tabulated by the Soil Conservation Service on the
5.5.2, it can be seen that CN = 91 for this event. s basis of soil type and land use. Four soil groups are defined:
ﬁ Group A:  Deep sand, deep loess, aggregated silts
= Group B:  Shallow loess, sandy loam
N T T T T TN el e | T 74 - I3 i : . . -
| Graphical solution of SCS runolf equation / // // /I( ‘ = Group C: Clay loams, shallow sandy loam, soils low in organic content, and
r (P 02ST A4 7 / = soils usually high in clay
L fo= Folss ',/ ,/ // / // ,/ = Group D:  Soils that swell significantly when wet, heavy plastic clays, and
L Curve Number ON = 020 ,/ /1 / 4// A Ef* certain saline soils
L s I ///,/ // /! = The values of CN for various land uses on these soil types are given in Table
] T T 7 1 S ALV A )y E 5.5.2. For a watershed made up of several soil types and land uses, a composite
i | i -
i ;”“"L i — 7 /’ 7 /‘ ¥ i CN can be calculated.
s il 1 I 2 9_/ /// A '/// A A &
L N L CeN=loo s I% {7Z£ / /! /| // P H Example 5.5.1 (After Soil Conservation Service, 1975). Compute the runoff from
Lo ‘ - // 5 A / [/ A ~ i 5 inches of rainfall on a 1000-acre watershed. The hydrologic soil group is 50
§ e - ' . 74‘—/ A ¥ |4 —
I \ i / /' s 75 AV 7 i percent Group B and 50 percent Group C interspersed throughout the watershed.
et ! f-% A 45 ,/ 4 & +— ﬁ Antecedent moisture condition II is assumed. The land use is:
SN XA ~E | | -
Z/ AP 45 457 ANTNEPEE /' i i 40 percent residential area that is 30 percent impervious
y > '////,///' /‘ I L = 8 12 percent residential area that is 65 percent impervious
/ /] "0 | s L~ &
2 | 7 / — /’/ = 3
SIS st |35 P -3 TABLE 5.5.1
/: W ////// g g \/,/’ g Classification of antecedent moisture classes (AMC)
T /’/ AT T - % for the SCS method of rainfall abstractions
_ ; . //A A’//'ﬁ/ 1/’ ~ // — 0 1
i >~ %ﬁ// l [T {—""" i Total 5-day antecedent rainfall (in)
0 ! 2 3 4 3 6 7 8 9 10 1 12 AMC group Dormant seasen Growing season
Cumulative raintall £ in inches
[ Less than 0.5 Less than 1.4
FIGURE 5.5.2 II 0.5t I.1 1410 2.1
Solution of the SCS runoff equutions.  (Source: Soil Conservation Service, 1972, Fig. 10.1, p. m Over 1.1 Over 2.1

18.25)
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\BLE 5.5.2
unoff curve numbers for selected agricultural, suburban, and urban land

ses (antecedent moisture condition II, I, = 0.25)

_and Use Description Hydrologic Soil Group

Cultivated land 1 without conservation, treatment

with conservation Yreatment

condition

condition

S i e __ﬁ_4_|_

Meudow: good conditiun

Wood or forest land: thin stand, poor cover, no mulch

gond cover2

Open Spaces, lawns. parks. goif courses. cemeteries., eic. |

good condition; grass cover on 75% or more of the area { 39 l 61

74 80
fair condition: gruss cover on 50% to 75% of the area | 49 69 79 84

Commercial and business areas (85% impervious)

Industrial districts (72% [mpervious)

Residential3:
Average lot size Average % impervious#
1/8 acre or less 65 | 71 85 90 92
1/4 acre 38 61 75 83 87
1/3 acre 30 57 I 72 | 81 36
1/2 acre 25 54 k 70 ‘ 80 85
1 acre 20
Paved parking lots. roofs. driveways, gte.3 ‘ 98
Streets and roads: ‘

paved with curbs and storm sewersd ‘ 98 1 98

gravel | 76 ‘ 83

dirt }n | %2

| For a more detailed description of
Chap. 9
2Good cover is protected from grazing and litter and brush cover soil.
{ assuming the runoff from the house and driveway is directed towards the street
Grected o lawns where additional infiltration could occur.

3Curve numbers are comp
with a minimum of roof wut

a1 are considered to be in good pasture condition for these curve numbers.

4The remaining pervious areas {14

3ln some warmer climates of the country 4 curve number of 95 may be used.

e

agricultural land use curve numbers, refer to Soil Conservation Service, 1972.
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18 percent paved roads with curbs and storm sewers

16 percent open land with 50 percent fair grass cover and 50 percent good
grass cover

14 percent parking lots, plazas, schools, and so on (all impervious)

Solution. Compute the weighted curve number using Table 5.5.2.

Hydrologic soil group ©od
4
B C i
Land Use % CN  Product % CN  Product
Res?demia] (30% impervious) 20 72 1440 20 81 1620
Residential (65% impervious) 6 85 510 6 90 540
Roads 9 98 882 9 98 882
Open land: Good cover 4 61 244 4 74 296
. Fair cover 4 69 276 4 79 316
Parking lots, etc N 98 686 7 98 686
50 4038 50 4340
Thus,
Weigh[ed CN = M = R3.8
100 ’
1000
S=——-10
CN
_ 1000 10
33.8
=1.93in
B = (P —0.25)?
¢ (P +0.85)
_(5-0.2x1.93)
53+ 0.8x1.93
=3.251in

Example 5.5.;. Recompute the runoff from this watershed if the wet conditions of
antecedent moisture condition III are applicable.

Soluf‘ion. Find a curve number for AMC III equivalent to CN = 83.8 under AMC
IT using Eq. (5.5.8):

23CNI)
10 + 0.13CN(D)

_ 23x838
10 + 0.13 x 83.8

=923

CN(II) =
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Then.

§= Ljo? 10

CN

1000
92.3
—0.83 in
P =025r
TP +0.8S
_ (5-0.2x0.83)°
T 54+0.8x0.83
=4.13in

The change in runoff caused by the change in antecedent moisture condition is
4.13 — 3.25 = 0.88 in. a 27 percent increase.

Urbanization Effects

During the past 15 to 20 years, hydrologists have paid considerable attention to
the effects of urbanization. Early works in urban hydrology were concerned with
the effects of urbanization on the flood potential of small urban watersheds. The
effects of urbanization on the flood hydrograph include increased total runoff
volumes and peak flow rates. as depicted in Fig. 5.5.3. In general, the major
changes in flow rates in urban watersheds are due to the following:

1. The volume of water available for runoft increases because of the increased
impervious cover provided by parking lots. streets. and roofs, which reduce
the amount of infiltration.

’ Total rainfall

¥ =7  Additional excess rainfall
A caused by urbanization

Randall rate

A Infiltration before urbanization
/

+— Infiltration alter urbanization

Runotf
+—————— Aller urbanization

Runof ! rite

- Betore urbanization

FIGURE 5.5.3
—+  The effect of urbanization
Time on storm runoft.
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()

. Changes in hydraulic efficiency associated with artificial channels, curbing,
gutters, and storm drainage collection systems increase the velocity of flow
and the magnitude of flood peaks.

The SCS method for rainfall-runoff analysis can be applied to determine the
increase in the amount of runoff caused by urbanization.

Example 5.5.3 Calculate the runoff from 5 inches of rainfallson‘.i.a 1000-acre
watershed. The soil is 30 percent Group B and 50 percent Group C. Assume
antecedent moisture condition II. The land use is open land with fair grass cover
before urbanization; after urbanization it is as specified in Example 5.5.1. How
much additional runoff is caused by urbanization?

Solution. The curve numbers for open land with fair grass cover are CN = 69 for
Group B and 79 for Group C, so the average curve number for the watershed is CN
= (69 + 79)/2 = 74. From (5.5.6), S = (1000/74) — 10 = 3.51 in. The excess
rainfall or direct runoff P, is calculated from (5.5.5) with P = 5.0 in:

P—0.25)
P { 5)

P+ 0388
_ (5.0-0.2 x3.51)°
T 5.0 + 0.8 x3.51

= 2.37 in (before urbanization)

After urbanization, Example 5.5.1 shows P, = 3.25 in, so the impact of urbanization
is to cause 3.25 — 2.37 = 0.88 in of additional runoff from this storm, a 27 percent
increase.

Time Distribution of SCS Abstractions

To this point, only the depth of excess rainfall or direct runoff during a storm
has been computed. By extension of the previous method, the time distribution
of abstractions F, within a storm can be found. Solving for F, from Egs. (5.5.1)
and (5.5.2),

S(P—1,)

= Pz, 5.5.9
P—1,+3S )

Differentiating, and noting that /, and § are constants,

2
i, ., DA (5.5.10)
d = (P—I+ 8P
As P — =, (dF ,/dty — 0 as required, but the presence of dP/d¢ (rainfall intensity)
in the numerator means that as the rainfall intensity increases, the rate of retention
of water within the watershed tends to increase. This property of the SCS method
may not have a strong physical basis (Morel-Seytoux and Verdin, 1981).

In application, cumulative abstractions and rainfall excess may be deter-
mined either from (5.5.9) or from (5.5.5).
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Example 5.5.4. Storm rainfall occurred on a watershed as shown in column 2 of
Table 5.5.3. The value of CN is 80 and Antecedent Moisture Condition IT applies.
Calculate the cumulative abstractions and the excess rainfall hyetograph.

Solution. For CN = 80, § = (1000/80) — 10 = 2.50in; [, =025 = 0.5 in. The
initial abstraction zbsorbs all of the rainfall up to 7 = 0.5 in. This includes the 0.2
in of rainfall occurring during the first hour and 0.3 in of the rain falling during
the second hour, For P > 0.5 in, the continuing abstraction F, is computed from
(5.5.9): s
b ]

SIP=d,)
P-1,+3S§
_2.50(P —0.5)

P—0.5+1250

_ 2.50(P - 0.3)
P+ 2.0

For example. after two hours, the cumulative rainfall 1s £ = 0.90 in, so

. 2.50(0.9 - 0.5)
a7 0.9+ 20

=0.34 in

as shown in column 4 of the table, The excess rainfall is that remaining after initial
and continuing abstractions. From (5.5.2)

TABLE 5.5.3
Computation of abstractions and excess rainfall hyetograph by the

SCS method (Example 3.5.4)

Column: 1 2 3 4 5 6
. Cumulative Excess
" Cumulative i
Cumulative abstractions (n) excess rainfall
Time rainfall 7 ————— rainfall P, hyetograph
(h) (in) i, Fa (in) (in)
0 0 0 - 0
0
1 0.20 0.20 - 0
0.06
2 .90 0.50 034  0.06
0.12
3 L2 0.30 0.59 0.18
0.58
4 2.31 0.50 1.05  0.76
1.83
5 4.65 0.50 1.56 2.59
0.56
6 3.29 0.50 1.64 3,15
0.06
T 5.36 0.50 1.65 3.21
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P.=P-1,—F,
=0.90 — 0.50 — 0.34
=0.06 in

as shown in column 5. The excess rainfall hyetograph is determined by
taking the difference of successive values of P, (column 6).
i-L

5.6 FLOW DEPTH AND VELOCITY &
The flow of water over a watershed surface is a complicated process varying in
all three space dimensions and time. It begins when water becomes ponded on
the surface at sufficient depth to overcome surface retention forces and begins
to flow. Two basic flow types may be distinguished: overland flow and channel
flow. Overland flow has a thin layer of water flowing over a wide surface.
Channel flow has a much narrower stream of water flowing in a confined path.
Chapter 2 gave the physical laws applicable to these two types of flow. On a
natural watershed, overland flow is the first mechanism of surface flow but 1t
may persist for only a short distance (say up to 100 ft) before nonuniformities
in the watershed surface concentrate the flow into tortuous channels. Gradually,
the outflows from these small channels combine to produce recognizable stream
channel flows which accumulate going downstream to form streamflow at the
watershed outlet.

Surface water flow is governed by the principles of continuity and
momenturmn. The application of these principles to three-dimensional unsteady
flow on a watershed surface is possible only in very simplified situations, so one-
or two-dimensional flow is usually assumed.

Overland Flow

Overland flow is a very thin sheet flow which occurs at the upper end of slopes
before the flow concentrates into recognizable channels. Figure 5.6.1 shows flow
down a uniform plane on which rain is falling at intensity { and infiltration
occurring at rate f. Sufficient time has passed since rainfall began that all flows
are steady. The plane is of unit width and length Lo, and is inclined at angle 6
to the horizontal with slope Sp = tan 6.

Continuity. The continuity equation (2.2.5) for steady, constant density flow is

J—JVdA:O (5.6.1)

The inflow to the control volume from rainfall is iL, cos ¢, and the outflow is
fLg cos 8 from infiltration plus Vy from overland flow. The depth y is measured
perpendicular to the bed and the velocity V parallel to the bed. Thus the continuity
equation is written

w
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FIGURE 5.6.1
Steady flow on a uniform plane under rainfall.

JJ V-dA = flgcos 8+ Wy —ilgcos =0

C.5.
The discharge per unit width, ggp, is given by
go = Wy = (i —f)Ly cos 8 (5.6.2)
Momentum. For uniform laminar flow on an inclined plane, it can be shown
(Roberson and Crowe. 1985), that the average velocity Vis given by
2
v 850
3v

where g is acceleration due to gravity and v is the kinematic viscosity of the fluid.
For uniform flow, §¢ = 8¢ = A/L, and (5.6.3) can be rearranged to yield

(5.6.3)

he = &y _L_V_2 (5.6.4

= Wy .

which is in the form of the Darcy-Weisbach equation (2.5.1) for flow resistance
L 4°

hy = f—— 5.6.5

e JC4}'1' 2g ( )

with the friction factor f = 96/Re in which the Reynolds number Re = 4VR/v,
and the hydraulic radius R = y. For a unit width sheet flow, R = area/(wetted
perimeter) =y % 1/1 = y, as required. The flow remains laminar provided Re =
2000.

For laminar sheet flow under rainfall, the friction factor increases with the
rainfall intensity. If it is assumed that f has the form C;/Re, where C; is a
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resistance coefficient, experimentation carried out at the University of Illinois
(Chow and Yen, 1976) gave

C. = 96 + 108:°4 (5.6.6)

where / is the rainfall intensity in inches per hour.
Solving for y from (5.6.5) and using the fact that hy/L = Sy for uniform
flow, one finds Y

fv? N
y = (5.6.7)
T 8885
then gg = Vy from (5.6.2) is used to substitute for V, yielding
i 13
y=|—2 (5.6.8)
SgSg

which specifies the depth of sheet flow on a uniform plane.

Example 5.6.1. A rainfall of intensity | in/h falls on a uniform, smooth, impervious
plane 100 feet long at 5 percent slope. Calculate the discharge per unit width, the
depth, and the velocity at the lower end of the plane. Take v = 1.2 x 1073 ft%s.

Solution. The discharge per unit width is given by (5.6.2) with i = | in/h =2.32 X
1075 ft/s, and f = 0. The angle 8 = tan~'(Sg) = tan %0.05) = 2.86°, so
cos = 0.999.

go = (i — fHly cos 0
=(2.32 x 107° - 0) % 100 x 0.999
=231 x 1077 fit¥fs

The Reynolds number is

_4x231x1073
T 12%1073

=770
and the flow is laminar. The resistance coefficient C; is given by (5.6.6):
C, =96 + 108"
=96 + 108(1)°*
=204

The friction factor is f = Cp/Re = 204/770 = 0.265, and the depth is calculated
from Eq. (5.6.8),
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o265 x 2.31 x 107?21
8 x 32.2 X 0.05

= 0.0048 ft (0.06 in)

The velocity Vis given by
%

=72.31 x 1073/0.0048
= (.48 fus

Field studies of overland flow (Emmett, 1978) indicate that the flow is
laminar but that the flow resistance is about ten times larger than for laboratory
studies on uniform planes. The increase in flow resistance results primarily from
the unevenness in the topography and surface vegetation. Equation (5.6.8) can
be rewritten in the more general form

y = aqp (5.6.9)

For laminar flow m = 2/3 and a = (§/8g5¢)". Emmett’s studies indicate that
the Darcy-Weisbach friction factor f is in the range 20-200 for overland flow at
field sites.

When the flow becomes turbulent, the friction factor becomes independent
of the Reynolds number and dependent only on the roughness of the surface. In
this case, Manning’s equation (2.5.7) is applicable to describe the flow:

1.4 ;
V= —9R2’3S}’2 (5.6.10)
n

with R = y, §; = S for uniform flow, and g¢ = Vy. This can be solved for v to
yield
V345
40
y = | —=— (5.6.11
T 1 1.498)2 )

which is in the general form of (5.6.9) with a = {n/1.49Sé’2)3’5 and m = 3/5.
For SI units. a = n"%/8%7.

Example 5.6.2. Calculate the depth and velocity of a discharge of 2.31 x 10 =3
ofs/ft (width) on turf having Darcy-Weisbach f = 75 and a slope of 5 percent,
Take v = 1.2 X 1073 ft’fs,

Solution. The Reynolds number is Re = dqo/v=4x%2.31x10"%1.2x107° =770
(laminar flow), and o = (f/8gSe)? = (75/(8 X 32.2x0.05))* = 1.80. From (5.6.9)
with m = 2/3
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¥y = aq
= 1.80(2.31 x 107%H*3
=0.031 ft (0.4 in)

Velocity V= go/y = 2.31 X 107%0.031 = 0.075 ft/s. It can be seen that this flow is
much deeper and slower flowing than flow on the smooth plane of Exgmple 5.6.1.

Example 5.6.3. Calculate the discharge per unit width, depth, and £1ocity at the
end of a 200-ft strip of asphalt, of slope 0.02, subject to rainfall of 10 in/h, with
Manning’s # = 0.015 and kinematic viscosity v = 1.2 X 1073 ft%s,

Solution. The discharge per unit width is given by Eq. (5.6.2) with i = 10 in/h =
2.32 x 107* ft/s, f =0, and 6 = tan 1(0.02) = 1.15°, for which cos § = 1.00:

go =i —f)Lpcos 8
=232 x107%x 200 x 1.00
= 0.0464 cfs/ft

The Reynolds number is Ke = d4qy/v =4 X 0.046/(1.2 X 10 %) = 15333, so the flow
is turbulent. The depth of flow is given by Eq. (5.6.9) with a = (n/1.495(‘]f2} W
[0.015/(1.49 x 0.02V%)]*% = 0.205 and m = 0.6:

y=oaq
=0.205 X (0.0464)"°

=0.032 ft (0.4 in)
Also,

v B

¥y
_0.0464
T 0.032

= 1.43 ft/s.

Channel Flow

The passage of overland flow into a channel can be viewed as a lateral flow in the
same way that the previous examples have considered rainfall as a lateral flow
onto the watershed surface.

Consider a channel of length L. that is fed by overland flow from a plane
as shown in Fig. 5.6.2. The overland flow has discharge g¢ per unit width, so
the discharge in the channel is 0 = goL.. To find the depth and velocity at
various points along the channel, an iterative solution of Manning’s equation is
necessary. Manning’s equation is

1.49

s TSE)”ARM (5.6.12)

o
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FIGURE 5.6.2
Overland flow from a plune into a channel.

Solution of Manning’s Equation by Newton’s
Method

There is no general analytical solution to Manning’s equation for determining the
flow depth given the flow rate because the area A and hydraulic radius R may be
complicated functions of the depth. Newton’s method can be applied iteratively to
give a numerical solution. Suppose that at iteration j the depth ¥, is selected and
the flow rate Q; is computed from (5.6.12), using the area and hydraulic radius
corresponding to v;. This Q; is compared with the actual flow Q; the object is to
select y so that the error

fop=0-0 (5.6.13)
is acceptably small. The gradient of f with respect to y is
d dQ;
& = 49; (5.6.14)
dy;  dy;

because Q is a constant. Hence, assuming Manning’s n is constant,

[dfy (148 o
%g“{ = 8o AR; J
1.49 ..(2ARV3 4R dA |
2_51%( =y gl
v \ 3 dy dy ;
(5.6.15)
1.49 2 dR dA
- S”zAj-ij(——_ l_)
[ 2 dR 1dA
“Ol3k gt Aay)
3Rdy  Ady),

where the subscript j outside the parentheses indicates that the contents are
evaluated for y = ;.

e
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Error

f=0-0

o Fiyp
TR -\'4.‘ (df‘fd_\')J,

f()“j) a

FIGURE 5.6.3
Newton's method extrapolates the tan-

0 gent of the error function at the current
Y ¥ \ Depth ¥ depth y, to obtain the depth y, . for the

next iteration.

This expression for the gradient is useful for Newton’s method. where,
given a choice of y;, y; 1 is chosen to satisfy

dy); N Yi+1 7Y
This y; 4+ is the value of y, in a plot of f vs. y, where the tangent to the curve at
y = y; intersects the horizontal axis, as illustrated in Fig. 5.6.3.
Solving (5.6.16) for y;+1,

(é-f) _ 010 (5.6.16)

- S (5.6.17)
{dfidy);

which is the fundamental equation of the Newton's method. Iterations are con-

tinued until there is no significant change in y; this will happen when the error

fy) is very close to zero. . )
Substituting into (5.6.17) from Egs. (5.6.13) and (5.6.15) gives the New-

ton’s-method equation for solving Manning’s equation:

Yi+1 =Y

1—0/Q,

oy gy s g e R (5.6.18)
e =g EX vy
3Rdy " Ady);

For a rectangular channel A = B,y and R = B.y/(B,, + 2y) where B, is the
channel width; after some manipulation, (5.6.18) becomes
1 —Q/0;
N+ =X T T5E 6y
(3}’;'(Bw F 2)‘;‘))
Values for the channe! shape function [(2/3R) (dR/dy) + (1/A) (dA/dy)] for other
cross sections are given in Table 5.6.1.
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I -3 g s _‘ Example 5.6.4. Calculate the flow depth in a two-foot-wide rectangular channel
~ ,\\ ‘ % P = DS having n = 0.015, S = 0.025, and Q = 9.26 cfs.
Y | = — ' po
o T Loy N = __3 =l ?r_\—,\:? . == ‘8 .
e = v || ® Ty o S8 2ls 8 | Solution.
&} BN s | - i) el
i_l\\: 7/‘ - ! & o ! I 53
g ] | P . P S 0, = L85 By
= § :3 :‘E J n (B, + 2}1}):’3 !L
=T = . '
' gl E3 1 _ 1.49 © 025)1;: (2,\.1')5:3 §!
t 0.015" (2 + 2y)?3 "
At ALy
PERNE - , o T (5.6.19)
| i o “he ! l # }'1)23
= i L ® = + 2 ool = i Also,
wi ALY 7 s e “ i 2
L kS “ . 2dR ldA_ 5B, 6y _ 10+ 6y
=7 | Rdy  Ady 3y(B.+2y) 352+ 2
| - | _ 1667+,
) E | yj{l 1 _V;)
™~ =] :
|\+ = From Eq. (5.6.18)
>l = (1—9.26/0)y,(1 +y,) i
~ IS 2 g 2 1)) 2 (5.6.20)
gb E Yiet =) 1.667 + 3,
- +|l= o o . . :
L N e o~ e From an arbitrarily chosen starting guess of y; = 1.00 ft, the solution to three
- ! | S RIS | R 2 & = significant figures is achieved after three iterations by successively solving (5.6.19)
z : Y S N A ot ] and (5.6.20) for Q; and v;. . The resultis y = 0.58 ft.
3 = [+ L +] 5. =k - 3 2 4 4
3 g i & 3 o = Z\ ) =
N PRI S 8%
Rt o o +_ ~ 2 Iteration j 1 2 3 4
| T 2
‘Q ﬂ:: = vy (ft) 1.00 0.601 0.577 0.577
&l & 2 O (cfs) 1979 982 926 9.26
+ 7
< -
= g Example 5.6.5. Compute the velocity and depth of flow at 200-foot increments
2 along a 1000-foot-long rectangular channel having width 2 ft, roughness n = 0.015,
_E_ and slope § = 0.025, supplied by a lateral flow of 0.00926 cfs/ft.
- . a2
= ] N T > = 3 E\ g Solution. The method of Example 5.6.4 is applied repetitively to compute » for
S . SO S~ D & |+ = 0 = 0.00926L . The velocity is V= Q/B .y = 0Q/2y.
ER |¥ | = @l 5 E
£ | 2 S 2|2 :
S EENS | . LRl eSS g
S8 S Distance along channel, L (ft) 0 200 400 600 3800 1000
=
& Flow rate {(cfs) 0 1.85 370 556 7.41 9.26
= , Depth y (ft) 0 020 031 041 049 058
T2 : |
1 ﬁ‘:’ Z | Velocity V (fs) 0 463 5.97 686 7.56 8.02
- = =}
E = B § g % ﬁ Q—T"‘- 6 %
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%
/
FIGURE 5.6.4
TR R Dimensionless hydrograph of overland flow.
4 06 O 1.0 e PR
The steady flow g, is attained at time of
i, equilibrium ¢, (After [zzard. 1946.)

The examples in this section have assumed steady flow on the watershed.
In reality. under 2 constant intensity rainfall, the steady flow at equilibrium is
approached asymptotically in the manner illustrated by Fig. 5.6.4. Thus, the flow
is varying both in space and time on the watershed surface and in the stream
channel.

5.7 TRAVEL TIME

The travel time of flow from one point on a watershed to another can be deduced
from the flow distance and velocity. If two points on a stream are a distance L
apart and the velocity along the path connecting them is v(l). where ! is distance
along the path. then the travel time f is given by

di=v(Dydt
1 L
dl
dr:J - (5.7.1)
Jo o v
or
i
::J —eﬂ— (5.7.2)
o v(l)
If the velocity can be assumed constant at v, in an increment of length Al

{ =1,2,....,14, then
I AL
I:Z__f (5.7.3)

Velocities for use in Eq. (5.7.3) may be computed using the methods described
v Einsaa 4 Tahle 57 1

- - '
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TABLE 5.7.1
Approximate average velocities in ft/s of runoff flow for calculating
time of concentration

Description of water course Slope in percent
0-3 4-7 8-11 12—

Unconcentrated™® i

Woodlands 0-1.5 1.5- 2.5 2.5- 325 4 3.25-

Pastures 0-2.5 2.5- 35 15425 £ 425

Cultivated 0-3.0 3.0- 4.5 4.5~ 5.5 5.5-

Pavements 0-8.5 8.5-13.5 13.5-17 17—
Concentrated™*

Outlet channel —determine velocity by Manning’s formula

Natural channel not

well defined 0-2 2-4 4-7 7-

This condition usually occurs in the upper extremities of a watershed prior to the overland flows accumulating
in a channel.

**These values vary with the channel size and other conditions. Where possible, more accurate determinations
should be made for particular conditions by the Manning channel formula for velocity.

(Source: Drainage Manual. Texas Highway Department, Table VIL p. 11-28, 1970

Because of the travel time to the watershed outlet. only part of the watershed
may be contributing to surface water flow at any time ¢ after precipitation begins.
The growth of the contributing area may be visualized as in Fig. 5.7.1. If rainfall
of constant intensity begins and continues indefinitely. then the area bounded by
the dashed line labeled ¢, will contribute to streamflow at the watershed outlet
after time f,; likewise, the area bounded by the line labeled ¢> will contribute to

FIGURE 5.7.1

Isochrones at t; and ¢, define the area contributing to flow at the outlet for rainfall of durations 7,
and 1». Time of concentration ¢, is the time of flow from the farthest point in the watershed (A) to
the outlet (B).

e
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TABLE 5.7.2

Travel time in a channel (Example 5.7.1)

Distance along channel, { (ft) 0 200 400 600 800 1000 ;
Al 200 200 200 200 200

Calculated velocity V (ft/s) 0 4.63 5.97 6.86 7.56 8.02

Average velocity V (fus) 2.32 5.30 6.42 7.21 7.79

Travel time At = AV (s) ¥ 862 37.7 31.2 277 25.7

(¥ Ar=1208.359)

streamflow after time . The boundaries of these contributing areas are lines of
equal time of flow to the outlet and are called isochrones. The time at which all
of the watershed begins to contribute is the zime of concentration T; this is the
time of flow from the farthest point on the watershed to the outlet.

Example 5.7.1. Calculate the time of concentration of & watershed in which the

longest flow path covers 100 feet of pasture at a 5 percent slope, then enters a !
1000-foot-long rectangular channel having width 2 ft, roughness n = 0.015, and i
slope 2.5 percent, and receiving a lateral flow of 0.00926 cfs/ft. |

Solution. From Table 5.7.1, pasture at 5 percent slope has a velocity of flow in
the range 2.5-3.5 fUs; use a velocity of 3.0 ft/s. The travel time over the 100 feet
of pasture is &r = Allv = 100/3.0 = 33 5. For the rectangular channel, the velocity |
at 200-foot intervals was calculated in Example 5.6.5. The travel time over each i
interval is found from the average velocity in that interval, For exampile, for the :
first 200 f1, Ar = Al/v = 200/2.32 = 86.2 s, This yields a total travel time for the
channel of 208.5 s, as shown in Table 5.7.2. The time of concentration f. is the
sum of the travel times over pasture and in the channel, or 33 + 209 = 2425 = 4
min.

5.8 STREAM NETWORKS ]

In fluid mechanics. the study of the similarity of fluid flow in systems of differ-
ent sizes is an important tool in relating the results of small-scale model studies
to large-scale prototype applications. In hydrology, the geomorphology of the i
watershed, or quantitative study of the surface landform, is used to arrive at mea-
sures of geometric similarity among watersheds, especially among their stream
networks.

The guantitative study of stream networks was originated by Horton (1945).
He developed a system for ordering stream networks and derived laws relating
the number and length of streams of different order. Horton’s stream ordering
system, as slightly modified by Strahler (1964), is as follows:

L. alicemale aes decignated arder 1+ these channels
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. Where two channels of order 1 join, a channel of order 2 results downstream;
in general, where two channels of order i join, a channel of order / + 1 results
Where a chgnnel of lower order joins a channel of higher order, the channel
downstream retains the higher of the two orders.
_ 'The. order of the drainage basin is designated as the order of the stream
draining its outlet, the highest stream order in the basin, /
y \
An;xarglpsle of this classification system for a small watershed in T;"exL is shown
in Fig. 5.8.1. :

R
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Horton (1945) found empirically that the bifurcation ratio Rg, or ratio of
the number A, . of channels of order { to the number N, ;| of channels of order
i + 1 is relatively constant from one order to another. This is Horton's Law of

Stream Numbers:

N; . -
= Rpg 2 1o d=—1 (5.8.1)
Niti
As an example. in Fig. 5.8.1. Ny = 28, N = 5, and N3 = |; so N/N; = 5.6
and N2/N;y = 3.0, lhc‘theoretlca] minimum value of the bifurcation ratio is 2,

and values tvpically lie in the range 3-5 (Strahler, 1964).

By measuring the length of each stream, the average length of streams of
each order. ... can be found. Horton proposed a Law of Stream Lengths in which
the average lengths of streams of successive orders are related by a length ratio

RLZ

=Ry (5.8.2)

By a similar reasoning, Schumm (1956) proposed a Law of Stream Areas to relate
the average arcas A, drained by streams of successive order

Ay -
it P (5.8.3)
A;
Mamun 5 Mamon
| |
|
| Ly -
o 3
E —
| &
! 2,
¥
L 0.1
Order { Order |

FIGURE 5.8.2

Geomorphological parameters for the Mamon basins. (Source: Valdes, Fiallo, and Rodriguez-Iturbe,

p. 1123, 1979, Copyright by the American Geophysical Union.)
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These ratios are computed by plotting the values for N;, L;, and A; on a loga-
rithmic scale against stream order on a linear scale, as shown for two Venezu-
elan watersheds in Fig. 5.8.2. The ratios Rg, R;. and R4 are computed from the
slopes of the lines on these graphs. The Mamon 5 watershed is a subbasin of the
Mamon watershed (Fig. 5.8.3). The consistency of Rg, R;, and R4 between the
two watersheds demonstrates their geometric similarity. Studies have been made
to relate the characteristics of flood hydrographs to stream network parameters
(Rodriguez-Tturbe and Valdes, 1979; Gupta, Waymire, and Wang, 1‘980 Gupta,
Rodriguez-Tturbe and Wood, 1986).

Other parameters useful for hydrologic analysis are the dramace density and
the length of overland flow (Smart, 1972). The drainage density D is the ratio of
the total length of stream channels in a watershed to its area

D=s—— (5.8.4)

Mamon 5 subbasin
{area 3.2 km?)

Mamon basin
(area 103.0 km?)

FIGURE 5.8.3

Drainage basin of the Mamon watershed in Venezuala. (Source: Valdes, Fiallo, and Rodnguez-
Iturbe, p. 1123, 1979. Copyright by the American Geophysical Union.)
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where L;; is the length of the jth stream of order i. If the streams are fed by
Hortonian overland (low from all of their contributing area, then the average
length of overland flow, L. is given approximately by

1

by o
¢ 2D

(5.8.5)

Shreve (1966) showed that Horton's stream laws result from the most likely
combinations of channels into a network if random selection is made among all
possible combinations ¢
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PROBLEMS

5.2.1  If Q@) = Qe "0¥* describes baseflow recession in a stream, prove that the
storage S(r) supplying baseflow is given by S(z) = kQ(1).

5.2.2 Baseflow on a river is 100 cfs on July 1 and 80 cfs on July 10. Previous study
of baseflow recession on this river has shown that it follows the linear reservoir
model. If there is no rain during July, estimate the flow rate on July 31 and the
volume of water in subsurface storage on July 1 and July 31.

5.2.3  The streamflow hydrograph at the outlet of a 300-acre drainage area is as shown:

Time (h) 0 1 2 3 4 3 6 7 8 9 10 11 12
Discharge {(cfs) 102 100 98 220 512 630 460 330 210 150 105 75 60

Determine the base flow using the straight line method, the fixed base method,
and the variable slope method. Assume N = 5 hours for the fixed base method.
5.3.1  For the following rainfall-runoff data, determine the ¢-index and the cumulative
infiltration curve based upon the ¢-index. Also, determine the cumulative excess
rainfall as a function of time. Plot these curves. The watershed area is 0.2 mi*.

Time (h) 1 2 3 4 5 6 7
Rainfall rate (in/h) 1.05 1.28 0.80 0.75 070 0.60 0
Direct runoff (c¢fs) 0 30 60 45 30 15 0

o
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5.5.2
5.5.3
5.5.4

5.5.6
5.5.7

5.6.2

5.6.3

5.6.4

5.6.5

5.1

5.8.1
5.8.2
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Solve Prob. 5.5.1 for the 10-year design storm.

Solve Prob. 5.5.1 for the 100-year design storm.

() Compute the runoff from a 7-in rainfall on a 1500-acre watershed that has
hydrologic soil groups that are 40 percent group A, 40 percent group B, and
20 percent group C interspersed throughout the watershed. The land use is 90
percent residential area that is 30 percent impervious, and 10 percent paved roads
with curbs. Assume AMC II conditions.

(b) What was the runoff for the same watershed and same rainfall before devel-
opment occurred? The land use prior to development was pasture and range land
in poor condition.

A 200-acre watershed is 40 percent agricultural and 60 percent urban land. The
agricultural area is 40 percent cultivated land with conservation treatment, 35
percent meadow in good condition, and 25 percent forest land with good cover.
The urban area is residential: 60 percent is %-acre lots, 25 percent is i-acrs
lots, and 15 percent is streets and roads with curbs and storm sewers. The entire
watershed is in hydrologic soil group B. Compute the runoff from the watershed
for 5 in of rainfall. Assume AMC II conditions.

Solve Prob. 5.5.5 if the moisture condition is (a) AMC 1, and (b) AMC III.
For the rainfall-runoff data given in Prob. 5.3.1, use the SCS method for abstrac-
tions 1o determine the representative SCS curve number for this watershed, assum-
mg AMC IL

Considering the rainfall-runoff data in Prob. 5.3.1 and using the curve number
determined in Prob. 5.5.7, determine the cumulative infiltration and the cumula-
tive rainfall excess as functions of time. Plot these curves.

Compute the uniform flow depth in a trapezoidal channel having n = 0.025,
So = 0.0003, and Q = 30 cfs. The base width is 4 ft, and the side slopes are
l:z = 1:3.

Compute the uniform flow depth in a triangular channel having n = 0.025, §y=
0.0004, O = 10 cfs, and side slopes 1:z = 1:4.

A rainfall of 3 in/h falls on a uniform, smooth, impervious plane that is 50 feet
long and has a slope of 1 percent. Calculate discharge per unit width, depth, and
velocity at the bottom end of the plane. Take » = 1.2 % 1073 ft/s and n = 0.015.
Sclve Prob. 5.6.3 if the rainfall has intensity 10 in/h.

Solve Prob. 5.6.3 if the rain falls on grass with an infiltration rate of 0.5 in/h
and a Darcy-Weisbach roughness f = 100.

Solve Example 5.7.1 in the text if the flow length over pasture is 50 ft, and the
channel is 500 feet long.

Determine the length ratio Ry for the Miller Creek watershed in Fig. 5.8.1.
Determine the drainage density and average overland flow length for the Miller
Creek watershed in Fig. 5.8.1.

CHAPTER

HYDROLOGIC
MEASUREMENT

Hydrologic measurements are made to obtain data on hydrologic processes. These
data are used to better understand these processes and as a direct input into
hydrologic simulation models for design, analysis, and decision making. A rapid
expansion of hydrologic data collection worldwide was fostered by the Interna-
tional Hydrologic Decade (1965-1974), and it has become a routine practice
to store hydrologic data on computer files and to make the data available in a
machine-readable form, such as on magnetic tapes or disks. These two develop-
ments, the expansion and computerization of hydrologic data, have made avail-
able to hydrologists a vast array of information, which permits studies of greater
detail and precision than was formerly possible. Recent advances in electronics
allow data to be measured and analyzed as the events occur, for purposes such
as flood forecasting and flood warning. The purpose of this chapter is to review
the sequence of steps involved in hydrologic measurement, from the observation
of the process to the receipt of the data by the user.

Hydrologic processes vary in space and time, and are random, or probabil-
istic, in character. Precipitation is the driving force of the land phase of the hydro-
logic cycle, and the random nature of precipitation means that prediction of the
resulting hydrologic processes (e.g., surface flow, evaporation, and streamflow)
at some future time is always subject to a degree of uncertainty that is large in
comparison to prediction of the future behavior of soils or building structures, for
example. These uncertainties create a requirement for hydrologic measurement to
provide observed data at or near the location of interest so that conclusions can
be drawn directly from on-site observations.
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6.1 HYDROLOGIC MEASUREMENT
SEQUENCE

Although hydrologic processes vary continuously in time and space, they are
usually measured as point samples, measurements made through time at a fixed
location in space. For example, rainfall varies continuously in space aver a water-
shed. but a rain gage measures the rainfall at a specific point in the watershed. The
resulting data form a time series, which may be subjected to statistical analysis,

In recent years, some progress has been made in measuring distributed
samples ox‘(;r‘a line or area in space at a specific point in time. For example,
estimates of winter snow cover are made by flying an aircraft over the snow field
and measuring the radiation reflected from the snow. The resulting data form a
e series. Distributed saniples are most often measured at some distance from
the phenomenon being observed; this is termed remore sensing. Whether the data
arc measured as a time series or as a space series, a similar sequence of steps is
followed.

The sequence of steps commonly followed for hydrologic measurement is
shown in Fig. 6.1.1, beginning with the physical device which senses or reacts
to the physical phenomenon and ending with the delivery of data to a user. These
steps are now described.

1. Sensing. A sensor is an instrument that translates the level or intensity of
the phenomenon into an observable signal. For example, a mercury thermometer
seiises lemperature through the expansion or contraction of the volume of mercury
within a thin tube; a storage rain gage collects the incoming rainfall in a can or
tube. Sensors may be direct or indirect.

A direct sensor measures the phenomenon itself, as with the storage rain
gage; an indirect sensor measures a variable related to the phenomenon, as with
the mercury thermometer. Many hydrologic variables are measured indirectly,
including streamflow, temperature, humidity, and radiation. Sensors for the major
hydrologic variables are discussed in the subsequent sections of this chapter,

2. Recording. A recorder is a device or procedure for preserving the signal
produced by the sensor. Manual recording simply involves an observer taking
readings off the sensor and fabulating them for future reference. Most of the
available rainfall data are produced by observers who read the level in a storage
rain page each day at a fixed time (e.g.. 9 AM.). Automatic recording requires a
device which accepts the signal from the sensor and stores it on a paper chart or
punched tape, or an electronic memory including magnetic disks or tapes. Paper
records require a mechanical system of pulleys or levers to translate the motion of
the sensor to the motion of a pen on a chart or a punching mechanism for a paper
tape. Fig. 6.1.2 shows hydrologic paper chart and tape recorders in common
usc. Historically, charts were the first recorders widely used in hydrology; they
are still used when there is a need to have a direct visual image of the record.
but charts have a great disadvantage in that translation of the chart record into a
computerized form is a tedious procedure, involving manually tracking the line
on the chart and recording the points where it changes direction. By contrast,
paper tape recorders can be directly read by a computer. Sixteen-track paper
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central processing site

)

Convert the record into

Translation ’ )
a computerized data sequence

Edili Check the data and eliminate
i errors and redundant information
Y
. Archive the data on a
Storage computer tape or disk
Refrieval Recover the data in
etrieva !
the form required ]
E FIGURE 6.1.1
The hydrologic measurement
A
User of data sequence.

tapes are currently the most widespread form of automg[ic hydrologic recordcfl:rts,
but electronic storages are beginning to be adopted; their use can be expected tc
spread because of their convenience and bc;ause they need no mechanical system
ate the signal from sensor to recorder.

° trags.ld;iansmisiion. Transmission is the transfer of a record from a remote
recording site to a central location. Transmission may be done rou_nnely,lsucfh zriz
by manually changing the chart or tape on a recorc_ier at regular intervals (fro :
one week to several months in duration) and carrying the re_cords to thf: c‘entrai
location. A rapidly developing area of hydrology is real-nn_ze {ransrmsszondo
data through microwave networks, satellites, or telephone lines. The n;cort ;:é
site is “polled” by the central location when data are needed; the record;ar1 ast.on
data already electronically stored and sends therp back to the centra Olcal{h
immediately. Microwave transmitters operate .w1th .relatlvely short-wzijve errflgce
electromagnetic waves (107! to 1072 m) traveling directly over the lan ‘su( ]am
with the aid of repeater stations: satellite data transmission nses radin waves

o 3
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FIGURE 6.1.2(a)

Digital recorder for hydrologic data. The 16-track paper tape moves vertical
shown in the center of the picture. At predetermined intervals {usually ev
pushes the tape back against a set of needles, one for each track on the t
are pushed back against the two rimmed wheels —if the needle hits one of
through the tape, if not, the tape 1s left blank. In this way, a pattern o
16 tracks, 8 of which are used for recording the level of the phenomenon, and 8 for recording the
time at which the punch was made. The rimmed disks, one for time and one for measurement level,
rotate as lime passes and the fevel of the phenomenon changes. (Source: T. . Buchanan, U.S,
Geological Survey. First published as Fig. 3 in “Techniques of water-resources investigations of the
United States Geological Survey,” Bogk 3. Chapter A6, U.S. Geological Survey, 1968.)

ly behind the metal plate

the raised rims, it punches
f holes emerges across the

10* m in way elength) reflected off a satellite whose position is fixed relative to
the carth’s surface. Microwave and satellite transmission of data are valuable for
producing flood forecasts and for providing continuous access to remote recording
sites which are difficult to reach by land travel.

4. Translation. Translation is the conversion of a record from a field instru-
ment form into a computerized record for permanent electronic storage. For exam-
ple, translators are available which read 16-track hydrologic paper tape records
and produce an electronic signal in a form readable by computers. Cassette readers
and chart followers are other devices of this type.

5. Editing. Editing is the procedure of checking the records translated into
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oy -

: i 1ati i 1ls in the float
Pa hart 'CCU(I'd)e( attached to a float for reco d]ﬂg water level vanation, Rises or falls
Per ¢ Vv

S is driven toward
| move the pen horizontally, parallel to the front of the recor_t.:ier c;se. T:?Op?g;l e o
lliveb'::: of the case continuously at a slow rate, thereby allowmg; erZIOgical hpt
:N:ICI‘ level against time on the chart. (Sowrce: T. J. Buchanan, U.S. Ge

i teps. Common errors include mistakes in'th_e automatic ;utring:]g
of Pfe\’logs s Su.rements and information lost in transmission and translation,
o _reCO_fde_ll Ige‘ﬂ by directly analyzing the record madf? at the recordc?r site. e
WhICh6l5§;‘ofagien E}(Iiited data are stored in a compulenzecﬂir gﬁ?sa?r};:; ;J;mral

1 : rated by the U.S. Geological Suryey, or TNR y
gggﬂ? ﬁl?ér(rf;ion Sys);em). Such archives contain marny ?;glggsu(;fntggr}o)i?i ¢
data systematically compiled into files indexed by location

i measurement. _ . T
e C;f Retrieval. Data are retrieved for users either in a machine-rea

such as magnetic tape or diskette, or as a paper printout.

6.2 MEASUREMENT OF ATMOSPHERIC WATER

Atmospheric Moisture

i i by means of a
The measurement of moisture high in the atmosphere is made by

| ' ! i 1 1 is attached to a measuring
the computer o correct any obvious errors which have occurred during any of ek ¢ Tl Tt with: i e
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transmitted 10 a distant receiver. Rain gages commonly have a windbreak device
constructed around them in order to minimize the amount of distortion in the
measurement of rainfall caused by the wind flow pattern around the gage.
Radar can be used to observe the location and movement of areas of
precipitation. Certain types of radar equipment can provide estimates of rainfall
rates over arcas within the range of the radar (World Meteorological Organiza-
tion, 1981). Radar is sometimes used to get a visual image of the pattern of
rainfall-producing thunderstorms and is particularly useful for tracking the move-
ment of tornadoes. The introduction of color digital radar has made it possible to
measure rainfal in distant thunderstorms with more precision than was formerly
possible. The phenomenon upon which weather radar depends is the reflection of
microwaves emitted by the radar transmitter by the droplets of water in the storm.
The degree of reflection is related to the density of the droplets and therefore to

the rainfzll intensity.

Snowfall

Snowfall is recorded as part of precipitation in rain gages. In regions where there
is a continuous snow cover, the measurement of the depth and density of this
snow cover is important in predicting the runoff which will result when the snow
cover melts. This is accomplished by means of surveyed snow courses, which arc
sections of the snow cover whose depth is determined by means of gages that have
been installed prior to the snowfall. The density of snow in the snowpack may
be determined by boring a hole through the pack or into the pack and measuring
the amount of liquid water obtained from the sample. Automated devices for
measuring the weight of the snow above a certain point in the ground have been
developed —these include snow pillows, which measure the pressure of snow on
a plastic pillow filled with a nonfreezing fluid.

Interception

The amount of precipitation captured by vegetation and trees is determined by
comparing the precipitation in gages beneath the vegetation with that recorded
nearby under the open sky. The precipitation detained by interception is dissipated
as stermn flow down the trunks of the trees and evaporation from the leaf surface.
Stem flow may be measured by catch devices around tree trunks.

Evaporation

The most common method of measuring evaporation is by means of an evapora-
tion pan. There are various types of evaporation pans; however, the most widely
used are the U.S. Class A pan, the U.S.S.R. GGI-3000 pan, and the 20-m? tank
(World Meteorological Organization, 1981). The Class A pan measures 25.4 cm
(10 in) deep and 120.67 cm (4 ft) in diameter and is constructed of Monel metal
or unpainted galvanized iron. The pan is placed on timber supports so that air
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TABLE 6.2.1
Summary of pan coefficients (after

Linsley, Kohler, and Paulhus, 1982)

Class A

Location: Pan Coefficient

Felt Lake, California 0.77

Ft. Collins, Colorado 0.70

Lake Colorado City, Texas 0.72 b
Lake Elsinora, California 0.77 2 %
Lake Hefner, Oklahoma (.69 g
Lake Okeechobee, Florida 0.81

Red Bluff Res., Texas 0.68

circulates beneath it. The U.S.S.R. GGI-3000 pan is a 61.8-cm diameter tank
with a conical base fabricated of galvanized sheet iron. The surface area is 0.3
mz; the ltank is 60 cm deep at the wall and 68.5 cm deep at the center. The tank
]15 sulnk in the ground with the rim projecting approximately 7.5 cm above ground
evel.

_ In addition to the pan, several other instruments are used at evaporation
stgtlons: (1) an anemometer located 1 to 2 meters above the pan, for determining
wind movement; (2) a nonrecording precipitation gage; (3) a thermometer to
measure water temperature in the pan; and (4) a thermometer for air temperature,
or a psychrometer where temperature and humidity of the air are desired.

_ By measuring the water level in the pan each day, the amount of evaporation
which has occurred can be deduced after accounting for the precipitation during
that day. The depth of the water in the pan is measured to the nearest hundredth
of an inch by means of a hook gage or by adding the amount of water necessary
to raise its level to a fixed point. The evaporation recorded in a pan is greater
than that which would be recorded from the same area of water surface in a very
large lake. Adjustment factors or pan coefficients have been determined to convert
the data recorded in evaporation pans so that they correspond to the evaporation
from large open water surfaces. Table 6.2.1 lists pan evaporation coefficients for
various locations.

Evapotranspiration

Evaporation from the land surface plus transpiration through the plant leaves, or
evapotranspiration, may be measured by means of lysimeters. A lysimeter is a
tank of soil in which vegetation is planted that resembles the surrounding ground
cover. The amount of evapotranspiration from the lysimeter is measured by means
of a water balance of all moisture inputs and outputs. The precipitation on the
iy'simetcr, the drainage through its bottom, and the changes in the soil moisture
within the lysimeter are all measured. The amount of evapotranspiration is the
amount necessary to complete the water balance.

]
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FIGURE 6.3.1{a)
Water Jevel measurement using a bubble gage recorder. The water level is measured as the back

pressure on the bubbling stream of gas by using a mercury manometer. (Source: Rantz, et al., vol.
I, Fig. 31.p. 52, 1982}

6.3 MEASUREMENT OF SURFACE WATER
Water Surface Elevation

Water surface clevation measurements include both peak levels (flood crest ele-
vations) and the stage as a function of time. These measurements can be made
manually or automatically. Crest stage gages are used to obtain a record of flood
crests at sites where recording gages are not installed. A crest stage gage consists
of a wooden staff gage or scale, situated inside a pipe that has small holes for
the entry of water. A small amount of cork is placed in the pipe, floats as the
water rises, and adheres to the staff or scale at the highest water level.

Manual observations of water level are made using staff gages, which are
graduated boards set in the water surface, or by means of sounding devices that
signal the level at which they reach the water surface, such as a weight on a wire
suspended from a bridge over the surface of a river.

Automatic records of water levels are made at about 10,000 locations in the
United States: the bubble gage is the sensor most widely used [Fig. 6.3.1(a)].
A bubble gage scnses the water level by bubbling a continuous stream of gas
(usually carbon dioxide) into the water. The pressure required to continuousiy
push the gas stream out beneath the water surface is a measure of the depth of
the water over the nozzle of the bubble stream. This pressure is measured by
a muanometer in the recorder house [Fig. 6.3.1(b)]. Continuous records of water
levels are maintained for the calculation of stream flow rates. The level of water
in a stream at any time is referred to as the gage height.
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FIGURE 6.3.1(%)

The mercury manometer used to measure the gas pressure in a water level recorder. As the water
level and gas pressure change, an electric motor drives 2 pair of sensor wires up or down o follow
the motion of the mercury surface. (Source: G. N. Mesnier, US Geological Survey, USGS Water
Supp. Pap. 1669-Z, Fig. 7. 1963.)

Flow Velocity

The velocity of flow in a stream can be measured with a current meler. Current
meters are propeller devices placed in the flow, the speed with which the propeller
rotates being proportional to the flow velocity (Fig. 6.3.2). The current meter can
be hand-held in the flow in a small stream, suspended from a bridge or cable-way
across a larger stream, or lowered from the bow of a boat (Fig. 6.3.3). The flow
velocity varies with depth in a stream as shown in Fig. 6.3.4. Figure 6.3.5 shows
isovels (lines of equal velocity) for sections of the Kaskaskia River in Illinois.
The velocity rises from O at the bed to a maximum near the surface, with an
average value occurring at about 0.6 of the depth. It is a standard practice of the
U.S. Geological Survey to measure velocity at 0.2 and 0.8 of the depth when
the depth is more than 2 ft and to average the two velocities to determine the
average velocity for the vertical section. For shallow rivers and near the banks
on deeper rivers where the depths are less than 2 ft, velocity measurements are
made at 0.6 depth. On some occasions, it is desired to know the travel time of
flow from one location to another some distance away. perhaps several days flow

g
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FIGURE 6.3.2 '
Current s for measuring water velocity. The smaller one mounted on the base in the foreground

s altached to a vertical rod and used when wading across a shallow stream. The larger cne in the
hackeround is suspended on a wire and used for gaging a deeper river from a bridge or boat. Both
melc;b work on the principle that the speed of rotation of the cups is proportional to the flow velocily.
The onerator attaches electrical wires 1o the two screws on the vertical shaft holding the cups. Each
time the cups complete a rotation, & contact is closed inside the shaft and the operamr hea.ra a c}ick
in headphones to which the wires are attached. By counting the number of clicks in a fixed tl.me
interval (say 40 seconds). the velocity is determined. {Source: T. J. Buchanan. U. S. Geological
Survey. First published as Fig. 4 in “Techniques of water-resources investigations of the United
States Geological Survey.” Book 3, Chapter A8. 1969.)

FIGURE 6.3.3
Current meter suspended from bow of a boal.

{ Source: Ministry of Works and Development, New

Zealandi.
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time. For these purposes a float is used which is carried along with the water at
approximately its average velocity.

Velocity measurements can also be made based upon electromagnetic
sensing. The Velocity Modified Flow Measurement (VMFM) meter is a velocity-
sensing instrument based upon such principles (Marsh-McBirney, 1979). The
portable meter shown in Fig. 6.3.6 has a solid state electronics system housed
in a small box, an electromagnetic sensor, and connecting cable. The sensor is
placed on the same rod used for propeller-type current meters and the rod is hand
held for making velocity measurements. When the sensor is immersed in flowing
water, a magnetic field within the sensor is altered by the water flow, creating
a voltage variation which is measured by electrodes imbedded in the sensor.
The amplitude of the voltage variation is proportional to the water velocity. The
voltage variation is transmitted through the cable to the electronic processor sys-
tem, which automatically averages point velocity measurements made at different
Jocations in a stream cross section. The sensor also monitors water depth using
a bubble gage, and the processor integrates velocity and depth measurements to
produce discharge data. This meter can also be used to measure flows in sewer
pipes and in other types of open channels.

Stream Flow Rate

Stream flow is not directly recorded, even though this variable is perhaps the
most important in hydrologic studies. Instead, water level is recorded and stream
flow is deduced by means of a rating curve (Riggs, 1985). The rating curve
is developed using a set of measurements of discharge and gage height in the
stream, these measurements being made over a period of months or years so as
to obtain an accurate relationship between the stream flow rate, or discharge, and
the gage height at the gaging site.

DISCHARGE COMPUTATION. The discharge of a stream is calculated from
measurements of velocity and depth. A marked line is stretched across the streant.



188  +rrLIED HYDROLOGY

feet

Depth,

Depth, feet

| l.‘ \ ! {
¢ #‘ ‘L‘- .‘I" i l‘ \ I\\ \/
8 ¥ \“\“‘\ ‘I& \—\ I J “ !
! % \ i
. N Sy / /|
: v NN \‘\ ) / /

12 7 — k /

14 - 'L\ J’/;‘

16 T Cross section | V= 2.82 fijsec

18 -1 e T T =
20 40 60 80 100 120 140 160 180 200

Distance, feet

0~ —_— T T T ] T - a8 N F - PR E |
T | ] = J ]
- “\Qno N R ! \ " 150 1401100 050
2 4 So2s) | \ Voo aash N
R VLU N

1 7 (Cross section 2

18 7T ‘ ;
0l 20 40 60 &0 100 120 140 160 180 200

Distance, feet

FIGURE 6.3.5
Velacity profiles for sections of the Kaskaskia River, Tllinois. These profiles are based upon point

velocity data which were converted 10 nondimensional velocities by dividing the point velocities by
the average velocity of the section. The nondimensional velocities were used to draw the isovels
(lines of equal velocity). The discharge for the isovels shown was 4000 cfs. (Source: Bhowmik,
1975, Used with permission.}

At regular intervals along the line, the depth of the water is measured with a
graduated rod or by lowering a weighted line from the surface to the stream bed,
and the velocity is measured using a current meter. The discharge at a cross

section of area A is found by
Q= [JV-dA

6.3.1)

A
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Mode! 201D

MARSH McBIRNEY, Inc.

FIGURE 6.3.6
VMEM (Velocity Modified Flow Measurement) meter. (Courtesy of Marsh-McBimey, Inc., 1987.
Used with permission.)

in which the integral is approximated by summing the incremental discharges
calculated from each measurement i, i = |, 2, ..., n, of velocity V; and depth
d; (Fig. 6.3.7). The measurements represent average values over width Aw; of
the stream, so the discharge is computed as

Q= > Viddhw, (6.3.2)

i=1

Example 6.3.1 At known distances from an initial point on the stream bank, the
measured depth and velocity of a stream are shown in Table 6.3.1. Calculate the
corresponding discharge at this location.

- 1

|
*’l Aw;

V; = mean of velocities at
0.2 and 0.8 depth

FIGURE 6.3.7
Computation of discharge from stream gaging data.
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TABLE 6.3.1
Computation of discharge from stream gaging.
Measure- Distance Width Depth Mean Area  Discharge
ment from velocity
number initial
point Aw d Vv dAw  VdAw
i (ft) (ft) (ft) (ft/s) fth)  (cfs)
1 0 60 0.0 0.00 4.7 0.0
2 12y 16.0-" 3.1 0.37 49.6. 184
3 32 200 4.4 0.87 88.0  76.6
4 52 20.0 4.6 1.09 92.0 100.3
5 72 20.0 & 1.34 114.0  152.8
6 92 20.0 4.5 0.71 90.0 63.9
7 112 20.0 4.4 0.87 88.0 76.6
8 132 200 5.4 1.42 108.0 153.4
9 152 175 6.1 2.03 106.8  216.7
10 167 15.0 5.8 2.22 87.0 193.1
11 182 15.0 5.7 2.51 85.5 214.6
12 197 15.0 5.1 3.06 76.5 234.1
13 212 15.0 6.0 3.12 0.0 280.8
14 227 150 6.5 2.96 97.5 288.6
15 242 15.0 7.2 2.62 108.0  283.0
16 257 150 7.2 2.04 108.0 2203
17 272 15.0 8.2 1.56 123.0 191.9
18 287 15.0 5.5 2.04 82,5 168.3
19 302 15.0 3.6 1.57 54.0 84.8
20 317 11.5 3.2 1.18 36.8 43.4
2] 325 4.0 0.0 0.00 3.2 0.0
Total 325.0 1693.0 3061.4

Data were provided by the U. 8. Geological Survey from a gaging made on
the Colorado River at Austin, October 5, 1983.

Solution. Each measurement represents the conditions up to halfway between this
measurement and the adjacent measurements on either side. For example, the first
three measurements were made 0, 12, and 32 feet from the initial point, and so
Awy = [(32 = 12)/2] + [(12 = 0)/2] = 16.0 ft. The corresponding area increment is
dyAws = 3.1 X [6.0 =49.6 ft%, and the resulting discharge increment is Vad, Aw,=
0.37 x 49.6 = 18.4 ft’/s. The other incremental areas and discharges are similarly
computed as shown in Table 6.3.1 and summed to yield discharge Q = 3061 ft¥s,
and total cross-sectional area A = 1693 ft2. The average velocity at this cross section
is V= 0/A = 3061/1693 = 1.81 fis,

There are indirect methods of measuring stream flow not requiring the use
of current meters or water level records. These include the dye gaging method in
which a known quantity of dye is injected into the flow at an upstream site and
measured some distance downstream when it has become completely mixed in the
water. By comparing the concentrations at the downstream site with the mass of
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Gage Discharge Gage Discharge
height (ft) (cfs) height (ft) (cfs)
1.5 20 10.0 8,000
2.0 131 11.0 9.588
25 307 12.0 11,300
3.0 530 13.0 13,100
3.5 808 14.0 15,000 ;
40 1,130 15.0 17.010 FIGURE 6.3.8
4.5 1.498 16.0 19.110 Rating curve aqd table for -
5.0 1'912 17.0 21.340 the Colorado Rrver at Austin,
6'0 2.856 18.0 23.920 Texas, as applicable from
7:0 3’,961 19.0 26,230 October 1974 to July 1.982.
8.0 5212 20.0 28,610 {Source: U. S Geological
9.0 6.561 Survey, Austin, Texas.)

the dye injected at the upstream site, the flow rate can be dcduceq. Th'is me{h_od is
particularly suitable for stony mountain streams, where the dye is mixed quickly
and measurements by other methods are difficult.

RATING CURVE. The rating curve is constructed by plotting successiw? mea-
surements of the discharge and gage height on a graph such as that showp in Fig.
6.3.8. The rating curve is then used to convert records of water level into ﬂow
rates. The rating curve must be checked periodically to ensure that the rel_auon-
ship between the discharge and gage height has remained constant; scouring of
the stream bed or deposition of sediment in the stream can cause the rating curve
to change so that the same recorded gage height produces a d1ffereqt d1scharge.

The relationship between water level and the flow rate at a given site can
be maintained consistently by constructing a special flow control device in the
stream, such as a sharp crested weir or a flume.



192 .PPLIED HYDROLOGY

6.4 MEASUREMENT OF SUBSURFACE WATER

Soil Moisture

The amount of moisture in the soil can be found by taking a sample of soil
and oven drying it. By comparing the weight of the sample before and after
the drying and measuring the volume of the sample, the moisture content of
the soil can be determined. Some recording devices which record soil moisture
directly in the field have been developed, particularly for irrigation studies. These
include gypsurg blocks and neutron probes. Neutron probes rely on the reflection
of neutrons emitted from a probe device inserted in a hole in the ground by the
moisiure in the surrounding soil, the degree of reflection of the neutrons being
proportional to the moisture content (Shaw, 1983).

Infiltration

Measurements of infiltration are made using a ring infiltrometer, which is a metal
ring approximately two feet in diameter that is driven into the soil; water is placed
inside the ring and the level of the water is recorded at regular time intervals as
it recedes. This permits the construction of the cumulative infiltration curve, and
from this the infiltration rate as a function of time may be calculated. Sometimes
a second ring is added outside the first, filled with water and maintained at a
consiant level so that the infiltration from the inner ring goes vertically down into
the soil. In some cases, measurements of infiltration can be made by using tracers
introduced at the surface of the soil and extracted from probes placed below the
surfuce.

Ground Water

The level of water in the saturated flow or ground water zone is determined by
means of observation wells. An observation well has a float device so that the
vertical movement of water in the well is transmitted by means of a pulley system
to the recorder house at the surface. Devices that drop a probe down the well on
a4 wire to sense the water level can be used to obtain instantaneous measurements.
The velocity of ground water flow can also be determined by tracers, including
common salt. A quantity of the tracer is introduced at an upstream well, and the
time for the pulse of tracer to reach a well somewhat downstream of the first is
recorded. This is the actual velocity and not the apparent or Darcy velocity. Such
measurements also assist in determining the amount of dispersion of contaminants
introduced into ground water.

6.5 HYDROLOGIC MEASUREMENT
SYSTEMS

Urban Hydrology Monitoring Systems

Urban stormwater investigations require well-designed data collection systems and
instrumentation, both for water quantity and water quality. Besides conventional
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stream gaging and precipitation measurement, elaborate instruments employing
microprocessor technology are used to collect and record information at remote
locations such as in underground storm drains.

An instrumentation package called an urban hydrology monitoring system,
as used by the U. S. Geological Survey for urban stormwater investigations, 18
shown in Fig. 6.5.1 (Jennings, 1982). This system is designed to collect storm
rainfall and runoff quantity and quality data. It was specifically designed for flow
gaging in underground storm sewers using a flow constrict.i(ﬁ]‘L as the discharge
control. The system is composed of five components: the 'sygtem control unit,
rain gages, atmospheric sampling, stage sensing, and water qitality sampling.

The system control unit is a microprocessor that records data at a central
site, controls an automatic water-sampling device, records rain gage readings via
telephone lines, and continuously monitors the stage in the storm sewers. The

§ }

Rain gages Atmospheric sampling
I e ]
' Digital Dry Wet
recorder deposition| | deposition |
T 1 H -
{2
— 3 System
’7 1 + 4 control
*53  unit
—*§ =
7 Sample
(—’ 8 cooler

Lkt o !
Optional sensors:
Rainfall, Stage, Temperature,
Conductivity, pH, etc.

Storm sewer

gﬁh =

nsiricti(i)n
[ Stage ‘ 1
sensor L
Stage
sensor
FIGURE 6.5.1

Typical installation of a U. S. Geological Survey urban hydrotogy monitoring system (Source:
Jennings, 1982. Used with permission.)
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control unit operates in a standby mode between storms, so that data are collected
only if there is rainfall. The rain gage has an 8-in diameter orifice and a tipping
bucket mechanism coupled to a mercury switch. The buckets are calibrated to tip
after each 0.01 in of rainfall.

The atmospheric sampler is used to collect samples of atmospheric con-
stituents affecting water quality, as for acid rain studies. Two rectangular collec-
tors arz used, one for sampling rainfall and the other for dry deposition of dust
and other constituents between rainfalls. Water quality samples are also taken
from storm sewers using automatic pump samplers. The samples are stored in a
freezer which maintains the water temperature at approximately 5°C.

Real-time Data Collection Systems for River-Lake Systems

Real-time data collection and transmission can be used for flood forecasting on
large river-lake systems covering thousands of square miles, as shown in Fig.
6.5.2 for the lower Colorado River in central Texas. The data collection sys-
tem used there is called a Hydrometeorological Data Acquisition System (Hy-
dromet. EG&G Washington Analytical Services Center, Inc., 1981) and is used
to provide information for a flood forecasting model (Section 15.5). This infor-
mation is of two types: (a) the water surface elevations at various locations
throughout the river-lake system, and (b) rainfall from a rain gage network for
the ungaged drainage areas around the lakes. The Hydromet system consists
of (a) remote terminal unit (RTU) hydrometeorological data acquisition stations
installed at U.S. Geological Survey river gage sites, (b) microwave terminal unit
(MTU) microwave-to-UHF radio interface units located at microwave repeater
sites, which convert radio signals to microwave signals, and (c) a central control
station located at the operations control center in Austin, Texas, which receives
its information from the microwave repeating stations. The system is designed
to automatically acquire river level and meteorological data from each RTU;
telemeter this data on request to the central station via the UHF/microwave radio
systein; determine the flow rate at each site by using rating tables stored in the
central system memory; format and output the data for each site; and maintain a
historical file of data for each site which may be accessed by the local operator. a
computer. or a remote dial-up telephone line terminal. The system also functions
as a self-reporting flood alarm network.

Flood Early Warning System for Urban Areas

Because of the potential for severe flash flooding and consequent loss of life
in many urban areas throughout the world, flood early warning systems have
been constructed and implemented. Flood early warning systems (Fig. 6.5.3) are
real-time event reporting systems that consist of remote gaging sites with radio
repeater sites to transmit information to a base station. The overall system is used
to collect, transport, and analyze data, and make a flood forecast in order to
maximize the warning time to occupants in the flood plain. Such systems have

HYDROLOGIC MEASUREMENT

Winchell g4 = ‘—"'%
PECAN ST "
BAYOU i
COLORADO RIVER L o
Brady SAN %
Red Bluff ,*
Menard A
Buchanan Dam \’/ ;
Inks Dam ;g

COLORADO ,/

RIVER /"

Wirtz Dam
Starcke Dam

King.s]and :'-

Mg Johnson
¥, City Mansfield Dam
i Tonm Miller Dam

/
Longhorn Dam

Fredericksburg “ Buil !

~

~. Creek
S

Crmrm["é St v
Center Austin

T
\

PEDERNALES
RIVER

N
~_ Bastrop

—

La Grange

Columbus

rf' Repeater

x Remote terminal unit

-é Microwave station

UHF radio transmission

Wharto!
COLORADQO RIVER

——— Microwave transmission

miles

FIGURE 6.5.2 . )
Real-time data transmission network on the lower Colorado River, Texas. Water leve

data are automatically transmitied to the control center in Au
from the dams. During floods data are updated every |5 minutes.

195

Mexico

| and rainfall
stin every 3 hours to guide releases

e



196  appLIED HYDROLOGY

e

|

Watershed

A

Rain gage

Stilling well
with float sensor

.

L
|
” R

1

lﬂ ; Pressure transducer
i vel gage
\rul ‘ level gag

[

o Base station

FIGURE 6.5.3
Exampue of a flood early warning system for urban areas.

been installed in Austin and Houston, Texas, and elsewhere (Sierra/Misco, Inc.,
1986).

The remote stations (Fig. 6.5.4) each have a tipping bucket rain gage, which
generates a digital input to a transmitter whenever 1 mm of rainfall drains through
the funnel assembly. A transmission to the base station is made for each tip of
the bucket. The rain gage is completely self-contained, consisting of a cylindrical
stand pipe housing for the rain gage, antenna mount, battery, and electronics.

Some remote stations have both rainfall and streamflow gages. The remote
stations can include a stilling well or a pressure transducer water level sensor
similar to the one illustrated in Fig. 6.5.5. The pressure transducer measures
changes of the water level above the pressure sensor’s orifice. The electronic
diffcrential pressure transducer automatically compensates for temperature and
barometric pressure changes with a one percent accuracy over the measured range.
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‘ Transmitter
J Remote station combining precipitation and
\ strearn gages. (Courtesy of Sierra/Misco, Inc.,

1986. Used with permission.)

Pressure transducer

Automatic repeater stations, located between the remote stations and_ the base
station, receive data from the remote stations, check the data for validity, and
transmit the data to the base station. N
Incoming radio signals are transformed from radio analog form to dlgxtal
format and are forwarded to the base station computer through a communications

FIGURE 6.5.5 o .
Self-reporting rain and water level gage on the !\awdgd River,
Texas. (Courtesy of Sierra/Misco, Inc., 1986. Used with

permission. )
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port. After data quality checks are made, the data are formatted and filed on either
hard or floppy disk media. Once the data filing is complete, the information can
be displayed or saved for analysis.

The base station has data management software which can handle up to
700 sensors with enough on-line storage to store three years of rainfall data. It
can cover 12 separate river systems with up to 25 forecast points possible in
each; each forecast point can receive inflow from up to 10 different sources.
Different future rainfall scenarios can be input for each individual forecast point,
and optional features can be added to control pumps, gates, wall maps, remote

alarms, and woice synthesized warnings (Sierra/Misco, Inc., 1986),

6.6 MEASUREMENT OF PHYSIOGRAPHIC CHARACTERISTICS

In hydrologic studies in which gaged data are sometimes not available, for exam-
in ramnfall-runoft analysis, runoff characteristics are estimated from phys-
graphic characteristics. Watershed physiographic information can be obtained
from maps describing land use, soils maps, geologic maps, topographic maps,
and aerial photography. A typical inventory of physiographic characteristics is the
following list of 22 factors compiled for the USGS-EPA National Urban Studies
Program (Jennings, 1982):

1. Total drainage area in square miles (excluding noncontributing areas).
2. Impervious area as a percentage of drainage area.
3. Effective impervious area as a percentage of drainage area. Only impervious

surfaces connected directly to a sewer pipe or other stormwater conveyance
are included.

4. Average basin slope, in feet per mile, determined from an average of terrain
slopes at 50 or more equispaced points using the best available topographic
map.

5. Main conveyance slope, in feet per mile, measured at points 10 and 85
percent of the distance from the gaging station to the drainage divide along
the main conveyance channel.

6. Permeability of the A horizon of the soil profile, in inches per hour.

7. Soil moisture capacity average over the A, B, and C soil horizons, in inches
of water per inch of soil.

8. Soil water pH in the A horizon.

9. Hydrologic soil group (A, B, C, or D) according to the U.S. Soil Conserva-
tion Service methodology.

10. Population density in persons per square mile.
11. Street density, in lane miles per square mile (approximately 12-ft lanes).

12. Land use of the basins as a percentage of drainage area including: (a)
rural and pasture, (b) agricultural, (c) low-density residential (% to 2 acres
per dwelling), (d) medium-density residential (3 to 8 dwellings per acre),
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(e) high-density residential (9 or more dwellings per aCI'l:::), ) commerciai.,
(g) industrial, (h) under construction (bare surface), (i) vacant land, (j)

wetland, and (k) parkland.
13. Detention storage, in acre-feet of storage.
14. Percent of watershed upstream from detention storage.
15. Percent of area drained by a storm sewer system.

N : |
16. Percent of streets with ditch and gutter drainage. A

17. Percent of streets with ditch and swale drainage. 2

18. Mean annual precipitation, in inches (long term).

19. Ten-year frequency, one-hour duration, rainfall intensity, in inches per hour
(long term).

20. Mean annual loads of water quality constituents in runoff, in pounds per

acre.
21. Mean annual loads of constituents in precipitation, in pounds per acre.

92. Mean annual loads of constituents in dry deposition. in pounds per acre.

These data are employed in modeling the water quantity and qqali:y cha_racteristics
of urban watersheds so that the conclusions drawn from field studies can be

extended to other locations.
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PROBLEMS

6.3.1 A discharge measurement made on the Colorado River at Austin,‘Texgls, on June
11, 1981, yielded the following results. Calculate the discharge in ft-/s.

s
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Distance from bank (ft) 0 30 60 80 100 120 140 160
Depth (ft) 0 185 21.5 225 230 225 225 1220

Velocity (ft/s) 0 0535 170 300 3.06 291 320 3.36

Distance 180 200 220 240 260 280 300 320 340
Depth 22.0 230 220 225 230 228 215 19.2 18.0
Velocity 3.44 2,70 2.6l ¥igie 1.94 1.67 1.44 1.54 081
Disla%]c‘e 360 380 410 450 470 520 570 615

Depth 147 12.0 1.4 9.0 5.0 2.6 1.3 0

Velocity 1.10 1.52 .02 060 040 033 029 0

Plot a graph of velocity vs. distance from the bank for the data given in Prob.
6.3.1. Plot a graph of velocity vs. depth of flow.

The observed gage height during a discharge measurement of the Colorado River
al Austin is 11.25 ft. If the measured discharge was 9730 ft¥s, calculate the
percent difference between the discharge given by the rating curve (Fig. 6.3.8)
and that obtained in this discharge measurement.

The bed slope of the Colorado River at Austin is 0.03 percent. Determine, for
the data given in Example 6.3.1, what value of Manning's n would yield the
observed discharge for the data shown.

A discharge measurement on the Colorado River at Austin, Texas, on June 16,
1981, yielded the following results. Calculate the discharge in ft¥s.

Distance from bank (ft) 0 35 55 75 95 115 135 155
Depth (ft) 0 180 190 210 205 185 182 195
Velocity (ft/s) 0 060 200 322 364 374 442 349
Distance 175 195 215 235 255 275 295
Depth 20.0 215 21.5 21.5 22.0 21.5 20.5
Velocity 5.02 4.75 4,92 4.44 3.94 2.93 2.80
Distance 325 355 385 425 465 525 575
Depth 17.0 13.5 10.6 9.0 6.1 2.0 0
Velocity 2.80 1.52 1.72 0.95 0.50 0.39 0

If the bed slope is 0.0003, determine the value of Manning's n that would yield
the same discharge as the value you found in Problem 6.3.5.

The observed gage height for the discharge measurement in Prob. 6.3.5 was 19.70
ft above datum. The rating curve at this site is shown in Fig. 6.3.8. Calculate
the percent difference between the discharge found from the rating curve for this
gage height and the value found in Prob. 6.3.5.
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In the previous chapters of this book, the physical laws governing the operation
of hydrologic systems have been described and working equations developed to
determine the flow in atmospheric, subsurface, and surface water systems. The
Reynolds transport theorem applied to a control volume provided the mathematical
means for consistently expressing the various applicable physical laws. It may be
remembered that the control volume principle does not call for a description of
the internal dynamics of flow within the control volume; all that is required is
knowledge of the inputs and outputs to the control volume and the physical laws
regulating their interaction.

In Chap. 1, a tree classification was presented (Fig. 1.4.1), distinguishing
the various types of models of hydrologic systems according to the way each
deals with the randomness and the space and time variability of the hydrologic
processes involved. Up to this point in the book, most of the working equations
developed have been for the simplest type of model shown in this diagram,
namely a deterministic (no randomness) lumped (one point in space) steady-flow
model (flow does not change with time). This chapter takes up the subject of
deterministic lumped unsteady flow models; subsequent chapters (8-12) cover a
range of models in the classification tree from left to right. Where possible, use
is made of knowledge of the governing physical laws of the system. In addition
to this, methods drawn from other fields of study such as linear systems analysis,
optimization, and applied statistics are employed to analyze the input and output
variables of hydrologic systems.

In the development of these models, the concept of control volume remains
as it was introduced in Chap. 1: “A volume or structure in space, surrounded by
a boundary, which accepts water and other inputs, operates on them internally
and produces them as outputs.” In this chapter, the interaction between rainfall
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and runoff on a watershed is analyzed by viewing the watershed as a lumped
linear system.

7.1 GENERAL HYDROLOGIC SYSTEM MODEL

The amount of water stored in a hydrologic system, § may be related to the rates
of inflow [ and outflow @ by the integral equation of continuity (2.2.4):
ds

=1-
Az Q trl.k)

A ]
Imagine that the water is stored in a hydrologic system, such as a reservoir
(Fig. 7.1.1), in which the amount of storage rises and falls with time in response
to / and (2 and their rates of change with respect to time: dl/dr, d%/di?. . . .,
dQidi.d”Q/dr, . .. . Thus, the amount of storage at any time can be expressed
by a storage function as:

dl dU do &
Szfl,'-‘,—,__,' ._Q,d,,Q,...
de’ di? dr’ dr

(7.1.2)

The function f is determined by the nature of the hydrologic system being
examined. For example, the linear reservoir introduced in Chap. 5 as a model for
baseflow in streams relates storage and outflow by § = k0, where k is a constant.

The continuity equation (7.1.1) and the storage function equation (7.1.2)
must be solved simultaneously so that the output Q can be calculated given the
input /, where / and Q are both functions of time. This can be done in two ways:
by differentiating the storage function and substituting the result for dS/dt in
(7.1.1), then solving the resulting differential equation in [ and Q by integration;
or by applying the finite difference method directly to Egs. (7.1.1) and (7.1.2)
to solve them recursively at discrete points in time. In this chapter, the first, or
integral, approach is taken, and in Chap. 8, the second, or differential, approach
is adopted.

Linear System in Continuous Time

For the storage function to describe a [inear system, it must be expressed as a
linear equation with constant coefficients. Equation (7.1.2) can be written

LT ‘
i §in | % =1n- o

‘,, — A FIGURE 7.1.1

Q) Continuity of water stored in a hydrologic system,
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d d* o
S:a]Q-Fag?Q-%-agdf%ﬂ...ﬂ-anF
! (7.1.3)
dl d*l dm
= — 4+ ... +bp——
+bd + bzd! e b3dI2 + gy
in which @y, @2, . . ., @n, by, b2, . . ., by, are constants and derivatives of higher

order than those shown are neglected. The constant coefficients also make the
system time-invariant so that the way the system processes ingutiinto output does

not change with time. 4
Differentiating (7.1.3). substituting the result for dS/dtFin (7.1.1), and

rearranging yields

an dn*lQ d’_’Q dQ B
dp +an—1 n—l+"'+a2 2+a1*+Q-—
dr dr dt dt (7.1.4)
dl d*I a7 ﬂ
=biy ~baga ~ e T by T g
which may be rewritten in the more compact form
ND)YO = M(D)I (7.1.5)
where D = d/dr and N(D) and M(D) are the differential operators
a’ dn ! d
=a,—— ) . — ]
N(D) a,,dtn + an_ldl‘”_] F e + aldr
and
avm dm*] d
= -bhb,— —bpy—— —...—b— 1
MD) = =bm o = bm=1 g Lar
Solving (7.1.5) for Q yields
M(D)
= ——][(t (7.1.6)
om ND) (®

The function M(D)/N(D) is called the transfer function of the system; it describes
the response of the output to a given input sequence.

Equation (7.1.4) was presented by Chow and Kulandaiswamy (1_971) as a
general hydrologic system model. It describes a lumped system because it contains
derivatives with respect to time alone and not spatial dimensions. Chow and
Kulandaiswamy showed that many of the previously proposed models of lumped
hydrologic systems were special cases of this general model. For exampie_, for a
linear reservoir, the storage function (7.1.3) has @, = k and all other coefficients

zero, so (7.1.4) becomes

ag . 7.1.7)
K ro=1 (
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7.2 RESPUNSE FUNCTIONS OF LINEAR SYSTEMS

The solution of (7.1.6) for the transfer function of hydrologic systems follows two
basic principles for linear system operations which are derived from methods for
solving linear differential equations with constant coefficients (Kreyszig. 1968):

1. If a solution () is multiplied by a constant ¢, the resulting function ¢f(Q) is
aiso a solution (principle of proportionality).

2. If two solutions f1(Q) and f»(Q) of the equation are added. the resulting
function f1(Q) + f2(Q) 1s also a solution of the equation (principle of additiviry
or superpositon).

The particular solution adopted depends on the inpur function N(D)I. and on the
specified initial conditions or values of the output variables at 1 = 0.

Impulse Response Function

The respense of a lincar system is uniquely characterized by its impulse response
Juncrion. 1f a system receives an input of unit amount applied instantaneously (a
unit impulse} at time 7, the response of the system at a later time 7 is described by
the unit impulse response function u(r — 7); r — 7 is the time lag since the impulse
was applied [Fig. 7.2.1(a)]. The response of a guitar string when it is plucked
is one example of a response to an impulse; another is the response of the shack
absorber in a car after the wheel passes over a pothole. If the storage reservoir
in Fig. 7.1.1 is initially empty, and then the reservoir is instantaneously filled
with a unit amount of water, the resulting outflow function Q() is the impulse
response function.

Following the two principles of linear system operation cited above, if two
impulses are applied, one of 3 units at time 7, and the other of 2 units at time
72, the response of the system will be 3u(r — 7)) + 2uit — T2), as shown in Fig.
7.2.1(b). Analogously, continuous input can be treated as a sum of infinitesimal
impulses. The amount of input entering the system between times 7 and 7 + dr
is I(7}d 7. For example, if /(7) is the precipitation intensity in inches per hour and
d7is an infinitesimal time interval measured in hours, then /(7) d7 is the depth in
inches of precipitation input to the system during this interval. The direct runoff
¢ — 7 time units later resulting from this input is /(1)u{s — r)dr. The response to the
complete input time function /(7) can then be found by integrating the response
to its constituent impulses:

T
oW = Ll(.’)u(r —ndr (7.2.1)
This expression. called the convolution integral, is the fundamental equation for
solution of a linear system on a continuous time scale. Figure 7.2.2 illustrates
the response summation process for the convolution integral.

For most hydrologic applications, solutions are needed at discrete intervals
of time. because the input is specified as a discrete time function, such as an

.
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iy, O ‘?
J} Unit impulse Wit —1)
i ] Impulse response function
T
Time ¢
(a) \
S
1), Q) 7

FIGURE 7.2.1
Responses of a linear system to impulse inputs. (a) Unit impulse response function. (b) The response

to two impulses is found by summing the individual response functions.

excess rainfall hyetograph. To handle such input, two further functions are need-
ed, the unit step response function and the unit pulse response function, as shown
in Fig. 7.2.3.

Step Response Function

A unit step input is an input that goes from a rate of O to 1 at time 0 and continu_es

indefinitely at that rate thereafter [Fig. 7.2.3(b)]. The output of the system, its

unit step response function g(t) is found from (7.2.1) with /(7) = 1 for 7= 0, as
£

Q) =g(t) = J' ut — ndr (7.2.2)

1}

If the substitution ! = ¢ — 7 is made in (7.2.2) then dr = —dl, the limit 7 = ¢
becomes | = ¢t — t = 0, and the limit 7 = 0 becomes [ = t — 0 = ¢. Hence,

0
g(n) = —J u(l) di
t

or

glt) = J'OMU)dl (7.2.3)

o
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FIGURE 7.2.2
The refationship between continuous and discrete convolution.

In words, the value of the unit step response function g(r) at time  equals the
integral of the impulse response function up to that time, as shown in Fig. 7.2.3(a)
and (b).

Pulse Response Function

A wnil pulse input is an input of unit amount occurring in duration Az. The rate
is /(7) = VA1, 0 = 7= Ar, and zero elsewhere. The unit pulse response function
produced by this input can be found by the two linear system principles cited
carlier. First, by the principle of proportionality, the response to a unit step input
of rate 1/Ar beginning at time O is (1/Ang(#). If a similar unit step input began
at time Az instead of at 0, its response function would be lagged by time interval
Ar, and would have a value at time 7 equal to (1/Ang(r — Ar). Then, using the
principle of superposition, the response to a unit pulse input duration Ar is found
by subtracting the response to a step input of rate 1/At beginning at time As from

-

Time mdex s

U, = hin An
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hm Alr) = u(r)

==

Aired \
\\
(d) Discrele pulse (a) Impulse response, u(f) ™\
response, U, i
Unit Input,
Lt o )
U, u(r} 4
J \\ . Ouput U, Ou’éul u(r) \
/ ! \
/ o * J e 0 Time \
/ 01 2. index 9
l 3
! &y
L =
s : _E
| i
| | S
L i s
|
\‘ | i f
\ — . /
14— | i /
\ o : Input gtfl) | lnpul\l Output g(s) /
\ A(EY !
| M . B
| _—Qutpul (1) #UT=gle = 40 //
0 — Time 0 - Time /
0 f 0 !
(¢} Pulse response (h) Step response
R(t} 2(1)
(= ﬁ [glr)— g1 = AD)

FIGURE 7.2.3 ‘ - ‘
Response functions of a linear system. The response functions in (@), (), and (c) are on a continuous
time domain and that in (d) on a discrete time domain.

the response to a step input of the same rate beginning at time 0, so that the unit
pulse response function h(t) is

h(n) = Ait[g(t) — gt — An)] (7.2.4)
1 — At
i — dl
% J;u(l) dl J’; u(l)
= i Dl (7.2.5)

{]
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As :s_howp in Fig. 7.2.3, g(r)— g(¢+— Ar) represents the area under the impulsg : The requirement that Q, = O implies that the system starts ceistes: st sl thie
response function b;tween t — Ar and ¢, and h(;) represents the slope of the unit convolution integral is applied.
step response function g(/) between these two time points. 3 The unit step response is given by (7.2.3):
Example 7.2.1. Determine the impulse, step and pulse response functions of a _ ' i
lineur reservoir with storage constant k(S = kQ). : gl = ., w(h)
Solution. The continuity equation (7.1.1) is J' T ‘
‘ = | —e "dl !
as o ke i 4.
i 1(1) = Q) : ' #
L ! 4 =[—e 1l k]i) 1
and differentiating the storage function § = kQ yields d§/dr = kdQ/di, so - ] e
aQ o ‘
kE = {0 - Q0 The unit pulse response is given by (7.2.4):
: 1
: hit) = —[g(r) — g(t — At
. () = L — gt~ An]
d 1 1
j? AL EQ(” - E]({) b 1, For0 =1 = At, git— A =0, so

1 1 i
This is a first-order linear differential equation, and can be solved by multiplying h(r) = 5,800 = A R )

both sides of the equation by the integraring factor e

40 | | 2. For r > At,
™2 =™ o) = —e i) 1 )
dr k k h(t) = E[l g e e o T ANky]
so that the two terms on the left-hand side of the equation can be combined as
: otk
d I . i =__(€An‘.k7])
= e:/k = —E”klf £ A
dr(Q ) X () : t o
N . P e _ e : The impulse and step response functions of a linear reserveir with k = 3 h are
Toitsigeating fram; e minal C(()]'Jdl[lOnS Q=Qoatr=0 plotted in Fig. 7.2.4, along with the pulse response function for Ar = 2 h.
. T 4
1
J’Q d(Qe"™) = J ~e™i(7) dr
0,0 ok
. . L . . 1.0 4
where 7is a dummy variable of time in the integration. Seolving,
/ 1 1 0.8 A
Qe - Q, = Jﬂze”‘l(ﬂ dr
o k
and rearrangi ¥ 0.4 Step response [unction
e anging, o . — 11k
; gr)=1-¢
&
Q) = Qo€ "y fkf { T}‘k]('f') dt é 0.4 Pulse response function A{r) for Ar = 2h
0
Comparing this equation with the convelution integral (7.2.1), it can be seen that _— Impulse "35"0‘““3 f:‘:cuon
the two equations are the same provided O, = 0 and ' ulty= 4 ¢
wt— 1) = le—(r—f)ﬂc 0 T T T T 1
K 0 2 4 6 8 10

So if | is defined as the lag time ¢ — 7, the impulse response function of a linear Time (h)

reservoir is

FIGURE 7.2.4 o .
Response function of a linear reservoir with & = 3 h. Pulse response functicn is for a pulse input of

1 )
u(l) = gl ¢ :
k b two hours duration. (from Example 7.2.1.)

o
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Linear System in Discrete Time

The impulse, step, and pulse response functions have all been defined on a
continuous time domain. Now let the time domain be broken into discrete intervals
of duration As. As shown in Sec. 2.3, there are two ways to represent a continuous
time function on a discrete time domain, as a pulse data system or as a sample
data system. The pulse data system is used for precipitation and the value of its
discrete input function for the mth time interval is

. mit

* P =J I(m) dt m=1,2,3,... (7.2.6)
(m—1) At

P, is the depth of precipitation falling during the time interval (in inches or

centimeters). The sample data system is used for streamflow and direct runoff,

so that the value of the system output in the nth time interval (r = n Ar) is

0, = O(nAr) n=1,23... (7.2.7)

O, is the instantaneous value of the flow rate at the end of the nth time inter-
val (in cfs or m*/s). Thus the input and output variables to a watershed system
are recorded with different dimensions and using different discrete data
representations. The effect of an input pulse of duration Ar beginning at time
(s — 1)Ar on the output at time r = nAt is measured by the value of the unit pulse
response function At — (m — 1)Atf] = AlnAr — (m — DA#] = h[(n — m + DA,

given, following Eq. (7.2.5), as

1 n—m+ 1)Az

Bl(n —m + DAf = —f u(l) di (7.2.8)

Ar (n—rnm)At

On a discrete time domain, the input function is a series of M pulses of

constant rate: for pulse m, (1) = P, /At for (m — 1) At = 1= mAt. {7) =0 for

7 > MA:r. Consider the case where the output is being calculated after all the input

has ceased, that is, at t = nAr > M Ar [see Fig. 7.2.2(b)]. The contribution to the

output of each of the M input pulses can be found by breaking the convolution
integral (7.2.1) at t+ = nAr into M parts:

nAt
0, :j I Du(nAt — Ddr
0

P, At P Ar
_A!Jo ul(nAr — 1) dr + —A—IJZI ulnAr—ndr+ ... (7.2.9)
g, » MAr
A (m_”mu(nAI —7dr+ ...+ Ar (M_”Aru(nAr— T dr
where the terms P,/At, m = 1,2, ..., M, can be brought outside the integrals

because they are constants.
In cach of these integrals, the substitution / = nAt — 7is made, so dr= —dI,
the limit 7 = (m — 1) At becomes | = nAt— (m — 1) At = (n — m + 1)As, and

S

A

e

¥
B
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the limit 7= mAt becomes [ = (n—m)At. The mth integral in (7.2.9) is now written

P Al n—m)At
= nAt — rydr=-" —u(l) dl
At (m—nmu( hiE At Jin—m+ DAr Wi
Pm n—m-+ 1)At (l)dl (’7210)
= — u
At Jn—mas

4
= Pphl(n —m + 1)Af] P4

by substitution from (7.2.7). After making these substitutions’fgfor each term in
(7:2.9),

Q. = Pih[(nAn] + Pah[(n — DAl + . ..
+Phl(n—m+ DAY+ ...
+ Pyhl(n — M + 1Af]

(7.2.11)

which is a convolution equation with input P, in pulses and output 0, as a sample
data function of time.

Discrete Pulse Response Function

As shown in Fig. 7.2.3(d), the continuous pulse response function A(r) may be
represented on a discrete time domain as a sample data function U where

Upems1 = hl(n — m + DA (7.2.12)

It follows that U, = h[nAtf], Up,—1 = hl(n — DA#,..., and U,—y4 =
h[(n — M + 1)Ar]. Substituting into (7.2.11), the discrete-time version of the
convolution integral is

Qn=P1Un +P2Un—l Sy +PmUnmm+1 oy +PMU?I_M+1

M
= Z PmUn—m+l
=1

Equation (7.2.13) is valid provided n = M; if n < M, then, in (7.2.9), one would
only need to account for the first n pulses of input, since these are the only pulses
that can influence the output up to time n Ar. In this case, (7.2.13) is rewritten

(7.2.13)

n
B = 2 Bullamun (7.2.14)
m=1

Combining (7.2.13) and (7.2.14) gives the final result

o e e = m
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Unit pulse response applied to A

n—m+ |

t
| Quiput
e}

Output
nsM

Qn = Z F:n qum-» i
I

m=

RU,

FIGURE 7.2.5
Application of the discrete convolution equation to the output from a linear system.
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n=M

Qn = Z PmUn—m+l {7215)
=1

which is the discrete convolution equation for a linear system. The notation
n = M as the upper limit of the summation shows that the terms are summed
form = 1,2,...,nfor n = M, but for n > M, the summation is limited to
m=12,.... M

As an example, suppose there are M = 3 pulses of inputi Py, P, and Ps.
For the first time interval (n = 1), there is only one term in theg&:onvolution, that
form = 1, £

Q) = PUi- )y = P,

2, there are two terms, corresponding to m = 1,2:

0, = PiUz—14y + PoUs—y 4 = PIU + PU,

For n

For n = 3, there are three terms:
O3 = P\Us—141 + PaUs—41 + P3Us—341 = P\Us + P2U> + P34
And for n = 4,5, . . . there continue to be just three terms:
O = PiUy + PyUp—1 + Pallp—

The results of the calculation are shown diagramatically in Fig. 7.2.5. The
sum of the subscripts in each term on the right-hand side of the summation is
always one greater than the subscript of Q.

In the example shown in the diagram, there are 3 input pulses and 6 non-
zero terms in the pulse response function U, so there are 3 + 6 — 1 = 8 non-
zero terms in the output function Q. The values of the output for the final three
periods are:

Q=P \Us + PrUs + P3lUy
Q7= Us + P3Us

Qs =P3Us

0, and P, are expressed in different dimensions, and U has dimensions
that are the ratio of the dimensions of @, and P, to make (7.2.15) dimensionally
consistent. For example, if P, is measured in inches and @, in cfs, then the
dimensions of U are cfs/in, which may be interpreted as cfs of output per inch of
input.

7.3 THE UNIT HYDROGRAPH

The unit hydrograph is the unit pulse response function of a linear hydrologic
system. First proposed by Sherman (1932), the unit hydrograph (originally named
unit-graph) of a watershed is defined as a direct runoff hydrograph (DRH) result-
ing from 1 in (usually taken as 1 cm in SI units) of excess rainfall generated
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uniformly over the drainage area at a constant rate for an effective duration.
Sherman originally used the word “unit” to denote a unit of time, but since that
time it has often been interpreted as a unit depth of excess rainfall. Sherman
classified runoff into surface runoff and groundwater runoff and defined the
unit hydrograph for use only with surface runoff. Methods of calculating excess
rainfall and direct runoff from observed rainfall and streamflow data are presented
in Chap. 5.

The unit hydrograph is a simple linear model that can be used to derive
the hydrograph resulting from any amount of excess rainfall. The following basic
assumpti®ns are inherent in this model:

1. The excess rainfall has a constant intensity within the effective duration.

The excess rainfall is uniformly distributed throughout the whole drainage

dred.

3. The base time of the DRH (the duration of direct runoff) resulting from an
excess rainfall of given duration is constant.

4. The ordinates of all DRH’s of a common base time are directly proportional
to the total amount of direct runoff represented by each hydrograph.

I

5. For a given watershed, the hydrograph resulting from a given excess rainfall
reflects the unchanging characteristics of the watershed.

Under natural conditions, the above assumptions cannot be perfectly
satisfied. However, when the hydrologic data to be used are carefully selected so
that they come close to meeting the above assumptions, the results obtained by the
unit hvdrograph model are generally acceptable for practical purposes (Heerde-
gen, 1974). Although the model was originally devised for large watersheds, it
has been found applicable to small watersheds from less than 0.5 hectares to 25
km? (about 1 acre to 10 mi%). Some cases do not support the use of the model
because one or more of the assumptions are not well satisfied. For such reasons,
the model is considered inapplicable to runoff originating from snow or ice.

Concerning assumption (1), the storms selected for analysis should be of
short duration, since these will most likely produce an intense and nearly constant
excess rainfall rate, yielding a well-defined single-peaked hydrograph of short
nme base.

Concerning assumption (2), the unit hydrograph may become inapplicable
when the drainage area is too large to be covered by a nearly uniform distribution
of rainfall. In such cases, the area has to be divided and each subarea analyzed
for storms covering the whole subarea.

Concerning assumption (3), the base time of the direct runoff hydrograph
(DRH) is generally uncertain but depends on the method of baseflow separation
(see Sec. 5.2). The base time is usually short if the direct runoff is considered
to include the surface runoff only; it is long if the direct runoff also includes
subsurface runoff.

Concerning assumption (4), the principles of superposition and proportion-
ality are assumed so that the ordinates @, of the DRH may be computed by Eq.

o .~»w»:-:a,-:e.u¢-a»¢.@,%

TABLE 7.3.1
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Comparison of linear system and unit hydrograph concepts
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(7.2.15). Actual hydrologic data are not truly linear; when applying (7.2.15) to
them. the resulting hydrograph is only an approximation, which is satisfactory in
many practical cases.

Concerning assumption (5), the unit hydrograph is considered unique for
a given watershed and invariable with respect to time. This is the principle
of time invariance, which, together with the principles of superposition and
proportionality, is fundamental to the unit hydrograph model. Unit hydrographs
are applicable only when channel conditions remain unchanged and watersheds
do not have appreciable storage. This condition is violated when the drainage
area containg many reservoirs, or when the flood overflows into the flood plain,
thereby producing considerable storage.

The principles of linear system analysis form the basis of the unit hydrograph
method. Table 7.3.1 shows a comparison of linear system concepts with the
corresponding unit hydrograph concepts. In hydrology, the step response function
is commonly called the S-hydrograph, and the impulse response function is called
the instantaneous unit hydrograph which is the hypothetical response to a unit
depth of excess rainfall deposited instantaneously on the watershed surface.

7.4 UNIT HYDROGRAPH DERIVATION

The discrete convolution equation (7.2.15) allows the computation of direct runoff
(), given excess rainfall P, and the unit hydrograph U, -+

n=M

On =2 PalUn-msi (7.4.1)

m=1]

The reverse process, called deconvolurion, is needed to dertve a unit hydrograph
given data on P, and @,. Suppose that there are M pulses of excess rainfall and
N pulses of direct runoff in the storm considered; then N equations can be written
for Q,,n = 1,2,...,N, in terms of N — M + 1 unknown values of the unit
hyvdrograph, as shown in Table 7.4.1.

If O, and P,, are given and U,—, ., is required, the set of equations in Table
7.4.1 is overdetermined, because there are more equations (N) than unknowns
(N—M+ 1.

Example 7.4.1. Find the half-hour unit hydrograph using the excess rainfall hyeto-
graph and direct runoff hydrograph given in Table 7.4.2. (these were derived in
Example 5.3.1.)

Solution. The ERH and DRH in Table 7.4.2 have M = 3 and N = 11 pulses
respectively. Hence, the number of pulses in the unit hydrograph is N— M + | =
11 =34 1 =9. Substituting the ordinates of the ERH and DRH into the equations
in Table 7.4.1 yields a set of 11 simultaneous equations. These equations may be
solved by Gauss elimination to give the unit hydrograph ordinates. Gauss elimination
involves isolating the unknown variables one by one and successively solving for
them. In this case, the equations can be solved from top to bottom, working with
just the equations involving the first pulse P, starting with

#
z
%
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TABLE 7.4.1 i
The set of equations for discrete time convolution 0, = Z PrlUnemits

m=1

n=12,....N

0 =P U,
0, =hU +Pl;
Q3 :P3U1 +P1U2 +P1U3

'
1.

QM =PMU1 ‘E‘PMAiUE + +PIUM -4
Oyl = 0 +Pyl, + ... +P Uy +PUps £
Over = 0 + 0+ ...+ 0 + 0  +... +PyUy-y +Pu-1Un-n1
On = 0 + 0 LA . 0 + 0 Fy s 0 + PpUp—p =1
] 428 .
Ulzﬁ—:- = Top ™ 404 cfs/in
0>~ PoUy 1923 — 1.93 x 404 .
= = = 1079 cfs/in
Us P 1.06 o
Uy QT PsUi = Paly _ 5297 = 1.81 x 404 = 1.93 X 1079 _ s iy
P, 1.06
and similarly for the remaining ordinates
U4:9131 — 1.81 x 1079 — 1.93 x 2343 — 2506 cfs/in
1.06
U= 10625 — 1.81 x 2343 — 1.93 X 2506 _ 1460 cfs/in
1.06
% ~1.93 x 14 ,
o 7834 = 1.81 > 2506  1.93 X 1460 _ o e,
1.06
TABLE 7.4.2

Excess rainfall hyetograph and direct
runoff hydrograph for Example 7.4.1

Time Excess rainfall Direct runoff
(3 h (i) (cfs)

1.06 428
1.93 1923
1.81 5297
G131

10625

7834

3921

1846

1402

830

313

— O 0 0o -1yl R LR —

—_—
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TABLE 7.4.3 .

Unit hydrograph derived in Example 7.4.1

n 1 2 3 4 5 6 7 8 9
', (cfs/in) 404 1079 2343 2506 1460 453 381 274 173

3921 - 181 % 1460 — 1.93 x 453

U, 106 = 381 cfs/in
46 — 1.8] x 453 — 1,93 x 38

. 5= 1845 1'02 = ! = 274 cfsf/in
402 — 1.81 x 381 — 1.93 x 274

Uy= ] 1 T = 173 cfs/in

The derived unit hydrograph is given in Table 7.4.3. Solutions may be similarly
obtained by focusing on other rainfall pulses. The depth of direct runoff in the
unit hydrograph can be checked and found to equal 1.00 inch as required. In cases
where the derived unit hydrograph does not meet this requirement, the ordinates are
adjusted by proportion so that the depth of direct runoff is 1 inch (or 1 cm).

In general the unit hydrographs obtained by solutions of the set of equations
‘i Table 7.4.1 for different rainfall pulses are not identical. To obtain a unique
solution a method of successive approximation {Collins, 1939) can be used, which
involves four steps: (1) assume a unit hydrograph, and apply it to all excess-
rainfall blocks of the hyetograph except the largest: (2) subtract the resulting
hydrograph from the actual DRH, and reduce the residual to unit hydrograph
terms; (3) compute a weighted average of the assumed unit hydrograph and the
residual unit hydrograph, and use it as the revised approximation for the next
trial; (4) repeat the previous three steps until the residual unit hydrograph does
not differ by more than a permissible amount from the assumed hydrograph.

The resulting unit hydrograph may show erratic variations and even have
negative values. If this occurs, a smooth curve may be fitted to the ordinates to
produce an approximation of the unit hydrograph. Erratic variation in the unit
hydrograph.may be due to nonlinearity in the effective rainfall-direct runoff
relationship in the watershed, and even if this relationship is truly linear, the
observed data may not adequately reflect this. Also, actual storms are not always
uniform in time and space, as required by theory, even when the excess rainfall
hyetograph is broken into pulses of short duration.

7.5 UNIT HYDROGRAPH APPLICATION

Once the unit hydrograph has been determined, it may be applied to find the
direct runoff and streamflow hydrographs. A rainfall hyetograph is selected, the
abstractions are estimated, and the excess rainfall hyetograph is calculated as
described in Sec. 5.4. The time interval used in defining the excess rainfall
hyetograph ordinates must be the same as that for which the unit hydrograph was
specified. The discrete convolution equation

SRR S R R

SR

n=M

QPI = Z Pmbfnferl

m=
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(7.5.1)

may then be used to yield the direct runoff hydrograph. By adding an estimated
baseflow to the direct runoff hydrograph, the streamflow hydrograph is obtained.

Example 7.5.1. Calculate the streamflow hydrograph for a storm of 6 in excess
rainfall, with 2 in in the first half-hour, 3 in in the second half-hour and 1 in in
the third half-hour. Use the half-hour unit hydrograph computeq in Example 7.4.1
and assume the baseflow is constant at 500 cfs throughout the flaod. Check that the
total depth of direct runoff is equal to the total excess precipitation (watershed area

= 7.03 mi®).

Solution. The calculation of the direct runoff hydrograph by cenvolution is shown
in Table 7.5.1. The unit hydrograph ordinates from Table 7.4.3 are laid out along
the top of the table and the excess precipitation depths down the left side. The time
interval is in At = 0.5 h intervals. For the first time interval, n = 1 in Eq. (7.5.1),

and
Q=P U,
=2.00 x 404
=808 cfs
For the second time interval,
Qr=PU, + Pl
=3.00 x 404 + 2.00 x 1079

=1212 + 2138
TABLE 7.5.1
g)%lclulation of the direct runoff hydrograph and streamflow hydrograph for Example
- Unit hydrograph ordinates (cfs/in)

) XCess Direct  Streamflow’
T]lme Precipitation 1 2 3 4 5 6 7 8 9  runoff (cfs)
(3:h)  (in) 404 1079 2343 2506 1460 453 381 274 173 (cfs)
n=1 200" 808 508 1308

2 3,00 1212 2158 3370 3870
301,00 404 3237 4686 8327 8827
4 1079 7029 5012 13,120 13,620
5 2343 7518 2920 12,781 13.281
6 2506 4380 906 7792 8292
7 1460 1359 762 3581 4081
8 453 1143 548 2144 2644
9 381 822 346 1549 2049
10 274 519 793 1293
1 173 173 673
Total 54,438

*Baseflow =500 cfs,

—_—J
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=3370 cfs

as shown in the table. For the third time interval,
Qx=P.U, + PoUy + PU;
—1.00 x 404 + 3.00 % 1079 + 2.00 x 2343
=404 + 3237 + 4686
=8327 cfs

The calculations for # = 4,5, . . ., follow in the same manner as shown in Table
7.5.} and graphically in Fig. 7.5.1. The total direct runoff volume is
N
V= > Quht
n=1
=54,438 x 0.5 cfs-h
ft'-h 3600 s

x
s lh

=54,438 x 0.5

=980 % 107 £t}

and the corresponding depth of direct runoff is found by dividing by the watershed
area A = 7.03 mi? = 7.03 x 5280 ft* = 1.96 x 10° fr*:
Va

="

A

_ 9.80 x 107
1.96 x 108

=0.500 ft
=6.00 in

=
ol

Total streamflow

(o]
g -

Direct runoff from:
1 in rainfall excess

1

3 in rainfall excess

2 in rainfall excess

Baseflow

Flow rate (cls, thousands)

FIGURE 7.5.1

Streamflow hydrograph from a storm with excess rainfall pulses of duration 0.5 h and amount 2 in,

2in. and | in. respectively, Total streamflow = baseflow + direct runoff (Example 7.5.1).
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which is equal to the total depth of excess precipitation as required.

The streamflow hydrograph is found by adding the 500 cfs baseflow to the
direct runoff hydrograph, as shown on the right-hand side of Table 7.5.1 and
graphically in Fig. 751

7.6 UNIT HYDROGRAPH BY MATRIX CALCULATION

Deconvolution may be used to derive the unit hydrograph ﬁpmﬂ‘a complex mul-
tipeaked hydrograph, but the possibility of errors or nonlinearjfy in the data is
greater than for a single-peaked hydrograph. Least-squares ag?ng or an opti-
mization method can be used to minimize the error in the fitted direct runoff
hydrograph. The application of these techniques is facilitated by expressing Eq.
(7.4.1) in matrix form:

P,0 0 ...00 ...0 0 | [0 ]
PP, O ...00...0 0 0,
PP, Py ...00 00 0,
Uy

} : : U, .
PM PM‘l PM"'2 W ow e P; 0o ... D O * ‘L[:i = QM (761)
0 Py Pys...P2P...0 0 : Qui+1
: ’ : Un—pm+1 :
0 0 0 0 0 ..PMPM—I QN—]
00 o 00 ...0 Py | On
or

[PIlU] = (@] (7.6.2)

Given [P] and [Q], there is usually no solution for [U] that will satisfy all
Ai equations (7.6.1). Suppose that a solution [U] is given that yields an estimate
[Q] of the DRH as

[PILU] = [Q] (7.6.3a)

or

~

Qn:PnUl+Pn—lU2+--'+Pn*M+IUM ?’l:l,...,N (763b)

with all equations now satisfied. A solution is sought which minimizes the error
[@] — [Q] between the observed and estimated DRH’s.

Solution by Linear Regression

The solution by linear regression produces the least-squares error between [Q]
and [Q] (Snyder, 1955). To solve Eq. (7.6.2) for [U/], the rectangular matrix [P]
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is reduced to a square matrix [Z] by multiplying both sides by the transpose of
[P]. denoted by [P]7, which is formed by interchanging the rows and columns of
[P]. Then both sides are multiplied by the inverse [Z] ~! of matrix [Z], to yield

] = 217 '[P11Q) (7.6.4)

where [Z] = [P]7[P]. However, the solution is not easy to determine by this
method, because the many repeated and blank entries in [P] create difficulties in
the inversion of [Z] (Bree, 1978). Newton and Vinyard (1967) and Singh (1976)
give alternatjve methods of obtaining the least-squares solution, but these methods
do not ensyre that all the unit hydrograph ordinates will be nonnegative.

Solution by Linear Programming

Linear programming is an alternative method of solving for [U] in Eq. (7.6.2)
that minimizes the absolute value of the error between [Q] and [Q] and also
ensures that all entries of [U/] are nonnegative (Eagleson, Mejia, and March,
1966; Deininger, 1969; Singh, 1976; Mays and Coles, 1980).

The general linear programming model is stated in the form of a linear
objective function to be optimized (maximized or minimized) subject to linear
constraint equations. Linear programming provides a method of comparing all
possible solutions that satisfy the constraints and obtaining the one that optimizes
the objective function (Hillier and Lieberman, 1974; Bradley, Hax, and Magnanti,
1977).

Example 7.6.1. Develop a linear program to solve Eq. (7.6.2) for the unit hydro-
graph given the ERH P,,,m = 1,2,.. ..M, and the DRH Q,,» = 1,2,. . ., N.

Solution. The objective is to minimize X nN:l\e,,[ where €, = @, — Q,,. Linear
programming requires that all the variables be nonnegative; to accomplish this task,
€, is split into two components, a pesitive deviation 8, and a negative deviation B,
In the case where €, = 0, that is, when the observed direct runoff @, is greater

than the calculated value Q,,, 0, = €, and B, = 0; where €, < 0, B, = —¢, and
6, = 0 (see Fig. 7.6.1). If €, = 0 then 8, = B, = 0 also. Hence, the solution must
obey
Qn=Q.— B+ 6 n=12....N (7.6.5)
and the objective is
N
minimize > (6, + ) (7.6.6)

n=1
The constraints (7.6.5) can be written
[Qn) + [8:) — [Bal = Q4] (7.6.7)
or, expanding as in Eq. (7.6.3b),
PP il das s S P e i By — B =005 n=1,...,N (7.6.8)

To ensure that the unit hydrograph represents one unit of direct runoff an additional

s
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Direct runoff

FIGURE 7.6.1

Deviation €, begween observed and
estimated diréct Aunoff hydrographs
is the sum of'agbsitive deviation 8,
and a negative deviation S, for
solution by linear programming.

constraint equation is added:

M
> Un=kK (7.6.9)
m=1
where K is a constant which converts the units of the ERH into the units of the DRH.
Equations (7.6.6) to (7.6.9) constitute a linear program with decision variables (or
unknowns) U,,. 8, and B8, which may be solved using standard linear programming
computer programs to produce the unit hydrograph. Linear programming requires
all the decision variables to be non-negative, thereby ensuring the unit hydrograph
ordinates will be non-negative.

The linear programming method developed in Example 7.6.1 is not lim-
ited in application to a single storm. Several ERHs and their resulting DRHs
can be linked together as if they comprised one event and used to find a com-
posite unit hydrograph best representing the response of the watershed to this set
of storms. Multistorm analysis may also be carried out using the least-squares
method (Diskin and Boneh, 1975; Mawdsley and Tagg, 1981):

In determination of the unit hydrograph from complex hydrographs, the
abstractions are a significant source of error—although often assumed constant,
the loss rate is actually a time-varying function whose value is affected by the
moisture content of the watershed prior to the storm and by the storm pattern
itself. Different unit hydrographs result from different assumptions about the
pattern of losses. Newton and Vinyard (1967) account for errors in the loss
rate by iteratively adjusting the ordinates of the ERH as well as those of the unit
hydrograph so as to minimize the error in the DRH. Mays and Taur (1982) used
nonlinear programming to simultaneously determine the loss rate for each storm
period and the composite unit hydrograph ordinates for a multistorm event. Unver
and Mays (1984) extended this nonlinear programming method to determine the
optimal parameters for the loss-rate functions, and the composite unit hydrograph.

7.7 SYNTHETIC UNIT HYDROGRAPH

The unit hydrograph developed from rainfall and streamflow data on a watershed
applies only for that watershed and for the point on the stream where the

e o e e e 22
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streamflow data were measured. Synthetic unit hydrograph procedures are used to . 1. The basin lag is
develop unit hydrographs for other locations on the st i

p ydrograp e stream in the same watershed 1= CECALLH™ (7.7.2)

or for nearby watersheds of a similar character. There are three types of synthetic

unit hydrographs: (1) those relating hydrograph characteristics (peak flow rate, where t, is in hours, L is the length of the main stream in kilometers (or miles)

base time, etc.) to watershed characteristics (Snyder, 1938; Gray, 1961), (2) those z from the outlet to the upstream divide, L. is the distance in kilometers (miles)
based on a dimensionless unit hydrograph (Soil Conservation Service. 1972), and from the outlet to a point on the stream nearest the centroid of the watershed
(3) those based on models of watershed storage (Clark, 1943). Types (1) and (2) area, C; = 0.75 (1.0 for the English system), and C, is a coefﬁ01cnt derived
are described here and type (3) in Chap. 8, £ from gaged watersheds in the same region. 5

2. The peak discharge per unit drainage area in m*/s-km? (cfs/mlz) oféjhe standard
unit hydrograph is

Snyder’s Synthetic Unit Hydrograph

In a study of watersheds located mainly in the Appalachian highlands of the United q GGy (7.7.3)
States. and varying in size from about 10 to 10,000 mi® (30 to 30,000 km?2), s I

Snyder (1938) found synthetic relations for some characteristics of a standard

unit hydrograph [Fig. 7.7.1a). Additional such relations were found later (U.S. where C, = 2.75 (640 for the English system) and C, is a coefficient derived

from gaged watersheds in the same region.

Army Corps of Engineers, 1959). These relations, in modified form are given :

. ’ . . - ! ; 1 f L d
be]ow:. From tl?e relations, fl_ve charactegstlcs of a required unit hydrograph [Fig. g L argongg:ﬁ:ctle fifmalzge Cbasl;zr gagaglifon\’;’ a;eigzi;dth;n;ah;tz;ro(;raphm:)f
7.7.1b] for a given excess rainfall duration may be calculated: the peak discharge : 2 hed btained val It:‘)"t ffective duration tr in hours, its
per unit of watershed area, g,g, the basin lag tpr (time difference between the g the we;ters © a;e ° tamz tv : ue,i% 'E S er unit draina fe area, in
Conmid f th excss il o ad e ot o . e g g by L e AU st g s
base time #;, and the w:d‘ths W (in time units) of the unit hydrograph at 50 and i i b B _ a0 7, 810 € s o utefd 2 Eqs ,(7 ) o
75 percent of the peak discharge. Using these characteristics the required unit ' Iﬂ; $R3_ IlI”J 1:‘ 2 Rte d?gt;e tfré)m 5. 5, the tanpdard basin 1aé 15. .
hydrograph may be drawn. The variables are illustrated in Fig. 7.7.1. ( ) e I e .

Snyder defined a standard unit hydrograph as one whose rainfall duration ¢, : by R (7.7.4)

'y = g T 4

is related to the basin lag f, by

DI

B e
I e

ATV EE
e i
e e e e e e S R R
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5. The width in hours of a unit hydrograph at a discharge equal to a certain

percent of the peak discharge gpr is given by
W= Cugpp (7.7.7)

where C,, = 1.22 (440 for English system) for the 75-percent width and 2.14
(770, English system) for the 50-percent width. Usually one-third of this width
is distributed before the unit hydrograph peak time and two-thirds after the
peak.

Example 7.74.l From the basin map of a given watershed, the following quantities
are measured: L = 150 km, L. = 75 km, and drainage area = 3500 km®. From the
unit hydrograph derived for the watershed, the following are determined: 7z = 12
h, i,z = 34 h, and peak discharge = 157.5 m%/s-cm. Determine the coefficients C,
and (', for the synthetic unit hydrograph of the watershed.

Solunion. From the given data, 5.51x = 66 h, which is quite different from ¢,z (34

h). Equation (7.7.4) yields
i — fR

4
=12
4

TF: T',)R +

=34+ (7.7.8)

Solving (7.7.1) and (7.7.8) simultaneously gives 7, = 5.9 hand 7, = 32.5 h.
To calculate C,, use (7.7.2):

= CICJ'(LLL)Q3
32.5=0.75C,(150 x 75)**
C,=2.65
The peak discharge per unit area is gz = 157.5/3500 = 0.045 m¥/s-km?-cm. The
coefficient (), is calculated by Eq. (7.7.3) with g, = g,r, and 1, = ip:
GG,
Ik

—
' 34.0

C,=0.56

qpR =

Example 7.7.2. Compute the six-hour synthetic unit hydrograph of a watershed
having a drainage area of 2500 km? with L = 100 km and L, = 50 km. This
watershed 1s a sub—drainage area of the watershed in Example 7.7.1.

Solution. The values C; = 2.64 and C, = 0.56 determined in Example 7.7.1
can also be used for this watershed. Thus, Eq. (7.7.2) gives f, = 0.75 x 2.64 ¥
(100 % 50)°° = 25.5 h, and (7.7.1) gives t, = 25.5/5.5 = 4.64 h. For a six-hour
unit hydrograph, tx = 6 h, and Eq. (7.7.4) gives g =1, = (t, — tg)/4 = 255 —
{4.64-6)/4 = 25.8 h. Equation (7.7.3) gives g, = 2.75 X 0.56/25.5 = 0.0604
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m3/s-km¥cm and (7.7.5) gives g,z = 0.0604 % 25.5/25.8 =0.0597 m¥s-km*-cm; the
peak discharge is 0.0597 %2500 = 149.2 m?*s-cm. The widths of the unit hvdrograph
are given by Eq. (7.7.7). At 75 percent of peak discharge, W = 1.22¢9 4% =1.22x
0.0597 7108 = 256 h. A similar computation gives a W = 44.9 h at 50 percent of
peak. The base time, given by Eq. (7.7.6), is t;, = 5.56/g,z = 5.56/0.0397 = 93h.
The hydrograph is drawn, as in Fig. 7.7.2, and checked to ensure that it represents
a depth of direct runoff of I cm.

A further innovation in the use of Snyder’s method has been theiregionaliza-

tion of unit hydrograph parameters. Espey, Altman and Graves (1977) géveloped
a set of generalized equations for the construction of 10-minute unit hydrographs
using a study of 41 watersheds ranging in size from 0.014 to 15 mi?, and in
impervious percentage from 2 to 100 percent. Of the 41 watersheds, 16 are located
in Texas, 9 in North Carolina, 6 in Kentucky, 4 in Indiana, 2 each in Colorado
and Mississippi, and | each in Tennessee and Pennsylvania. The equations are:

Flow rate (m /s=cm)

Tp:3'1L0.23S—0.251—0.]8®1.57 (779)
Qp=31.62 x 10°A%%67 17 (7.7.10)
Tp=125.89 x 10°AQ, *% (7.7.11)
Wso=16.22 x 10°4%% Q0% i,
E | *lpp=258hw
§ 471 Time (h)
=+ tp = 6h

=93 h >
0 28.18 h [ h . 1 N |
0 20 40 60 80 100

Time ¢h)

FIGURE 7.7.2
Synthetic unit hydrograph calculated by Snyder’s method in Example 7.7.2
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Main channel Manning # value

Use 0.60

FIGURE 7.7.3

Watershed conveyance factor @
as a function of channel
roughness and watershed
imperviousness. {(Adapted with
permission from Espey,
Altman, and Graves, 1977.}

Wis = 3.24 x 10°40 797078 (7.7.13)

[ = the total distance (in feet) along the main channel from the point being
considered fo the upstream watershed boundary

S = the main channel slope (in feet per foot), defined by H/0.8L, where H is
the difference in elevation between A and B. A is the point on the channel
bottom at a distance of 0.2L downstream from the upstream watershed
boundary; B is a point on the channel bottom at the downstream point
being considered

[ = the impervious area within the watershed (in percent), assumed equal to
5 percent for an undeveloped watershed

& = the dimensionless watershed conveyance factor, which is a function of
percent impervious and roughness (Fig. 7.7.3)

A = the watershed drainage area (in square miles)

7, = the time of rise to the peak of the unit hydrograph from the beginning
of runoff (in minutes)

Q, = the peak flow of the unit hydrograph (in cfs/in)

Ty = the time base of the unit hydrograph (in minutes)
Ws, = the width of the hydrograph at 50 percent of (J, (in minutes)
Wos = the width of at 75 percent of (J, (in minutes)

SCS Dimensionless Hydrograph

The SCS dimensionless hydrograph is a synthetic unit hydrograph in which the
discharge is expressed by the ratio of discharge ¢ to peak discharge g, and the

g
El
fd
¥

ql4q,
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time by the ratio of time f to the time of rise of the unit hydrograph, .TP‘ Given the
peak discharge and lag time for the duration of excess rainfall, the unit hydrograph
can be estimated from the synthetic dimensionless hydrograph for the given basm_.
Figure 7.7.4(a) shows such a dimensionless hydrograph, prepared from tt_w unit
hydrographs of a variety of watersheds. The values of g, and T, may be ?.stm_lated
using a simplified model of a triangular unit hydrograph as shown in Figure
7.7.4(b), where the time is in hours and the discharge in m*s-cm (or cfs/in) (Soil
Conservation Service, 1972). 9 _

From a review of a large number of unit hydrographs, the Soil €onservation
Service suggests the time of recession may be approximated as 167 Tp. As the
area under the unit hydrograph should be equal to a direct runoff of 1 cm (or 1
in), it can be shown that

LA

Hp s
where C = 2.08 (483.4 in the English system) and A is the drainage area in
square kilometers (square miles).

Further, a study of unit hydrographs of many large and small rural water-
sheds indicates that the basin lag ¢, = 0.6T, where T is the time of concemrahqn
of the watershed. As shown in Fig. 7.7.4(b), time of rise T, can be expressed in
terms of lag time 1, and the duration of effective rainfall 7,

(7.7.14)

f
T,=241 (7.7.15)
2
1.0 = | '—q‘
| Excess rainfall
i “ / 55
l
0.6 |
\
\ Direct runoff
0.4 j
\
0.2 =
I \ |
0 \ ! T
0 1 2 3 4 5
t{Tp
(@) (b

FIGURE 7.7.4 :
Soil Conservation Service synthetic unit hydrographs (a) Dimensionless hydrograph and (b) trian-
gular unit hydrograph. (Seurce: Soil Conservation Service, 1972.)
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Example 7.7.3. Construct a 10-minute SCS unit hydrograph for a basin of area
3.0 km?® and time of concentration 1.25 h.

Solution. The duration 7, = 10 min =0.166 h, lag time 1, = 0.6T, = 0.6 X 1.25 =
0.75 h, and rise time T, = #/2 + t, = 0.166/2 + 0.75 = 0.833 h. From Eq.
(7.7.14), g, = 2.08 X 3.0/0.833 = 7.49 m*¥s-cm. The dimensionless hydrograph in
Fig. 7.7.4 may be converted to the required dimensions by multiplying the values
on the horizental axis by T, and those on the vertical axis by qp Alternatively, the
triangular unit hydrograph can be drawn with 1, = 2.67T, = 2.22 h. The depth of
direct runoff is checked to equal 1 cm.

+

7.8 UNIT HYDROGRAPHS FOR DIFFERENT
RAINFALL DURATIONS

When a unit hydrograph of a given excess-rainfall duration is available, the unit
hydrographs of other durations can be derived. If other durations are integral
multiples of the given duration, the new unit hydrograph can be easily computed
by application of the principles of superposition and proportionality. However,
a general method of derivation applicable to unit hydrographs of any required
duration may be used on the basis of the principle of superposition. This is the
S-hydrograph method.

The theoretical S-hydrograph is that resulting from a continuous excess
rainfall at a constant rate of 1 cm/h (or | in/h) for an indefinite period. This is the
unit step response function of a watershed system. The curve assumes a deformed
S shape and its ordinates ultimately approach the rate of excess rainfall at a time
of equilibrium. This step response function g(z) can be derived from the unit pulse
response function A(z) of the unit hydrograph, as follows.

From Eg. (7.2.4), the response at time ¢ to a unit pulse of duration As
beginning at time 0 is

1
h(r) = Kt[g(f) — gt —An] (7.8.1)

Similarly, the response at time f to a unit pulse beginning at time At is equal
to Az — A7), that is, h(f) lagged by Af time units:

h(t — Ar) = rAlr;[g(r — AN — g(r —2An] (7.8.2)

and the response at time ¢ to a third unit pulse beginning at time 2A¢ is
A(t — 2AND = i[g(t = 2A0 — g(t — 3An] (7.8.3)
Continuing this process indefinitely, summing the resulting equations, and

rearranging, yields the unit step response function, or S-hydrograph, as shown in
Fig. 7.8.1(a):

g(t) = At[h(t) + h(r — AD + h(t — 240 + . . ] (7.8.4)
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bk Continuous rainfall as a sequence of pulses
-

T T T T T T T T

Ng) = AThEOwh A rh - 2800+ . ]
S—hydrograph

h(r—Ar)

(@)

i 1—713;'—-—!
A Single pulse of duration A7’

0

g =glr —A1")
Offset S-hydrograph

(h)

/At %
0
Unit hydrograph of duration At
PLICE Z‘I—,[g (1) - gt~ Ap)]
'
(c)
FIGURE 7.8.1

Using the S-hydrograph to find a unit hydrograph of duration Ar' from a unit hydrograph of duration
Ar.

where the summation is multiplied by Ar so that g(r) will correspond to an input
rate of I, rather than 1/Ar as used for each of the unit pulses.

Theoretically, the S-hydrograph so derived should be a sml.:)mh curve,
because the input excess rainfall is assumed to be at a constant, continuous rate.
However, the summation process will result in an undulatory form if there are
errors in the rainfall abstractions or baseflow separation, or if the actual duration
of excess rainfall is not the derived duration for the unit hydrograph. A'dura-
tion which produces minimum undulation can be found by trial. 'U_’nd}ﬂat}on of
the curve may be also caused by nonuniform temporal and areal distribution of
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rainfall: furthermore, when the natural data are not linear, the resulting unstable
system oscillations may produce negative ordinates. In such cases. an optimization
technigue may be used to obtain a smoother unit hydrograph.

After the S-hydrograph is constructed, the unit hydrograph of a given
duration can be derived as follows: Advance, or offset, the position of the S-
hydregraph by a period equal to the desired duration At’ and call this S-hydrograph
an offser S-hydrograph, g'(r) [Fig. 7.8.1(b)], defined by

g'(t) = gt — Ar") (7.8.5)

The difference b@t@'een the ordinates of the original S-hydrograph and the offset
S-hydrograph, divided by A#', gives the desired unit hydrograph [Fig. 7.8.1(c)]:

1
Rty = KF[g(’) — gt — Ar)] (7.8.6)

Example 7.8.1. Use the 0.5-hour unit hydrograph in Table 7.4.3 (from Example
7.4.1) to produce the S-hydrograph and the 1.5-h unit hydrograph for this watershed.

Solution. The 0.5-h unit hydrograph is shown in column 2 of Table 7.8.1. The S-
hydrograph is found using (7.8.4) with Ar = 0.5 h. For1 = 0.5 h, g(t) = Arh(r) =
0.5x404 =202 cfs; forr=1h, g(r)= At[h() + h(t—0.5)]1=0.5% (1079 + 404) = 742
cfs:forr=1.5h. glt) = Ar[A(n) + h(r=0.5) + h(r— 1.0)] = 0.5 x (2343 + 1079 +
404y = 1913 cfs: and so on, as shown in column 3 of Table 7.8.1. The S-hydrograph
is offset by Ar" = 1.5 h (column 4) to give g(r — Ar"), and the difference divided
by At' to give the 1.5-h unit hydrograph fi'(#) (column 5). For example, forr= 2.0
b, B = (3166 — 202)/1.5 = 1976 cfs/in.

TABLE 7.8.1
Calculation of a 1.5-h unit hydrograph by the S-hydrograph

method (Example 7.8.1)

1 2 3 4 5

Time 0.5-h unit S-hydrograph Lagged 1.5-h unit
hydrograph S-hydrograph hydrograph

{ h(r) £ gt — At h'(D)

(h) (cfs/in) (cfs) (cfs) (cfs/in)

0.3 404 202 0 135

1.0 1079 742 0 495

1.3 2343 1913 0 1275

2.0 2506 3166 202 1976

25 1460 3896 742 2103

3.0 453 4123 1913 1473

B 381 4313 3166 765

4.0 274 4450 3896 369

4.5 173 4537 4123 276

5.0 0 4537 4313 149

8h 0 4537 4450 58

6.0 0 4537 4537 0
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Instantaneous Unit Hydrograph

If the excess rainfall is of unit amount and its duration is infinitesimally small,
the resulting hydrograph is an impulse response function (Sec. 7.2) called the
instantaneous unit hydrograph (IUH). For an IUH, the excess rainfall is applied
to the drainage area in zero time. Of course, this is only a theoretical concept
and cannot be realized in actual watersheds, but it 15 useful because the [UH
characterizes the watershed’s response to rainfall without reference tg the rain-
fall duration. Therefore, the IUH can be related to watershed geomarphology
(Rodriguez-Iturbe and Valdes, 1979; Gupta, Waymire, and Wang, 19§8).
The convolution integral (7.2.1) is

Q) = j;u(t 7T dr (7.8.7)

If the quantities /(7) and Q(r) have the same dimensions, the ordinate of the
[UH must have dimensions [T']. The properties of the IUH are as follows, with
l=1—T

0 = u(l)= some positive peak value for! >0
w()=0 for! =0
u(h— 0 as [ — (7.8.8)

ru([)dl—l and ru(l)idl' =1
4] 0

The quantity ¢; is the lag time of the IUH. It can be shown that ¢, gives the
time interval between the centroid of an excess rainfall hyetograph and that of
the corresponding direct runoff hydrograph. Note the difference between ¢; and
the variable #, used for synthetic unit hydrograph lag time —¢, measures the time
from the centroid of the excess rainfall to the peak, not the centroid, of the direct
runoff hydrograph. The ideal shape of an IUH as described above resembles that
of a single-peaked direct-runoff hydrograph, however, an TUH can have negative
and undulating ordinates.

There are several methods to determine an IUH from a given ERH and
DRH. For an approximation, the JTUH ordinate at time ¢ is simply set equal to the
slope at time r of an S-hydrograph constructed for an excess rainfall intensity of
unit depth per unit time. This procedure is based on the fact that the S-hydrograph
is an integral curve of the IUH; that is, its ordinate at time ¢ is equal to the integral
of the area under the IUH from O to ¢. The IUH so obtained is in general only
an approximation because the slope of an S-hydrograph is difficult to measure
accurately.

The IUH can be determined by various methods of mathematical inversion,
using, for example, orthogonal functions such as Fourier series (O’Donnell, 1960)
or Laguerre functions (Dooge, 1973); integral transforms such as the Laplace
transform (Chow, 1964), the Fourier transform (Blank, Delleur, and Giorgini,
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Flow rouring is a procedure to determine the time and magnitude of flow (i.e., the
flow hvdrograph) at a point on a watercourse from known or assumed hydrographs
at one or more points upstream. If the flow is a flood, the procedure is specifically
known as flood routing. In a broad sense, flow routing may be considered as an
analysis to trace the flow through a hydrologic system, given the input. The
difference between lumped and distributed system routing is that in a lumped
system model, the flow is calculated as a function of time alone at a particular
location, while in a distributed system routing the flow is calculated as a function
of space and time throughout the system. Routing by lumped system methods is
sometimes called hydrologic routing, and routing by distributed systems methods
is sometimes referred to as hydraulic routing. Flow routing by distributed-system
methods is described in Chaps. 9 and 10. This chapter deals with lumped system
routing.

8.1 LUMPED SYSTEM ROUTING

For a hydrologic system, input I(f), output Q(r), and storage S{z) are related by
the continuity equation (2.2.4):

ds
— = 1t) — Q) (8.1.1)

dt

If the inflow hydrograph, /(7). is known, Eq. (8.1.1) cannot be solved directly
to obtain the outflow hydrograph, Q(t), because both @ and § are unknown. A
second relationship, or storage function, is needed to relate S, 7, and Q, coupling
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the storage function with the continuity equation provides a solvable combination
of two equations and two unknowns. In general, the storage function may be
written as an arbitrary function of 7, Q, and their time derivatives as shown by
Eq. (7.1.2):

ol d?1

e e
=i g

40 4¢ ) (8.1.2)

dt’ oder

In Chapter 7, these two equations were solved by differentiating a 1ineariz:ad form
of Eq. (8.1.2), substituting the result for 4S/dr into Eq. (8.1.1), then intggrating
the resulting differential equation to obtain Q(r) as a function of /(). In this
chapter, a finite difference solution method is applied to the two equations. The
time horizon is divided into finite intervals, and the continuity equation (8.1.1)
is solved recursively from one time point to the next using the storage function
(8.1.2) to account for the value of storage at each time point.

The specific form of the storage function to be employed in this procedure
depends on the nature of the system being analyzed. In this chapter, three partic-
ular systems are analyzed. First, reservoir routing by the level pool method, in
which storage is a nonlinear function of O only:

S =D

and the function f{Q) is determined by relating reservoir storage and outflow
to reservoir water level. Second, storage is linearly related to / and @ in the
Muskingum method for flow routing in channels. Finally, several linear reservoir
models are analyzed in which (8.1.2) becomes a linear function of Q and its time
derivatives.

The relationship between the outflow and the storage of a hydrologic system
has an important influence on flow routing. This relationship may be either
invariable or variable, as shown in Fig. 8.1.1. An invariable storage function
has the form of Eq. (8.1.3) and applies to a reservoir with a horizontal water
surface. Such reservoirs have a pool that is wide and deep compared with its
length in the direction of flow. The velocity of flow in the reservoir is very low.
The invariable storage relationship requires that there be a fixed discharge from
the reservoir for a given water surface elevation, which means that the reservoir
outlet works must be either uncontrolled, or controlled by gates held at a fixed
position. If the control gate position is changed, the discharge and water surface
elevation change at the dam, and the effect propagates upstream in the reservoir to
create a sloping water surface temporarily, until a new equilibrium water surface
elevation is established throughout the reservoir.

When a reservoir has a horizontal water surface, its storage is a function of
its water surface elevation, or depth in the pool. Likewise, the outflow discharge
is a function of the water surface elevation, or head on the outlet works. By com-
bining these two functions, the reservoir storage and discharge can be related to
produce an invariable, single-valued storage function, S =fQ), as shown in Fig.
8.1.1(a). For such reservoirs, the peak outflow occurs when the outflow hydro-
graph intersects the inflow hydrograph, because the maximum storage occurs

(8.1.3)

i
#
I
T
I,
i
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FIGURE 8.1.1
Relationships berween discharge and storage.

when dS/dt = T — @ = 0, and the storage and outflow are related by § = f(Q).
This is indicated in Fig. 8.1.1(a) where the points denoting the maximum storage,
R, and maximum outflow, P, coincide.

A variable storage-outflow relationship applies to long, narrow reservoirs,
and to open channels or streams, where the water surface profile may be signif-
icantly curved due to backwater effects. The amount of storage due to backwater
depends on the time rate of change of flow through the system. As shown in Fig.
8.1.1(5h), the resulting relationship between the discharge and the system storage
is no longer a single-valued function but exhibits a curve usually in the form of
a single or twisted loop, depending on the storage characteristics of the system.
Because of the retarding effect due to backwater, the peak outflow usually occurs
later than the time when the inflow and outflow hydrographs intersect, as indi-
cated in Fig. 8.1.1(b), where the points R and P do not coincide. If the backwater
effect is not very significant, the loop shown in Fig. 8.1.1(h) may be replaced
by an average curve shown by the dashed line. Thus, level pool routing methods
can also be applied in an approximate way to routing with a variable discharge-
storage relationship.

The preceding discussion indicates that the effect of storage is to redistribute
the hydrograph by shifting the centroid of the inflow hydrograph to the position of
that of the outflow hydrograph in a time of redistribution. In very long channels,
the entire flood wave also travels a considerable distance and the centroid of
its hydrograph may then be shifted by a time period longer than the time of
redistribution. This additional time may be considered as time of translation. As
shown in Fig. 8.1.2, the total time of flood movement between the centroids of the
outflow and inflow hydrographs is equal to the sum of the time of redistribution
and the time of translation. The process of redistribution modifies the shape of
the hydrograph, while translation changes its position.
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= Conceptual interpretation of the time of flood
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8.2 LEVEL POOL ROUTING

Level pool routing is a procedure for calculating the outflow hydrograph from a
reservoir with a horizontal water surface, given its inflow hydrograph and storage-
outflow characteristics. A number of procedures have been proposed for this
purpose (e.g., Chow, 1951, 1959), and with the advance of computerization,
graphical procedures are being replaced by tabular or functional methods so that
the computational procedure can be auntomated.

The time horizon is broken into intervals of duration Ar, indexed by j, that
is, t =0, Ar, 2Ar, ..., jArL (j + DAe,. . ., and the continuity equation (8.1.1)
is integrated over each time interval, as shown in Fig. 8.2.1. For the j-th time

interval:
5 (j+ D (j + LA
J ds = [ [(f)dt —J Qndt (8.2.1)
S; A jat

The inflow values at the beginning and end of the j-th time interval are [; and
I;+1, respectively, and the corresponding values of the outflow are Q; and Q)+ ;.
Here, both inflow and outflow are flow rates measured as sample data, rather
than inflow being pulse data and outflow being sample data as was the case for
the unit hydrograph. If the variation of inflow and outflow over the interval is

T AR
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Change of storage during a routing period Ar.

approximately linear, the change in storage over the interval, ;4 — 5}, can be
found by rewriting (8.2.1) as
& +dj4 Qi + Qi+
Sj+{ '_SJ = 2 Af* 2 A (822)

The values of [; and /; ;| are known because they are prespecified. The values of
Q) and §; are known at the jth time interval from calculation during the previous
time interval. Hence, Eq. (8.2.2) contains two unknowns, Q, ; and §; ., which
are isolated by multiplying (8.2.2) through by 2/At, and rearranging the result to
produce:
[& + 0 (1 %_S_J -
,\ ,H)ﬁ L)+ |5 O (8.2.3)
In order to calculate the outflow, @, ., from Eq. (8.2.3), a storage-cutflow
function relating 28/Ar + @ and Q is needed. The method for developing this
function using elevation-storage and elevation-outflow relationships is shown in
Fig. 8.2.2. The relationship between water surface elevation and reservoir storage
can be derived by planimetering topographic maps or from field surveys. The
elevation-discharge relation is derived from hydraulic equations relating head and
discharge, such as those shown in Table 8.2.1, for various types of spillways

AR
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FIGURE 8.2.2
Development of the storage-outflow function for level pool routing on the basis of storage-elevation
and elevation-outflow curves.

and outlet works. The value of At is taken as the time interval of the inflow
hydrograph. For a given value of water surface elevation, the values of storage §
and discharge O are determined [parts (@) and (&) of Fig. 8.2.2], then the value
of 25/Ar + Q is calculated and plotted on the horizontal axis of a graph with the
value of the outflow @ on the vertical axis [part (c) of Fig. 8§.2.2].

In routing the flow through time interval j, all terms on the right side of
Eq. (8.2.3) are known, and so the value of 25;, /A7 + Q;+; can be computed.
The corresponding value of Q;4; can be determined from the storage-outflow
function 25/Ar + Q versus Q, either graphically or by linear interpolation of
tabular values. To set up the data required for the next time interval, the value
of 28, /Ar — Q; . is calculated by

2841 (254
At Qi = At

The computation is then repeated for subsequent routing periods.

+ Q;+1)42Q;+1 (8.2.4)

Example 8.2.1. A reservoir for detaining flood flows is one acre in horizontal
area, has vertical sides, and has a 5-ft diameter reinforced concrete pipe as the
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TABLE 8.2.1 : TABLE 8.2.2 i

Spillway discharge equations Development of the storageioutgo\;f function for a

Spillway type Equation Notation detention reservoir (Example 8.2.1)

— .1 2 3 4 @
Uncontrolled — over- Q = CLH™" Q = discharge, cfs Colmnt  evation  Discharge  Storage  (2S/A9* + 0 :
flow ogee crest C =variable coefficient of H o S "

discharge (ft) (cfs) (ft*) (cfs} i

L =effective length of crest 0.0 0 0 0 i :l

8 7:2[:1{1;:2? 3213?%-”&3} 0.5 : o 0 3 i

appmac; head. 1.0 8 43,560 153 & i

1.5 17 65,340 235 i

— frr3i \ 2.0 30 87,120 320 /

0= %\.""ZgCU‘HT‘ - H?) H\ =1otal heald to bottom of 25 43 108,900 406 i

crest £ the opening 3.0 60 130,680 496 !

o H>=total head to top of the 3.5 78 152,460 586 ;
o e opening 4.0 97 174,240 678

Iy C =coefficient which dif- 4,5 117 196,020 770

E '-?.,\.);‘\\ fers with gate and crest 5.0 137 217,800 863

E 3 arrangement 5.5 156 239,580 955

O 6.0 173 261,360 1044
Mornillg glory spill- 0 = C,2mRHH"*? C, = coefficient related to H 3(5} ég(s) ggi,;gg };3?
e and &, 7.5 218 326,700 1307 g

=R R, =radius of the over 8.0 231 348,480 1393

—— E- flow crest 8.5 242 370,260 1476
,;?4_\ 5 sz H =total head 9.0 253 392,040 1560
- 9.5 264 413,820 1643 £
= 10.0 275 435,600 1727
i E i

Culvert (submerged

Q= C,WD~2gH W = entrance width

inlet control) D =height of opening

C ;= discharge coefficient

Source: Design of Small Dams, Bureau of Reclamation, U. 5. Department of the Interior, 1973.

outlet structure. The headwater-discharge relation for the outlet pipe is given in
columns 1 and 2 of Table 8.2.2. Use the level pool routing method to calculate the

*Time interval At = 10 min.

as shown in column 4 of Table 8.2.2. The storage-outflow function is plotted in
Fig. 8.2.3.

The flow routing calculations are carried out using Eq. (8.2.3). For the first
rime interval, §; = @, = 0 because the reservoir is initially empty; hence (25 /At -
Q) =0 also. The inflow values are 7, =0 and I, =60 cfs, se ({1 + 1) =0+ 60 =60
cfs. The value of the storage-outflow function at the end of the time interval is

1

reservoir outflow from the inflow hydrograph given in columns 2 and 3 of Table calculated from (8.2.3) with j = 1: l"
§.2.3. Assume that the reservoir is initially empty. . i

B2 o=t + 1)+ (2 -0) i
Solution. The inflow hydrograph is specified at 10-min time intervals, so Ar = 10 ‘ i
min = 600 s. For all elevations, the horizontal area of the reservoir water surface =60+ 0 =I
is 1 acre = 43,560 fi°, and the storage is calculated as 43,560 X (depth of water). —60 cfs l;'
For example, for a depth of 0.5 ft, § = 0.5 x 43,560 = 21,780 ft3, as shown it

in column 3 of Table 8.2.2. The corresponding value of 25/Ar + @ can then be
determined. For a depth 0.5 ft, the discharge is given in column 2 of Table 8.2.2
as 3 cfs. so the storage-outflow function value is

2 x 21,780
_£+Q:2—’

+ 3=
Al 500 76 cfs

The value of Q; ., is found by linear interpolation given 251+1/At + Q; 1. If there
is a pair of variables (x,y), with known pairs of values (x;, y;) and (x3, y2), then the
interpolated value of y corresponding to a given value of x in the range x; = x = x3
is

+ {}’2_}’1)(

y=y % —%)
YT )
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TABLE 5.2.3
Routing of flow through a detention reservoir by the level pool method

(Example 8.2.1). The computational sequence is indicated by the arrows in

the table.
Column:
1 2 3 4 5 6 7
_ ) 25; 25,41
Time Time  Inflow [, + [, Kri - @ ——ﬁ + Qj+1  Outfiow
index j {min) (cfs) (cfs) (cfs) (cfs) (cfs)
I 0 {’: 0 o 0.0 ~_ 0.0
2 10 60 = 60 5520 600 ———+ 2.4
3 20 120 180 201.1 235.2 17.1
4 30 180 300 378.9 501.1 61.1
5 40 240 420 552.6 798.9 123.2
6 50 300 540 728.2 1092.6 182.2
7 60 360 660 927.5 1388.2 230.3
8 70 320 680 1089.0 1607.5 259.3
9 80 280 600 1149.0 1689.0 270.0
10 90 240 520 1134.3 1669.0 267.4
11 100 200 440 1064 .4 1574.3 254.9
12 110 160 360 934.1 1424 4 235.2
13 120 120 280 §20.2 1234.1 206.9
14 130 80 200 683.3 1020.2 168.5
15 140 40 120 555.1 803.3 1241
16 150 0 40 435.4 595.1 79.8
17 160 0 338.2 435.4 48.6
18 170 272.8 338.2 32.7
19 180 227.3 272.8 22.8
20 190 194.9 221.3 16.2
21 200 169.7 194.9 12.6
22 210 169.7 9.8
280 -
240
- 200 4
Z .
S 160 -
ERREI
Ei
© 80 -
40 -
0 4

T T T T T ]
0 02 04 06 08 1.0 12 14 1.6 1.8

28/AT+ O (cfsx 107

FIGURE 8.2.3
Storage-outtlow function for a detention reservoir (Example 8.2.1).

Flow rate {cfs)
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In this case, x = 25/Ar+ @ and y = Q. Two pairs of values around 25/Ar + Q0 = 60
are selected from Table 8.2.2; they are (x1,y) = (0.0) and (x3.y7) = (76, 3). The
value of y for x = 60 is, by linear interpolation,

3-0
= -~ (60 -0
¥ 0+(76—0)(6O )
=2.4 cfs

So, O, = 2.4 cfs, and the value of 25»/Ar — Q; needed for the next iti:ration is
found using Eq. (8.2.4) with j = 2: o

&

&

2 02, o)
(-0 2+ 20
=60—-2x24
= 55.2 cfs

The sequence of computations just described is indicated by the arrows in the first
two rows of Table 8.2.3.

Proceeding to the next time interval, ({; + /;) = 60 + 120 = 180 cfs, and
the routing is performed with j = 2 in (8.2.3).
(285, A

= (I +13}+{_ Ar —Qz)

2

o
|&
)
<
-]
(=]
M
|

180 + 55.2
235.2 cfs

By linear interpolation in Table 8.2.2, the value of Q3 = 17.1 cfs and by Eq.
(8.2.4), 284/At — Q3 = 201.1 cfs, as shown in the third row of Table 8.2.3. The
calculations for subsequent time intervals are performed in the same way, with the
results tabulated in Table 8.2.3 and plotted in Fig. 8.2.4. The peak inflow is 360
cfs and occurs at 60 min; the detention reservoir reduces the peak outflow to 270 cfs
and delays it until 80 min. As discussed in Sec. 8.1, the outflow is maximized at
the point where the inflow and outflow are equal, because storage is also maximized

1l

400 1
350 4
300 +
250
200
150
100
50

0 1 T T T T T T T T T
0 20 40 60 80 100 120 140 160 180 200 FIGURE 8.2.4
Time (min) Routing of flow through a detention
o Inflow * Qutflow reservoir (Example 8.2.1).
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at that time, and there is a single-valued function relating storage and outflow for
a reservolr with a level pool.

The maximum depth in the storage reservoir is calculated by linear interpo-
lation from Table 8.2.2 as 9.77 ft at the peak discharge of 270 cfs. If this depth is
too great, or if the discharge of 270 cfs in the 5-ft outlet pipe is too large, either
the cutlet structure or the surface area of the basin must be enlarged. An equivalent
size of elliptical or arch pipe would also tend to lower the headwater elevation.

8.3 RUNGE-KUTTA METHOD

An alternative me‘thod for level pool routing can be developed by solving the
continuity equation using a numerical method such as the Runge-Kutta method.
The Runge-Kutta method is more complicated than the method described in the
previous scction, but it does not require the computation of the special storage-
outflow function, and it is more closely related to the hydraulics of flow through
the reservoir. Various orders of Runge-Kutta schemes can be adopted (Carnahan,
et al., 1909). A rhird order scheme is described here; it involves breaking each
time interval into three increments and calculating successive values of water
surface elevation and reservoir discharge for each increment.
The continuity equation is expressed as

ds

— = 1(1) - Q(H)

" (8.3.1)

where § is the volume of water in storage in the reservoir; I(r) is the inflow into
the reservoir as a function of time; and Q(H) is the outflow from the reservoir,
which 1s determined by the head or elevation (H) in the reservoir. The change in
volume, 45, due to a change in elevation, dH, can be expressed as

dS = A(H)dH (8.3.2)

where A (/1) is the water surface area at elevation H. The continuity equation is
then rewritten as

dH 1)~ Q)
di A(H)

The solution is extended forward by small increments of the independent variable,
time, using known values of the dependent variable H. For a third order scheme,
there are three such increments in each time interval Af, and three successive
approximations are made for the change in head elevation, dH.

Fig. 8.3.1 illustrates how the three approximate values AH;, AH,, and AH;
are defined for the j-th interval. The slope, dH/dr, approximated by AH/At, is
first evaluated at (H;, ), then at (H; + AH\/3,t; + At/3), and finally at (Hj +
2AH,/3,1; + 2A1/3). In equations,

_ - o)
A(H))

(8.3.3)

1 (8.3.4a)
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FIGURE 8.3.1
Steps to define elevation increments in
the third-order Runge-Kutta method.
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3
AH,= At (8.3.4b)
A(H, + A4
ool B
AHy= s At (8.3.4¢)
Alg; + 250

The value of H; ,, is given by
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Hjﬂ = Hj + AH (8.3.5)
where
- 25 ¢ B 536

A flowchart of the third order Runge-Kutta method is shown in Fig. 8.3.2.

Example 8.3.1. Use the third order Runge-Kutta method to perform qhe'*iescrvoir
routing through the one-acre detention reservoir with vertical walls, as desgribed in
Example 8.2.1. The elevation-discharge relationship is given in column$ 1 and 2
of Table 8.2.2 and the inflow hydrograph in columns 1 and 2 of Table 8.3.1.

Solution. The function A(H ) relating the water surface area to the reservoir eleva-
tion is simply A(H } =43, 560 ft* for all values of H because the reservoir has a base
area of one acre and vertical sides. A routing interval of Ar = 10 min is used. The
procedure begins with the determination of 1(0), /(0 + 10/3), and K0 + (2/3) X (10)),
which are found by linear interpolation between the values of 0 and 60 cfs found
in column 2 of Table 8.3.1; they are 0, 20, and 40 cfs, respectively. Next, AH
is computed using Eq. (8.3.4a) with Az = 10 min =600 s, A = 43,560 ft?, and
I(0) = 0 cfs; since the reservoir is initially empty, H;, = 0 and Q(H;) = 0:

1y} — QH;)

©-0)

= 43,560 x 600

0

Il

TABLE 8.3.1
Routing an inflow hydrograph through a detention reservoir by

the Runge-Kutta method (Example 8.3.1).

J=j+1

Column: 1 2 3 4 5 6 7
Time Inflow Depth Outflow
(min) (cfs) AH, AH, AH; (ft) (cfs)

0 0 - - - 0 0
10 60 0 0.28 0.54 0.40 2.4
20 120 0.79 1.04 1.24 1.53 17.9
30 180 1.41 1.51 1.59 3.08 62.8
40 240 1.61 1.62 1.61 4.69 124.5
50 300 1.59 1.58 1.60 6.28 182.6
60 360 1.62 1.66 1.72 7.98 230.4
70 320 1.79 1.42 1.13 9.27 259.0
80 280 0.84 0.57 0.36 9.75 269.5 |
90 240 0.15 -0.05 -0.21 9.63 266.8

100 200 -0.37 -0.52 -0.63 9.06 254.3
110 160 -0.75 -0.86 -0.94 8.17 234.7
120 120 -1.03 -1.10 -1.14 7.05 206.4
130 80 -1.19 -1.21 -1.21 5.85 167.8
140 40 -1.21 -1.20 —-1.18 4.66 123.5
150 0 -1.15 -1.12 -1.11 3.54 80.0
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For the nexl time increment, using (8.3.4&) with /(0 + 10/3) = 20 ft s,

AL pfey . AHL
o+ 4) - oln; + 554
AHQ — ; AHL Ar
A(Hj o

20— 0) %
43,560
0.28 ft

For the last imcrement, H, + (2/3)AH, = 0 + (2/3) (0.28) = 0.18 ft. By linear
interpolation from Table 8.2.2, Q(0.18) = 1.10 cfs. By substitution in (8.3.4¢)

( 2AH
e - 2
3 = I
A[H,- + ——-Z%H”)

600

It

(40— 1.10)
T 43,560

0.54 ft

The values of AH,, AH> and AH; are found in columns 3, 4, and 5 of Table 8.3.1.
Then, for the whole ten-minute time interval, AH is computed using Eq. (8.3.6):

AH, 3AH;
— + ——
4 4
0 3
sk + 4(0.54) =0.40 ftr
So, H at 10 min is given by H, = H, + AH; = 0 + 0.40 = 0.40 ft (column 6),
and the corresponding discharge from the pipe is interpolated from Table 8.2.2 as
Q = 2.4 cfs (column 7).
The routing calculations for subsequent periods follow the same procedure,

and the solution, extended far encugh to cover the peak outflow, is presented in
Table 8.3.1. The result is very similar to that obtained in Example 8.2.1 by the

x 600

AH =

Wedge storage
=KX(-0)

FIGURE 8.4.1
Prism and wedge storages in a
channel reach.

Prism storage

=KQ

g
Z
|
.

S
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Jevel pool routing method. As before, the peak inflow of 360 cfs at 60 min is
reduced to 270 cfs occurring at 80 minutes.

8.4 HYDROLOGIC RIVER ROUTING

The Muskingum method is a commonly used hydrologic routing method for han-
dling a variable discharge-storage relationship. This method models the storage
volume of flooding in a river channel by a combination of wedge and prism stor-
ages (Fig. 8.4.1). During the advance of a flood wave, inflow excegds outflow,
producing a wedge of storage. During the recession, outflow exceeds inflow,
resulting in a negative wedge. In addition, there is a prism of storage which
is formed by a volume of constant cross section along the length of prismatic
channel.

Assuming that the cross-sectional area of the flood flow is directly propor-
tional to the discharge at the section, the volume of prism storage is equal to
KQ where K is a proportionality coefficient, and the volume of wedge storage is
equal to KX(I — @), where X is a weighting factor having the range 0 = X = 0.5.
The total storage is therefore the sum of two components,

S=K0+ KX(I—-Q) (8.4.1)
which can be rearranged to give the storage function for the Muskingum method
S = K[XI + (1 — X)Q] (8.4.2)

and represents a linear model for routing flow in streams.

The value of X depends on the shape of the modeled wedge storage. The
value of X ranges from O for reservoir-type storage to 0.5 for a full wedge. When
X =0, there is no wedge and hence no backwater; this is the case for a level-pool
reservoir. In this case, Eq. (8.4.2) results in a linear-reservoir model, § =-KQ.
In natural streams, X is between 0 and 0.3 with a mean value near 0.2. Great
accuracy in determining X may not be necessary because the results of the method
are relatively insensitive to the value of this parameter. The parameter K is the
time of travel of the flood wave through the channel reach. A procedure called the
Muskingum-Cunge method is described in Chapter 9 for determining the values
of K and X on the basis of channel characteristics and flow rate in the channel.
For hydrologic routing, the values of K and X are assumed to be specified and
constant throughout the range of flow.

The values of storage at time j and j + 1 can be written, respectively, as

S; = KIXI; + (1 -X0)] (8.4.3)
and
Siv1 = KIXL oy + (1= X)0;+1] o (8.4.4)

Using Egs. (8.4.3) and (8.4.4), the change in storage over time interval Ar (Fig.
8.2.1) s

S =8 =KX +(1=-X0; ] - [X[ + (1 — X0l (8.4.5)




(
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The change in storage can also be expressed, using Eq. (8.2.2). as

B ; + ]HI}A!- (@ + Qj+])AI

Sj+1 73 5 5 (8.4.6)
Combining (8.4.5) and (8.4.6) and simplifying gives

Qi1 = Ciljp + Cofy + C30; (8.4.7)

which is the routing equation for the Muskingum method where
s co = Ar— 2KX (8.4.8
= oy - 194 M 5

Ar + 2KX

s = 55T o 8.4.9
2T K0 - X) + Ar Wi
2K - X) — A _
Cy = SK(L—X) + Ar (8.4.10)

Note that 'y + C» + Cq = 1. :

If observed inflow and outflow hydrographs are available for a river reach,
the values of K and X can be determined. Assuming various values of X and using
known values of the inflow and outflow, successive values of the numerator and
denominator of the following expression for K, derived from (8.4.5) and (8.4.6),
can be computed.

" 05 A1 + 1}) — (@j+1 + O]

XUje1 =4+ (1 = XHQj 41 — Q)

The computed values of the numerator and denominator are plotted for each

time interval, with the numerator on the vertical axis and the denominator on

the horizontal axis. This usually produces a graph in the form of a loop. The

value of X that produces a loop closest to a single line is taken to be the correct

value for the reach, and K, according to Eq. (8.4.11), is equal to the slope of

the line. Since K is the time required for the incremental flood wave to traverse

the reach. its value may also be estimated as the observed time of travel of peak
flow through the reach.

If observed inflow and outflow hydrographs are not available for determin-
ing K and X, their values may be estimated using the Muskingum-Cunge method
described in Sec. 9.7.

(8.4.11)

Example 8.4.1. The inflow hydrograph to a river reach is given in columns | and
2 of Table §.4.1. Determine the outflow hydrograph from this reach if K = 2.3 h,
X = 0.15. and Ar = | h. The initial outflow is 85 ft¥/s.

Solufion. Determine the coefficients €, Cs, and C 3 using Eqgs. (8.4.8) — (8.4.10):
@ 5 I —2(2.3)(0.1% _ 031
P23 -015+ 1 491

= 0.0631

G R

i

Az

\;;ﬁ;x“d»’?m :

e R S T D R N S
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1 + 2(2.3%0.15) 1.6
B, = Sl timrare = 222 = (.3442
- 4.91 4.91 b3
22.3)(1 —0.15 -1 2.91
C. = = S i,
! 4.91 o1 = 0%

Check to see that the sum of the coefficients €'}, C», and Cj; is equal to 1.

C, + Cy + Cy =0.0631 + 0.3442 + 0.5927 = 1.0000

For the first time interval, the outflow is determined using values for 1} an_d- [, from
Table 8.4.1, the initial outflow O, = 85 cfs, and Eqg. (8.4.7) with j = 14

Qr = Cilh + Cofy + C30

0.0631(137) + 0.3442(93) + 0.5927(85)
=8.6+32.0+ 504

= 9l cfs

as shown in columns (3) to (6) of Table 8.4.1. Computations for the following time
intervals use the same procedure with j = 2,3,. .. to produce the results shown
in Table 8.4.1. The inflow and outflow hydrographs are plotted in Fig. 8.4.2. It
can be seen that the outflow lags the inflow by approximately 2.3 h, which was the
value of K used in the computations and represents the travel time in the reach.

TABLE 8.4.1
Flow routing through a river reach by the Muskingum method

(Example 8.4.1).

Column: (1) (2) (3) (4) (5) (6)
Routing  Inflow Outflow
periodj [ Cilja Caf; G0, [0
(h) (cfs) (C, =0.0631) (C,=0.3442) (C;=0.5927) (cfs)

I 93 85
2 137 .6 32.0 50.4 91
3 208 13.1 47.2 54.0 114
4 320 20.2 71.6 67.7 159
5 442 27.9 110.1 94.5 233
6 546 34.5 152.1 137.8 324
7 630 39.8 187.9 192.3 420
8 678 42.8 216.8 248.9 509
9 691 43.6 233.4 301.4 578
10 675 42.6 237.8 342.8 623
11 634 40.0 2323 369.4 642
12 571 36.0 218.2 380.4 635
13 477 30.1 196.5 376.1 603
14 390 24.6 164.2 357.3 546
15 329 20.8 134.2 323.6 - 479
16 247 15.6 113.2 283.7 413
17 184 11.6 85.0 2445 341
18 134 8.5 63.3 202.2 274
19 108 6.8 46.1 162.4 215
20 S0 8id 37.2 127.6 170
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0 2 4 %6 8 1012 416 1820 Routing of flew through a river
Time (h) reach by the Muskingum method
o Inflow ¢ Qutflow (Example 8.4.1).

8.5 LINEAR RESERVOIR MODEL

A linear reservoir is one whose storage is linearly related to its output by a
storage constani k, which has the dimension of time because S is a volume while
Q 1s a flow rate.

S =kQ (8.5.1)
The linear reservoir model can be derived from the general hydrologic system
model [Eq. (7.1.6)] by letting M(D) = I and letting N(D) have a root of —I/k by
making N(D) = | + kD. It can be shown further that if, in Eq. (7.1.6), M(D) = |

and N(D) has n real roots —1/ky, —1/ky, . . ., —1/k,, the system described is a
cascade of n linear reservoirs in series, having storage constants ky, ks, . . ., ky,

al

Lz
i L | Hydrographs

FIGURE 8.5.1
Linear reservoirs in series.
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respectively. The concept of a linear reservoir was first introduced by Zoch (1934,
1936, 1937) in an analysis of the rainfall and runoff relationship. A single linear
reservoir is a simplified case of the Muskingum model with X = 0. The impulse,
pulse, and step response functions of a linear reservoir are plotted in Fig. 7.2.4.

Linear Reservoirs in Series

A watershed may be represented by a series of n identical linear reservoirs (Fig.
8.5.1) each having the same storage constant k (Nash, 1957). By routit £ a unit-
volume inflow through the n linear reservoirs, a mathematical model for the
instantaneous unit hydrograph (IUH) of the series can be derived. The impulse
response function of a linear reservoir was derived in Ex. (7.2.1) as u(t — 1) =
(1/k)exp [~ (¢ — 7)/k]. This will be the outflow from the first reservoir, and
constitutes the inflow to the second reservoir with 7 substituted for t — 7, that is
for the second reservoir I(t) = (1/k) exp (—7/k). The convolution integral (7.2.1)
gives the outflow from the second reservoir as

ga(f) = EI(T)u(t T
"1 1
_ DV e ik
L(k)e ke dr (8.5.2)
o
- kze Hk

This outflow is then used as the inflow to the third reservoir. Continuing this
procedure will yield the outflow g, from the n-th reservoir as

n—1
kl"(n)(é) ok (8.5.3)

where I'(n) = (n—1)! When # is not an integer, I'(n) can be interpolated from tables
of the gamma function (Abramowitz and Stegun, 1965). This equation expresses
the instantaneous unit hydrograph of the proposed model; mathematically, it is
a gamma probability distribution function. The integral of the right side of the
equation over ¢ from zero to infinity is equal to 1.

It can be shown that the first and second moments of the JUH about the
origin t = 0 are respectively

u(t) = ga(t) =

My = nk (8.5.4)
and :
My = n(n + DK* (8.5.5)

The first moment, M), represents the lag time of the centroid of the area under the
IUH. Applying the IUH in the convolution integral to relate the excess rainfall
hyetograph (ERH) to the direct runoff hydrograph (DRH), the principle of linearity

LR RS
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requires cach infinitesimal element of the ERH to yield its corresponding DRH
with the same lag time. In other words, the time difference between the centroids
of areas under the ERH and the DRH should be equal to M;.

By the method of moments, the values of k and n can be computed from a
given ERH and DRH, thus providing a simple but approximate calculation of the
IUH as expressed by Eq. (8.5.3). If M}, is the first moment of the ERH about the
time origin divided by the total effective rainfall, and M, is the first moment of
the DRH about the time origin divided by the total direct runoff, then

MQ *M.r = nk (856)

%
If M), is the second moment of the ERH about the time origin divided by the
total excess rainfall, and My, is the second moment of the DRH about the time
origin divided by the total direct runoff, it can be shown that

Mg — My, = n(n + DK* + 2nkM,, (8.5.7)

Since the values of My, Mg . My, and Mg, can be computed from given hydrologic
data, the values of » and k can be found using Eqgs. (8.5.6) and (8.3.7), thus
determining the IUH. It should be noted that the computed values of » and k may
vary somewhat even for small errors in the computed moments; for accuracy, a
small time interval and many significant figures must be used in the computation,

3()[_ ERH
v 220
Z 100 100
g | M-
% | 6h
: ; : e > 1(h)
3 9 15 21
Time
180
Lﬁi DRH
" 142
= C
=] |
= ' 79
=~
| e P38
| i |
o 1] ‘ ]‘ 13 4
T : T T T ; T T T — {(h)
3 9 15 21 27 33 39 45 51 57
Time

FIGURE 8.5.2
Excess rainfall hyetograph (ERH) and direct runoff hydrograph (DRH) for calculation of n and X in
a linear reservoir model (Example 8.5.1).
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Example 8.5.1. Given the ERH and the DRH shown in Figure 8.5.2, determine n
and k for the ITUH.

Solution. Determine the moments of the excess rainfall hyetograph and the direct
runoff hydrograph. Each block in the ERH and DRH has duration 6 h=6x3600 s =
21,600 s. The rainfall has been converted to units of m*s by multiplying by the
watershed area to be dimensionally consistent with the runoff. The sum of the
ordinates in the ERH and in the DRH is 700 m?s, so the area under each,graph
=700 ¥ 6 = 4200 (m%/s)-h. A

P=i

E

1

M Z incremental area X moment arm
e
total area

=—100><3+3 X 9 + + x 21
4200[ 00 X 9 + 200 x 15 + 100 x 21]

11.57h

The second moment of area is calculated using the parallel axis theorem.

1l

M, = Z[incremen[al area X (moment arm)’]
+ Z [second moment about centroid of each increment]}/total area

6[100 x 3% 4+ 300 x 9% 4+ 200 x 152 + 100 % 217

4200{
1
+ 563[100 + 300 4+ 200 + 100]}

166.3 h*

I

By a similar calculation for the direct runoff hydrograph

Mg, = 28.25h
= 882.8h?
Solve for nk using (8.5.6):
nk = Mg, — M,
= 28.25 - 11.57
= 16.68
Solve for n and & using (8.5.7):
Mg, = My, = n(n + DK + 2nkM,;,

e+ ok Xk + 2nkM;,
Hence
882.8 — 166.3 = (16.68)> + 16.68k + 2 x 16.68 x 11.57

and solving yields
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k=314h
Thus

16.68
n= ———

k
_16.68

3.14

= 5.31

These values oﬁﬁ and & can be substituted into Eq. (8.5.3) to determine the IUH
of this watershed. By using the methods described in Sec. 7.2, the corresponding
unit hydrograph can be determined for a specified rainfall duration.

Composite Models

In hydrologic modeling, linear reservoirs may also be linked in parallel. Linear
reservoirs may be used to model subsurface water in a saturated phase (Krai-
jenhoff van der Leur, 1958), as well as surface water problems. Diskin et al.
(1978) presented a parallel cascade model for urban watersheds. The input to the
model is the total rainfall hyetograph, which feeds two parallel cascades of linear
reservoirs. for the impervious and pervious areas of the watershed, respectively.
Separate excess rainfall hyetographs are determined for the impervious and per-
vious areas, and used as input to the two cascades of linear reservoirs.

Linear reservoirs in series and parallel may be combined to model a hydro-
logic system. The use of linear reservoirs in series represents the storage effect
of a hydrologic system, resulting in a time shift of nk between the centroid of the
inflow and that of the outflow as given by Eq. (8.5.6). A linear channel is an
idealized channel in which the time required to translate a discharge through the
channel is constant (Chow, 1964). To model the combined effect of storage and
translation. the linear reservoir may be used jointly with a linear channel. Other
more elaborate composite models have been proposed. Dooge (1959) suggested
a series of alternating linear channels and linear reservoirs. For this model, the
drainage arca of a watershed is divided into a number of subareas, by isochrones,
which are lines of constant travel time to the watershed outlet. Each subarea is
represented by a linear channel in series with a linear reservoir. The outflow
from the linecar channel is represented by the portion of a time-area diagram cor-
responding to the subarea. This outflow, together with outflow from the preceding
subareas. serves as the inflow to the linear reservoir.

Randomized linear reservoir models have also been developed, in which the
storage constant £ is related to the Horton stream order (Sec. 5.8) of the subarea
being drained. By considering the network of streams draining a watershed as
being a random combination of linear reservoirs, with the mechanism of the
combination being governed by Horton's stream ordering laws, it is possible
to develop a gecomorphic instantaneous unit hydrograph, the shape of which is
related to the stream pattern of the watershed (Boyd, et al., 1979; Rodriguez-
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[rurbe, and Valdes, 1979; Gupta, et al., 1980; Gupta, Rodriguez-lturbe, and
Wood, 1986).
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PROBLEMS

8.2.1 Storage vs. outflow characteristics for a proposed reservoir are given below.
Calculate the storage-outflow function 25/Ar + O vs. Q for each of the tabulated
values if Ar = 2 h. Plot a graph of the storage-outflow function.

Storage (10° m?) 75 81 87.5 100 110.2
Outflow (m?/s) 57 227 519 1330 2270

8.2.2  Use the level pool routing method to route the hydrograph given below through the t
reservoir whose storage-outflow characteristics are given in Prob. 8.2.1. What is ;
the maximum reservoir discharge and storage? Assume that the reservoir initially
contains 75 x 10 m? of storage.

Time (h) 0 2 4 6 8 10 12 14 16 18
Inflow (m¥sec) 60 100 232 300 520 1,310 1,930 1,460 930 650




CHAPTER

DISTRIBUTED
FLOW °
ROUTING

The flow of water through the soil and stream channels of a watershed is a
distributed process because the flow rate, velocity, and depth vary in space
throughout the watershed. Estimates of the flow rate or water level at important
locations in the channel system can be obtained using a distributed flow routing
model. This type of model is based on partial differential equations (the Saint-
Venant cquations for one-dimensional flow) that allow the flow rate and water
level to be computed as functions of space and time, rather than of time alone as
in the lumped models described in Chaps. 7 and 8.

The computation of flood water level is needed because this level delineates
the flood plain and determines the required height of structures such as bridges
and levees; the computation of flood flow rate is also important; first, because the
flow rate determines the water level, and second, because the design of any flood
storage structure such as a detention pond or reservoir requires an estimate of
its inflow hydrograph. The alternative to using a distributed flow routing model
is to use a lumped model to calculate the flow rate at the desired location, then
compute the corresponding water level by assuming steady nonuniform flow along
the channel at the site. The advantage of a distributed flow routing model over this
alternative is that the distributed model computes the flow rate and water level
simultaneously instead of separately, so that the model more closely approximates
the actual unsteady nonuniform nature of flow propagation in a channel.

Distributed flow routing models can be used to describe the transformation
of storm rainfall into runoff over a watershed to produce a flow hydrograph for the
watershed outlet, and then to take this hydrograph as input at the upstream end of
a river or pipe system and route it to the downstream end. Distributed models can
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also be used for routing low flows, such as irrigation water deliveries through a
canal or river system. The true flow process in either of these applications ve;ries
in all three space dimensions; for example, the velocity in a river varies along
the river, across it, and also from the water surface to the river bed. However,
for many practical purposes, the spatial variation in velocity across the channel
and with respect to the depth can be ignored, so that the flow process can be
approximated as varying in only one space dimension—along the flow channel,
or in the direction of flow. The Saint-Venant equations, first developed-by Barre
de Saint-Venant in 1871, describe one-dimensional unsteady open chanhel ‘flow,
which is applicable in this case. g

9.1 SAINT-VENANT EQUATIONS

The following assumptions are necessary for derivation of the Saint-Venant equa-
tions:

1. The flow is one-dimensional; depth and velocity vary only in the longitudinal
direction of the channel. This implies that the velocity is constant and the water
surface is horizontal across any section perpendicular to the longitudinal axis.

2, Flow is assumed to vary gradually along the channel so that hydrostatic
pressure prevails and vertical accelerations can be neglected (Chow, 1959).

3. The longitudinal axis of the channel is approximated as a straight line.

4. The bottom slope of the channel is small and the channel bed is fixed; that is,
the effects of scour and deposition are negligible.

5. Resilstancg coefficients for steady uniform turbulent flow are applicable so that
relationships such as Manning’s equation can be used to describe resistance
effects.

6. The fluid is incompressible and of constant density throughout the flow.

Continuity Equation

The continuity equation for an unsteady variable-density flow through a control
volume can be written as in Eq. (2.2.1):

d
0= EJIdeV-&- JJpV-dA (9.1.1)

C.5.

Consider an elemental control volume of length dx in a channel. Fig. 9.1.1
shows three views of the control volume: (@) an elevation view from the side, (b)
aplan view from above, and (c) a channel cross section. The inflow to the control
volume is the sum of the flow () entering the control volume at the upstream end
of the channel and the lateral inflow g entering the control volume as a distributed
flow along the side of the channel. The dimensions of g are those of flow per

1l-mt]t length of channel, so the rate of lateral inflow is gdx and the mass inflow
ate is
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(@) Elevation view,

m (k) Plan view,

{ ¢y Cross section.

FIGURE 9.1.1
An eiemental reach of channel for derivation of the Saint-Venant equations.

J‘JpV'dA = —p(Q + gdx) (9.1.2)

inlet

This is negative because inflows are considered to be negative in the Reynolds

theorem. The mass outflow from the control volume is

Hpv-dA = p(Q 4 %%dx) (9.1.3)

outlet

transport
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where 60/ dx is the rate of change of channel flow with distance. The volume of
the channel element is A dx, where A is the average cross-sectiondl area, so the
rate of change of mass stored within the control volume is

d f f f HpAdx)
i pdV = — (9.1.4)

where.thelpanial derivative is used because the control volume js defiped to be
fixed in size (though the water level may vary within it). The pet outflow of
?;aisslf)r'om the control volume is found by substituting Eqs. (9.1.2) to (%1.4) into

HpAdx)

ar - pQ + gdx) +p(Q+ a;—fa[x):() (9.1.5)

Assuming the fluid density p is constant, (9.1.5) is simplified by dividing through
?y pdx and rearranging to produce the conservation form of the continuity equa-
100,

4 dA
2 (9.1.6)

which ils applicable at a channel cross section. This equation 75 valid for a
prismatic ot a nonprismatic channel; a prismatic channel is one in wjich the cross-
sectional shape does not vary along the channel and the bed slope i$ constant.

. For some methods of solving the Saint-Venant equations, the onconserva-
tion form of the conFinuity_equation is used, in which the ave,rage flow velocity
]13/1?i a _dependent va.nab}e, instead of Q _This form of the continuity equation can

?f eﬁlved for a unit Wlldth of flow within the channel, neglecting jateral inflow.
3?[00(9?Y2)}:0r a unit width of flow A = yx 1 =y and Q = VA = Vy. Substituting

L N
o + o 0 (9.1.7)
or
% av
V_ + y— —_ =
o P = i (9.1.8)

Momentum Equation

Newton’ : : :
ton’s second law is written in the form of Reynold’s transport theorem as in

Eq. (2.4.1):
d
iF = ;rfffvpdv+ jJVpV-dA (9.1.9)

C.5.

Thi .
his states that the sum of the forces applied is equal to the rate Of change of
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momentum stored within the control volume plus the net outflow of momentum
across the control surface. This equation, in the form XF = 0, was applied to
steady uniform flow in an open channel in Chap. 2. Here, unsteady nonuniform

flow is considered.

FORCES. There are five forces acting on the control volume:
SFE Fy of Fpob By % Fy .8 (9.1.10)

where F, is the gravity force along the channel due to the weight of the water
in the control vome, F; is the friction force along the bottom and sides of
the control volume, F. is the contraction/expansion force produced by abrupt
changes in the channel cross section, F,, 1s the wind shear force on the water
surface, and F, is the unbalanced pressure force [see Fig. 9.1.1 (b)]. Each of
these five forces is evaluated in the following paragraphs.

Gravity. The volume of fluid in the control volume is A dx and its weight is pgA
dx. For a small angle of channel inclination 6, S, = sinf and the gravity force
is given by

F, = pgAdxsin § = pgAS,dx (9.1.11)

where the channel bottom slope §, equals —dz/dx.

Friction. Frictional forces created by the shear stress along the bottom and sides
of the control volume are given by —1oPdx, where 7g is the bed shear stress and
P is the wetted perimeter. From Eq. (2.4.9), 1o = YRSy = pg(A/P)Sy, hence the
friction force is written as

Fr= —pgASydx (9.1.12)

where the friction slope Sy is derived from resistance equations such as Manning’s
equation.

Contraction/expansion. Abrupt contraction or expansion of the channel causes
energy loss through eddy motion. Such losses are similar to minor losses in a
pipe system. The magnitude of eddy losses is related to the change in velocity

head V2/2g = (Q/A)¥2g through the length of channel causing the losses. The -

drag forces creating these eddy losses are given by

F. = —pgAS, dx (9.1.13)
where S, is the eddy loss slope '
/A
§, e DullA), 9.1.14)
20 o

in which K, is the nondimensional expansion or contraction coefficient, negative
for channel expansion [where HQ/A)Y dx is negative] and positive for channel
contraction.
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wind Shear. The wind shear force is caused by frictional resistance of wind
against the free surface of the water and is given by

Fyn = 7,Bdx (9.1.15)

where 7, is the wind shear stress. The shear stress of a boundary on a fluid may
be written in general as
=TT - (9.1.16)
v

where V; is the velocity of the fluid relative to the boundary, the notatiog!|V,|V,
is used so that 7, will act opposite to the direction of V,, and C r1is a shear stress
coefficient. As shown in Fig. 9.1.1(b), the average water velocity is /A, and the
wind velocity is V,, in a direction at angle w to the water velocity, so the velocity
of the water relative to the air is

V., = % — Vycosw (9.1.17)
The wind force is, from above,
e —pCy|Vi|V;Bdx
2
=—WBpdx (9.1.18)

wherfa th? wind shear_- factor Wy equals C/|V,|V,/2. Note that from this equation
the direction of the wind force will be opposite to the direction of the water flow.

Pressure. Referring to Fig. 9.1.1(b), the unbalanced pressure force is the resul-
tant of the hydrostatic force on the left side of the control volume, Fp;, the
hydrostatic force on the right side of the control volume, F pr- and the pressure
force exerted by the banks on the control volume, F Bh

By =Fy—Fpe + Fpp (9.1.19)

As shown in Fig. 9.1.1(c), an element of fluid of thickness dw at elevation
w from the bottom of the channel is immersed at depth y — w, so the hydrostatic
pressure on the element is pg(y — w) and the hydrostatic force is pg(y — w)b dw,
where & is the width of the element across the channel. Hence, the total hydrostatic
force on the left end of the control volume is

Fp :J:pg(y—w)bdw (9.1.20)
The hydrostatic force on the right end of the control volume is

OF )

Fop = |Fpy + —£
» ( ot = dx (9.1.21)

where 9F,/dx is determined using the Leibnitz rule for differentiation of an
Infegral (Abramowitz and Stegun, 1972):
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dF o J‘ ay f ab 1
i —bdw + ) — w)—dw _ 2
o o P85 B 0,080 w) PR ;. - 2 A (9.1.28)

(9.1.22)
where v is the velocity through a small element of area dA in the channel cross

section. The value of B ranges from 1.01 for straight prismatic channels to 1.33
for river valleys with floodplains (Chow, 1959; Henderson, 1966).
The momentum leaving the control volume is
©.1129)

JVpV-dA = p[,BVQ + égﬂ@ja’x}
dx i

outlet &

Jy 7 ab
= A—=+f ) — w)—dw
peA— Upgo ”)ax“

because A = ng dw. The force due to the banks is related to the rate of change
in width of the channel, db/dx, through the element dx as

¥ ab
Fpp = pg(ly — w)—dw | dx (9.1.23)
. 0 dx

Substituting Bq. (9.1.21) into (9.1.19) gives The net outflow of momentum across the control surface is the sum of (9.1.27)

and (9.1.29):

oF
FP:FP{ (Fp[ + ﬁdx} o F',;h

JJR*V“A:‘MBW3+waﬂI+P[m@+-ﬂ%%ﬁﬁ
S T a (9.1.30)
P+ e (9.1.24) N [Bw . é’i%lf@} )

Now substituting Egs. (9.1.22) and (9.1.23) into (9.1.24) and simplifying gives

Momentum storage. The time rate of change of momentum stored in the control
volume is found by using the fact that the volume of the elemental channel is A
dx, so its momentum is pA dx V, or pQdx, and then

£ foer- 2
=+ Vpdy = p==d (9.1.31)

After substituting the force terms from (9.1.26), and the momentum terms from
(9.1.30) and (9.1.31) into the momentum equation (9.1.9), it reads

ay
F,= —pgA—d 1.
p pg axx (9.1.25)

The sum of the five forces in Eq. (9.1.10) can be expressed, after substi-
wting (9.1.11), (9.1.12), (9.1.13), (9.1.18), and (9.1.25), as

SF = pgAS,dx — pgASsdx — pgAS.dx — WBpdx — pgA%dx (9.1.26)

MOMENTUM. The two momentum terms on the right-hand side of Eq. (9.1.9)
represent the rate of change of storage of momentum in the control volume, and
the net outflow of momentum across the control surface, respectively. pgASydx — pgAS;dx — pgAS. dx — WBpdx — pgA?dx
X
Net momentum outflow, The mass inflow rate to the control volume [Eq.
(9.1.2)] is —p(Q + gdx), representing both stream inflow and lateral inflow.
The corresponding momenturn is computed by multiplying the two mass inflow
rates by their respective velocities and a momentum correction factor 3:

BV d
= —p[ﬁvx _ ABVO) Q)] dx + p—Q dx (9.1.32)
ox ot
Dividing through by pdx, replacing V with /A, and rearranging produces the
conservation form of the momentum equation:

9Q , ABR*A)
ot ox

JJ'VpV-dA = —plBVQ + Bvgdx) (9.1.27)

mlet

+ gA

% ~ S, + Sp + Se)— Bavy + WB =0 (9.1.33)

where pBV (2 is the momentum entering from the upstream end of the channel,
and pfv,qdx is the momentum entering the main channel with the lateral inflow,
which has a velocity v, in the x direction. The term 3 is known as the momentum
coefficient or Boussinesq coefficient; it accounts for the nonuniform distribution
of velocity at a channel cross section in computing the momentum. The value of
B is given by

The depth y in Eq. (9.1.33) can be replaced by the water surface ¢levation h,
using [see Fig. 9.1.1(a)]:

s 9 g 9.1.34)

where 7 is the elevation of the channel bottom above a datum such as mean sea
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level. The derivative of Eq. (9.1.34) with respect to the longitudinal distance x
along the channel is

dh ay az

—_ = = 4 — )

ax ax ax 9.1.35)
But dz/ox = —8§,, so

oh ay

— == === 9.1 i3

ax ax (9-1.36)

The mementum eguation can now be expressed in terms of i by using (9.1.36)
in (9.1.33):

0 ABOMA (Gh
L B[ Gt St WE=0  O.L3)

g X

The Saint-Venant equations, (9.1.6) for continuity and (9.1.37) for momen-
tum, are the governing equations for one-dimensional, unsteady flow in an open
channel. The use of the terms §; and §, in (9.1.37), which represent the rate
of energy loss as the flow passes through the channel, illustrates the close rela-
tionship between energy and momentum considerations in describing the flow,
Strelkoff (1969) showed that the momentum equation for the Saint-Venant equa-
tions can aiso be derived from energy principles, rather than by using Newton’s
second law as presented here.

The nonconservation form of the momentum equation can be derived in 2
similar manner to the nonconservation form of the continuity equation. Neglecting
eddy losses, wind shear effect, and lateral inflow, the nonconservation form of
the momentum equation for a unit width in the flow is

av av

ay )
—+vﬁ+(—750+s =0 1.38
a o Hla f) ©.1.38)

9.2 CLASSIFICATION OF DISTRIBUTED ROUTING
MODELS

The Saint-Venant equations have various simplified forms, each defining a one-

dimensional distributed routing model. Variations of Egs. (9.1.6) and (9.1.37) in

conservation and nonconservation forms, neglecting lateral inflow, wind shear,

and eddy losses, are used to define various one-dimensional distributed routing

models as shown in Table 9.2.1.

The momentum equation consists of terms for the physical processes that
govern the flow momentum. These terms are: the local acceleration term, which
describes the change in momentum due to the change in velocity over time, the
convective acceleration term, which describes the change in momentum due to
change in velocity along the channel, the pressure force term, proportional to the
change in the water depth along the channel, the gravity force term. proportional
to the bed slope S,. and the friction force term, proportional to the friction slope
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TABLE 9.2.1 o
Summary of the Saint-Venant equations*

Continuity equation

Conservation form 90 " A -
ox ar
Nonconservation form VEX g yc?_V + oy s o
o Tax -4 14
Momentum equation d f

Conservation form

190 14(2 &y - B
Aa T Amla] T &a £(S, 55 =0
Local Convective Pressure Gravity Eriction
acceleration acceleration force force force
term term term toin .

Nonconservation form (unit width element)

& ¥ g2 - s, - sy =0

Kinematic wave
! Diffusion wave

} — Dynamic wave

* Neglecting lateral inflow, wind shear, and eddy losses, and assuming § = 1.

Sy. The local and convective acceleration terms represent the effect of inertial
forces on the flow.

When the water level or flow rate is changed at a particular point in
a channel carrying a subcritical flow, the effects of these changes propagate
back upstream. These backwater effects can be incorporated into distributed
routing methods through the local acceleration, convective acceleration, and
pressure terms. Lumped routing methods may not perform well in simulating
the flow conditions when backwater effects are significant and the river slope is
mild, because these methods have no hydraulic mechanisms to describe upstream
propagation of changes in flow momentum.

As shown in Table 9.2.1, alternative distributed flow routing models are
produced by using the full continuity equation while eliminating some terms of the
momentum equation. The simplest distributed model is the kinematic wave model,
_Which neglects the local acceleration, convective acceleration, and pressure terms
in the momentum equation; that is, it assumes §, = Sy and the friction and
gravity forces balance each other. The diffusion wave model neglects the local
and convective acceleration terms but incorporates the pressure term. The dynamic
11"ave.mode[ considers all the acceleration and pressure terms in the momentum
equation.

The momentum equation can also be written in forms that take into account
whether the flow is steady or unsteady, and uniform or nonuniform, as shown
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in Egs. (9.2.1). In the continuity equation, dA/dr = O for a steady flow, and the
lateral inflow g is zero for a uniform flow.
Conservation form:

1 00 1 HQYA)

_y _
Aot gA ax ox TS =% (9.2.1a)

Nonconservation form:

146V Vav

_9y s
rg ot g ox o T Se =3y

(9.2.1h)
| Steady, uniform flow
| Steady, nonuniform flow
I Unsteady, nonuniform flow

9.3 WAVE MOTION

Kinematic waves govern flow when inertial and pressure forces are not important.
Dynamic waves govern flow when these forces are important, such as in the
movement of a large flood wave in a wide river. In a kinematic wave, the gravity
and friction forces are balanced, so the flow does not accelerate appreciably.
Fig. 9.3.1 illustrates the difference between kinematic and dynamic wave motion
within a differential element from the viewpoint of a stationary observer on the

d.
N L 2 /I 3
f— —
‘ il s /\ (
Stationary
observer
r=3ar —=2 \ 1 =3A1 >
r=281 b—X I =2Ar =
r=ar —~2 7 1 =Ar =
- i 7
=4 e 7 =0 rores 7777,
dx dx
‘-/"ﬂ

Observer sees this for
dynamic wave

FIGURE 9.3.1

Observer sees this for
kinematic wave

Kinematic and dynamic waves in a short reach of channel as seen by a stationary observer.
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river bank. For a kinematic wave, the energy grade line is parallel to the channel
hottomn and the flow is steady and uniform (S, = §) within the differential length,
while for a dynamic wave the energy grade line and water surface elevation are
not parallel to the bed, even within a differential element.

Kinematic Wave Celerity

A wave is a variation in a flow, such as a change in flow rate or water S‘Qrface

elevation, and the wave celerity is the velocity with which this variation gavels
along the channel. The celerity depends on the type of wave being considered
and may be quite different from the water velocity. For a kinematic wave the
acceleration and pressure terms in the momentum equation are negligible, so the
wave motion is described principally by the equation of continuity. The name
kinematic is thus applicable, as kinematics refers to the study of motion exclusive
of the influence of mass and force; in dynamics these quantities are included.
The kinematic wave model is defined by the following equations.

Continuity:
0  JA
-+ — = 9.3.1
ox at o ( )
Momentum:
Se = 8¢ (9:3:2)
The momentum equation can also be expressed in the form
A= a0f (9.3.3)
For example, Manning’s equation written with §, = Sy and R = A/P is
1.498)72
= WA (9.3.4)
which can be solved for A as
135
23
A= o (9.3.5)
1.49./S,

s0 a = [nP¥3/(1.49/5,)]%% and 8 = 0.6 in this case.
Equation (9.3.1) contains two dependent variables, A and Q, but A can be
eliminated by differentiating (9.3.3):
A _

— = aﬁgﬁ‘l(%?) . (936

and substituting for dA/dr in (9.3.1) to give

9Q p-1] 92\ _
= + aBQ ((?t) q (9.3.7)

i
|
¥
T
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Kinematic waves result from changes in Q. An increment in flow, dQ, can
be written as

_ 9 )
dQ = ~Zdx + “=dr (9.3.8)

Dividing through by dx and rearranging produces:

00, dri0 _ dg
. ax dx at dx

Equations (9.3.7) #hd (9.3.9) are identical if

9.3.9)

dg
g q (9.3.10)
and
. . (9.3.11
dt apQpf-! welbl]
Differentiating Eq. (9.3.3) and rearranging gives
agQ 1
cic < 7
dA  apof-| (9.3.12)
and by comparing (9.3.11) and (9.3.12), it can be seen that
dx _ dQ
4 dA (9.3.13)
or
_ 40 _ dx
cp=e =5 (9.3.14)

where ¢, is the kinematic wave celerity. This implies that an observer moving
at a velocity duodr =c; with the flow would see the flow rate Increasing at
a rate of dQidx =q. If ¢ =0, the observer would see a constant discharge.
Egs. (9.3.10) and (9.3.14) are the characteristic equations for a kinematic wave,
two ordinary differential equations that are mathematically equivalent to the
governing continuity and momentum equations.

The kinematic wave celerity can also be expressed in terms of the depth y
as

- 440

= A5
B dy (9.3.15)

Ck

where dA = Bdy.
Both kinematic and dynamic wave motion are present in natural flood
waves. In many cases the channel slope dominates in the momentum equation
(9.2.1): therefore. most of a flood wave moves as a kinematic wave. Lighthill
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and Whitham (1955) proved that the velocity of the main part of a natural flood
wave approximates that of a kinematic wave. If the other momentum terms [dV/ o,
WdVidx), and (1/g)dy/dx] are not negligible, then a dynamic wave front exists
which can propagate both upstream and downstream from the main body of the
flood wave, as shown in Fig. 9.3.2. Miller (1984) summarizes several criteria
for determining when the kinematic wave approximation is applicable, but there
is no single, universal criterion for making this decision.

As previously shown, if a wave is kinematic (§; = §,) the kinemaﬁc ‘x.rave
celerity varies with dQ/dA. For Manning's equation, wave celerity incgeases
as () increases. As a result, the kinematic wave theoretically should advance
downstream with its rising limb getting steeper. However, the wave does not
get longer, or attenuate, so it does not subside, and the flood peak stays at
the same maximum depth. As the wave becomes steeper the other momentum
equation terms become more important and introduce dispersion and attenuation.
The celerity of a flood wave departs from the kinematic wave celerity because
the discharge is not a function of depth alone, and, at the wave crest, @ and y
do not remain constant.

Lighthill and Whitham (1955) illustrated that the profile of a wave front can
be determined by combining the Chezy equation (2.5.5)

Q = CAVRS; (9.3.16)

with the momentum equation (9.2.15) to produce

gy VoV 14V
=CA /RS, —————— —— 9.3.17
g=c \/ (SO ox gox gt ( )

in which C is the Chezy coefficient and R is the hydraulic radius,

Dynamic Wave Celerity

The dynamic wave celerity can be found by developing the characteristic equa-
tions for the Saint-Venant equations. Beginning with the nonconservation form of

Main body of flood wave
kinematic in nature

Dynamic wave
moving upstream and \’

i Dynamic wave
rapidly attenuating

o moving downstream and
rapidly atlenuating

FIGURE 9.3.2
Motion of a flood wave.
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the Saint-Venant equations (Table 9.2.1), it may be shown that the corresponding
characteristic equations are (Henderson, 1966):

dx
— = V& 9.3,
& Cq ( 18]
and
d )
d_r(Vi 2cq) = g(§, — §p) (9.3.19)

in which ¢, is thesdynamic wave celerity, given for a rectangular channel by
ca = gy (9.3.20)

where v is the depth of flow. For a channel of arbitrary cross section, ¢, =
\'gA/B. This celerity ¢, measures the velocity of a dynamic wave with respect
to still water. As shown in Fig. 9.3.2, in moving water there are two dynamic
waves. one proceeding upstream with velocity ¥V — ¢, and the other proceeding
downstream with velocity V +c 4. For the upstream wave to move up the channel
requires V < ¢y, or, equivalently, that the flow be subcritical, since V = Vay is
the critical velocity of a rectangular, open-channel flow.

Example 9.3.1. A rectangular channel is 200 feet wide, has bed slope 1 percent
and Manning roughness 0.035. Calculate the water velocity V. the kinematic and
dynamic wave celerities ¢4 and ¢4, and the velocity of propagation of dynamic
waves V= ¢y at a point in the channel where the flow rate is 5000 cfs.

Solution. Manning's equation with R = y, §, = §, and channel width B is written

Q 1. 4951!’2ARJ3
_L 49S”2(B PR
which is solved for y as
Y35
nQ
A S
1.495Y2B

| 0.035 x 5000 °
~\1.49 % 0.012 x 200

=2.80 ft
Hence, the water velocity is
_ 3000
200 x 2.89
= 8.65 ft/s
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The kinematic wave celerity ¢y is given by (9.3.15):

1
£ = dQ
de
12
1d 1.495.“B -
= By ¥
Bd}' n
12 8 4
1.495 5 ! 4;
= ~y &
n 3 e

1.49 x 0.01Y2 x 5 x (2.89)%3
0.035 x 3

14.4 fu/s

Il

The dynamic wave celerity is

i
ca =gy

=+/32.2 % 2.89

=9.65 ft/s
The velocity of propagation of the upstream dynamic wave is
V—cy;=8.65-9.65=—1.0ft/s
and that of the downstream dynamic wave is
V+ecyg =8.65+ 9.65 = 18.3 ft/s

In interpreting these results with Fig. 9.3.2, it can be seen that a flood wave traveling
at the kinematic wave celerity (14.4 ft/s) will move down the channel faster than
the water velocity (8.65 ft/s), while the dynamic waves move upstream (—1.0 ft/s}
and downstream (18.3 ft/s) at the same time.

In the event that the approximation S, = S is not valid, the various velocities
and celerities can be determined using the full momentum equation to describe Sy
as in Eq. (9.3.17).

9.4 ANALYTICAL SOLUTION OF THE
KINEMATIC WAVE

The solution of the kinematic wave equations specifies the distribution of the flow
as a function of distance x along the channel and time ¢. The solution may be
obtained numerically by using finite difference approximations to Eq. (9.3.7), or
analytically by solving simultaneously the characteristic equations (9.3.10) and
(9.3.14). In this section the analytical method is presented for the special case
when lateral inflow is negligible; numerical solution is discussed in Sec. 9.6.
The solution for Q(x,r) requires knowledge of the initial condition Q(x,0),
or the value of the flow along the channel at the beginning of the calculations, and
the boundary condition Q(0.,1), the inflow hydrograph at the upstream end of the
channel. The obiective is to determine the outflow hvdrogranh at the downstream

o
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end of the channel, O(L, 1), as a function of the inflow hydrograph, any latera]
flow occurring along the sides of the channel, and the dynamics of flow in the
channel as expressed by the kinematic wave equations.

If the lateral flow is neglected, (9.3.10) reduces to dQ/dx =0, or 0 =a
constant. Thus, if the flow rate is known at a point in time and space, this flow
value can be propagated along the channel at the kinematic wave celerity, as

given by

dQ _ dx
(e A = ? (9.4.1)

+

The solution can be visualized on an x—¢ plane, as shown in Fig. 9.4.1(b),
where distunce is plotted on the horizontal axis, and time on the vertical axis.
Each point in the x— plane has a value of @ associated with it, which is the
flow rate at that location along the channel, at that point in time. These values
of @ mayv he thought of as being plotted on an axis coming out of the page
perpendicular to the x—f plane. In particular, the inflow hydrograph Q(0, 1) is
shown in Fig. 9.4.1(a) folded down to the left, and the outflow hydrograph Q(L, 1)
is shown in Fig 9.4.1(c) folded down to the right of the x—¢ plane. These two

Lal (h) ()

Inflow hydrograph v -1 plane Outflow hydrograph
|
Time |
I
|
Time (min) I Time (min)
' — 140 - | 1404
i ~-120 / 1204
}mu*/{ 100
L 80 / 80
T |
S R— o 60
| |
i—4o = L 401
|
’:30 | 20
|
0 0
0 0 L 0
Flow rate Distance x Flow rate
(cfs. thousands) (cls, thousands)

FIGURE $.4.1

Kinematic wave routing of a flow hydrograph thsough a channel reach of length L using propagation
of the flow along characteristic lines in the x— plane. If flow rate were plotted on a third axis,
perpendicular to the x—f plane (b), then the inflow hydrograph (a) is the variation of flow through
time at x = 0 folded down to the left of the x— plane: the outflow hydrograph (¢) is the variation
of flow rate through time at x = L and is folded down to the right of the x—r plane in the figure.
The dashed lines indicate the propogation of specific flow rates along characteristic lines in the x—f
plane.
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nvdrographs are connected by the characteristic lines shown in part (b) of the
ﬂjg_u;‘ﬁ. The equations for these lines are found by solving (9.4.1):

i !
J dx = f cpdt
0 L,

X = clt — 1) - 9.4.2)

so the time at which a discharge ( entering a channel of length L at time#, will
appear at the outlet is

or

E Sly o o= {9.4.3)

The slope of the characteristic line is ¢, = dQ/dA for the particular value
of flow rate being considered. The lines shown in Fig. 9.4.1(b) are straight
because ¢ = 0, and @ is constant aloag them. If ¢ = 0, @ and ¢, vary along the
characteristic lines, which then become curved.

Rainfall-runoff Process

The kinematic wave method has been applied to describe flow over planes, as a
model of the rainfall-runoff process. In this application the lateral flow is equal
to the difference between the rates of rainfall and infiltration, and the channel
flow is taken to be flow per unit width of plane. The characteristic equations can
be solved analytically to simulate the outflow hydrograph in response to rainfall
of a specified duration. By accumulating the flow from many such planes laid
out over a watershed, an approximate model can be developed for the conversion
of rainfall into streamflow at the watershed outlet.

The kinematic wave model of the rainfall-runoff process offers the advan-
tage over the unit hydrograph method that it is a solution of the physical equa-
tions governing the surface flow, but the solution is only for one-dimensional
flow, whereas the actual watershed surface flow is two-dimensional as the water
follows the land surface contour. As a consequence, the kinematic wave param-
eters, such as Manning’s roughness coefficient, must be adjusted to produce a
realistic outflow hydrograph. Eagleson (1970), Overton and Meadows (1976),
and Stephenson and Meadows (1986) present detailed information on kinematic
wave models for the rainfall-runoff process.

Example 9.4.1. A 200-foot-wide rectangular channel is 15,000 feet long, has a
bed slope of 1 percent, and a Manning’s roughness factor of 0.035. The inflow
hydrograph to the channel is given in columns 1 and 2 of Table 9.4.1. Calculate
the outflow hydrograph by analytical solution of the kinematic wave equations.

Solution. The kinematic wave celerity for a given value of the flow rate is calculated
in the same manner as shown in Example 9.3.1, where it was shown that for this
channel, ¢, = 14.4 ft/s for Q = 5000 cfs. The corresponding values for the other flow
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TABLE 9.4.1
Routing of a flow hydrograph by analytical solution of the

kinematic wave (Example 9.4.1),

Column: 1 2 3 4 5
Inflow Inflow Kinematic Travel Qutflow*
Time Rate wave time time

celerity

{min) (cfs) (ft/s) (min) (min)
4] 2000 10.0 25.1 25.1
12 ' 2000 10.0 25.1 37.1
24 ¥ 3000 11.7 21.3 453
36 4000 3.2 19.0 55.0
48 5000 14.4 17.4 65.4
60 6000 155 16.1 76.1
72 5000 4.4 17.4 89.4
84 4000 13.2 19.0 103.0
96 3000 11.7 21.3 117.3
108 2000 10.0 25.1 133.1
120 2000 10.0 251 145.1

*Qutflow time = Inflow time + Travel time.

rates on the inflow hydrograph are shown in column 3 of Table 9.4.1. The travel
time through a reach of length L is L/c, so for L = 15,000 ft and cp= 14.4 ft/s,
the travel time is 15,000/14.4 = 1042 s = 17.4 min, as shown in column 4 of the
table. The time when this discharge on the rising limb of the hydrograph will arrive
at the outlet of the channel is, by Eq. (9.4.3)r=¢,+ L/c, =48 + 17.4=65.4 min,
as shown in column 5. The inflow and outflow hydrographs for this example are
plotted in Fig. 9.4.1. It can be seen that the kinematic wave is a wave of translation
without attenuation; the maximum discharge of 6000 cfs is undiminished by passage
through the channel.

9.5 FINITE-DIFFERENCE APPROXIMATIONS

The Saint-Venant equations for distributed routing are not amenable to analyti-
cal solution except in a few special simple cases. They are partial differential
equations that, in general, must be solved using numerical methods. Methods
for solving partial differential equations may be classified as direct numerical
methods and characteristic methods. Tn direct methods, finite-difference equa-
tions are formulated from the original partial differential equations for continuity
and momentum. Solutions for the flow rate and water surface elevation are then
obtained for incremental times and distances along the stream or river. In charac-
teristic methods, the partial differential equations are first transformed to a char-
acteristic form, and the characteristic equations are solved analytically, as shown
previously for the kinematic wave, or by using a finite-difference representation.

In numerical methods for solving partial differential equations, the calcula-
tions are performed on a grid placed over the x— plane. The x— grid is a network
of points defined by taking distance increments of length Ax and time increments
of duration Az, As shown in Fig. 9.5.1, the distance points are denoted by index
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FIGURE 9.5.1
The grid on the x— plane
0 used for numerical solution of
@ (i=Dax iAx (i+ DAx L the Saint-Venant equations
Distance x by finite differences.

i and the time points by index j. A time line is a line parallel to the x axis through
all the distance points at a given value of time.

Numerical schemes transform the governing partial differential equations
into a set of algebraic finite-difference equations, which may be linear or
nonlinear. The finite-difference equations represent the spatial and temporal
derivatives in terms of the unknown variables on both the current time line,
J + 1, and the preceding time line, j, where all the values are known from pre-
vious computation (see Fig. 9.5.1). The solution of the Saint-Venant equations
advances from one time line to the next.

Finite Differences

Finite-difference approximations can be derived for a function u(x) as shown in
Fig. 9.5.2. A Taylor series expansion of u(x) at x + Ax produces

ulx + Ax) = u(x) + Axu'(x) + %szu”(x) + %Ax-’u“'(x) + ... (9.5
where u'(x) = du/9x, u''(x) = *u/dx?, . . ., and so on. The Taylor series expansion
at x — Ax is

‘ |
ulx — Ax) = u(x) — Axu'(x) + %szu”(x) . gAx3u”’(x) g o {(9.5.2)

A central-difference approximation uses the difference defined by subtract-
ing (9.5.2) from (9.5.1)

w(x + AX) — u(x — Ax) = 2Axu'(x) + O(AxY) (9.5.3)

where O(Ax?) represents a residual containing the third and higher order terms.

Solving for u'(x) assuming 0(Ax?) = 0 results in

ulx + Ax) — u(x — Ax)
2 Ax

u'(x) = (9.5.4)
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wixr = Ax) -

I
| i
f | ' FIGURE 9.5.2
. L Finite difference approximations for
X~ Ax X x + Ax Distance x  the function u(x).

which has an error of approximation of order Ax?. This approximation error, due
to dropping the higher order terms, is also referred to as a fruncation error.
A forward difference approximation is defined by subtracting u(x) from
(9.5.1):
u(x + Ax) — u(x) = Axu'(x) + 0(Ax?) (9.5.5)
Assuming second and higher order terms are negligible, solving for u'(x) gives
u(x + Ax) — ulx)

s (9.5.6)

u'(x) =

which has an error of approximation of order Ax.
The backward-difference approximation uses the difference defined by sub-

tracting (9.5.2) from u(x),

w(x) — u(x — Ax) = Axu'(x) + 0(Ax?) (9.5.7)
so that solving for u'(x) gives
W(x) ~ @%_Ml (9.5.8)

A finite-difference method may employ either an explicit scheme or an
implicit scheme for solution. The main difference between the two is that in the
explicit method, the unknown values are solved sequentially along a time line
from one distance point to the next, while in the implicit method the unknown
values on a given time line are all determined simultaneously. The explicit method
is simpler but can be unstable, which means that small values of Ax and At
are required for convergence of the numerical procedure. The explicit method is
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convenient because results are given at the grid points, and it can treat slightly
varying channel geometry from section to section, but it is less efficient than the
implicit method and hence not suitable for routing flood flows over a long time
period.

The implicit method is mathematically more complicated, but with the use
of computers this is not a serious problem once the method is programmed. The
method is stable for large computation steps with little loss of accuracy and hence
works much faster than the explicit method. The implicit method can afso handle
channel geometry varying significantly from one channel cross section tol‘thﬁ next.

1
Explicit Scheme

The finite-difference representation is shown by the mesh of points on the time-
distance plane shown in Fig. 9.5.1. Assuming that at time ¢ (time line j), the
hydraulic quantities w are known, the problem is to determine the unknown
quantity at point (i, j + 1) at time ¢ + At, that is, w] ™%,

The simplest scheme determines the partial derivatives at point (i, + 1) in
terms of the quantities at adjacent points (i — 1,j),(i./), and (i + 1,j) using

aufj +1 u{_j oo f
a At (9.5.9)
and
ﬁ”fj ”ij+I - ”sj—l
I e (9.5.10)

ox 2Ax

A forward-difference scheme is used for the time derivative and a central-
difference scheme is used for the spatial derivative,

Note that the spatial derivative is written using known terms on time line
/. Implicit schemes on the other hand use finite-difference approximations for
both the temporal and spatial derivatives in terms of the unknown time line
J+ L

The discretization of the x—r plane into a grid for the integration of the
finite-difference equations introduces numerical errors into the computation. A
finite-difference scheme is stable if such errors are not amplified during succes-
sive computation from one time line to the next. The numerical stability of the
computation depends on the relative grid size. A necessary but insufficient con-
dition for stability of an explicit scheme is the Courant condition (Courant and
Friedrichs, 1948). For the kinematic wave equations, the Courant condition is

Ax; S
Ar= (9.5.11)
k

where ¢, is the kinematic wave celerity. For the dynamic wave equations, cy is
replaced by V +c¢, in (9.5.11). The Courant condition requires that the time step
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be less thar the time for a wave to travel the distance Ax;. If Az is so large that
the Courant condition is not satisfied, then there is. in effect, an accumulation or
piling up of water. The Courant condition does not apply to the implicit scheme,

For computational purposes in an explicit scheme, Ax is specified and kept
fixed throughout the computations, while Ar is determined at each time step. To
do this, a Ar; just meeting the Courant condition is computed at each grid point
i on time line j, and the smallest Af; 13 used. Because the explicit method is
unstable unless Ar is small, it is sometimes advisable to determine the minimum
Ar; at a time line j then reduce it by some percentage. The Courant condition
does not guarantee tability, and therefore is only a guideline.

Implicit Scheme

Implicit schemes use finite-difference approximations for both the temporal and
spatial derivative in terms of the dependent variable on the unknown time line. As
a simple example the space and time derivatives can be written for the unknown
point (i = 1,7 + 1) as

ol T Wit —uf H
(;x‘ = ’“Ax (9.5.12)
and
ou! T u{: JEY)
;I-ri - +1 = i+l (9513)

This scheme is used in Sec. 9.6 for the kinematic wave model. In Chap. 10 a
more complex implicit scheme, referred to as a weighted 4-point implicit scheme,
is used for the full dynamic wave model.

9.6 NUMERICAL SOLUTION OF THE
KINEMATIC WAVE

As shown in Eq. (9.3.7), the continuity and momentum equations for the kine-
matic wave can be combined to produce an equation with Q as the only dependent
variable:

9Q g-19Q _

e + a0 bt (9.6.1)
The objective of the numerical solution is to solve (9.6.1) for Q(x, ) at each point
on the x— grid, given the channel parameters @ and 3, the lateral inflow g(1),
and the initial and boundary conditions. In particular, the purpose of the solution
is to determine the outflow hydrograph Q(L,7). The numerical solution of the
kinematic wave equation is more flexible than the analytical solution described
in Sec. 0.4: it can more easily handle variation in the channel properties and in
the initial and boundary conditions, and it serves as an introduction to numerical
solution of the dynamic wave equations, presented in Chap. 10.
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To solve Eq. (9.6.1) numerically, the time and space derivatives of ( are
approximated on the x—t grid as shown in Fig. 9.6.1. The unknown value is Q{: {
The values of  on the jth time line have been previously determined. and so has
0 +1 Two schemes for setting up the finite difference equations are described in
this section: a linear scheme, in which Q{Ii is computed as a linear function of
the known values of @, and a nonlinear scheme, in which the finite-difference

form of (9.6.1) is a nonlinear equation.

Linear Scheme i

The backward-difference method is used to set up the finite-difference equations.
The finite-difference form of the space derivative of Q7| is found by substituting
the values of Q on the (j + 1)th time line into (9.5.12):
aQ oL -0
ax Ax

The finite-difference form of the time derivative is found likewise by substituting

(9.6.2)

aQ
dx
N
{1

I
0" /
DAr f————————— 1
(y+NAr r'é} ,_\\
\
|
aQ
Al Q ‘ o
! |
|
_ /
T e, o=’
£ 0!} ax 0.,
| |
| |
| | |
il j o+ | |
aQ _ Q.. -0 | |
dx Ax | |
| |
| |
. T | |
_‘?Q - QI+\ - ;‘J+l ! !
gt Al iAx (+hAx
Distance x
g Q;’Hq. o', C Known value of @
- 2 [] Unknown value of Q

FIGURE 9.6.1

Flmter difference box for solution of the linear kinematic wave equation showing the finite difference
equations,
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the values of @ on the (i + 1)th distance line into (9.5.13):

j +1

?QzQI-H {:-%—]

dt Ar (9.6.3)

If the value of /7 were used for Q in the term aBQ# ! in Eq. (9.6.1), the
resulting equation would be nonlinear in Q27 |. To create a linear equation, the
value of O used in @BQ#™" is found by averaging the values across the diagonal
in the box shown in Fig. 9.6.1:
* L+ O
() =y (9.6.4)
2
The value of lateral inflow g 1s found by averaging the values on the (i +I)th
distance linc (these are assumed to be given in the problem).
s g :
] + q} -
g = il A i (9.6.5)
2
By substituting Egs. (9.6.2) to (9.6.5) into (9.6.1), the finite-difference form of
the linear kinematic wave is obtained:

: 3 e — { P \B— L Lo - .
ogn-o" BQJ’” +o 7V Q-0 gl e G
Ax 2 At J* 2 2.6.6)
This equation, solved for the unknown Q77 1, is

f 41\ L P

AT g |2, +o T i TG

e A L | + M| ————

;_\xQ‘ aBQ; 4 5 At 5 i
oL == ’ = (9.6.7)

i | A
% +QB(Q{+1 ;Q‘: )

A flow chart for routing a kinematic wave using this scheme is given in
Fig. 9.6.2. O was chosen as the dependent variable because this results in smaller
relative errors than if cross-sectional area A were chosen as the dependent variable
(Henderson, 1966). This is shown by taking the logarithm of (9.3.3):

InA=Ilna+ BInQ (9.6.8)
and differentiating:
g 1 "dA)
——= = 9.6.9)
et (

to define the relationship between the relative errors dA/A and dQ/Q. Using either
Manning's equation or the Darcy-Weisbach equation, 8 is generally less than 1,
and it follows that the discharge estimation error would be magnified by the ratio

(
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Compute initial conditions defined by
baseflow, time (=0 on time line j= 1.

'

Apply Courant condition (9.5.11) to each
| grid point on time line, and choose the
| smallest: Ar = min Ar, |

1 H il

' Lo

Advance 10 next time slep:
t="t1+An j=j+1,

l

Use inflow hydrograph to determine
discharge Qlﬁl
- |
'

Increment to next interior point (/ + 1) on time line j + 1.
x =X +Ax. Solve for the discharge
| 01! using Eq. (9.6.7).

al upstream boundary, i/ = 1.

Downstream
discharge
computed?

Last time
step?

FIGURE 9.6.2
Flowchart for linear kinematic wave computation.

1/8 if the cross-sectional area were the dependent variable instead of the flow
rate,

Example 9.6.1. Using the same data for the rectangular channel in Example 9.4.1
(width =200 ft, length = 15,000 ft, slope =1 percent, and Manning’s n = 0.035),
develop a linear kinematic wave model and route the inflow hydrograph given in
columns 1 and 2 of Table 9.4.1 through the channel using Ax = 3000 ft and At =
3 min. There is no lateral inflow. The initial condition is & uniform flow of 2000
cfs along the channel.
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Sol: i.’wn The value of 8is 0.6, and « is found using n = 0.035, P = B = 200 f;,
and &, = 0.01 following Eq. (9.3.5) as

(e | _[o0ss x ooy
g2l | 1.49(0.01)12 o
2 4
For A1 = 3 min = 180 s and Ax = 3000 ft, Eq. (9.6.7) with g = 0 gives
: 0.6—-1})
180 @+
J +l s e,
o2 3490600 _J( .
Q/: = ‘ T
180 Q. +0”!
Z 4 (3.49)(0.6) L =T
3000 T )L 2 )

This problem is solved following the algorithm given in Fig. 9.6.2. Compu-
tations proceed from upstream to downstream as shown in Table 9.6.1, in which
the distance axis is laid out horizontally, i = 1, 2, , 6, while the time axis
runs vertically down the page, j =1, 2. .. .. The initial condition is Q: = 2000
cfs. covering the first row of discharge values. The upstream boundary condition is
the inflow hydrograph 04 in the first column of discharge values. The inflows at
t=10.12,24, ... min are obtained from Table 9.4.1. and the remainder are filled
in by linear interpolation between the tabulated values.

The first time the inflow departs from 2000 cfs is after + = 12 min, so
the calculations for @ on the 15-min time line are used as an illustration. The
computational sequence is indicated in Table 9.6.1 by the sequence of boxes. With
j=35andi = I, the first unknown value is @/ 1! = 0%, which is the discharge at
distance 3000 ft on the 15-min time line. It is found as a function of Q{ =0 5=
2000 cfs, the discharge at 3000 ft on the 12-min time line, and of Q4 *! = §
2250 cfs, the value of the inflow hydrograph at x = 0 on the 15-min time line.
Substituting these values into the finite-difference equation:

(0.6—1)
[ 180 2250) + (3.49)(0.6)(2000){ 200052230 ]
- L (0.6-1) = 2095 cfs
_180 2000 + 2 ;
{3000 (3.49)(0.6 ( > ] ]
as shown in the table. Moving along the 15-min time line (j = 6), the second

unknown is Q3 the value at distance 6000 ft, calculated as a function of O/ +1
Q3 = 2000 cfs, now at 6000 ft on the 12-min time line, and of QJ“’i = Q2
2095 cfs, the \alue just computed for 3000 ft at 15 min. The same procedure as
above produces Q3 2036 cfs as shown in Table 9.6.1. All the unknown values
are determined in the same manner. The outflow hydrograph is the column of flow
rates for i = 6 at 15,000 ft.

The values of Ar = 3 min and Ax = 3000 ft were chosen so that the Courant
condition (9.5.11) would be satisfied everywhere in the x-r plane, As shown in
Table 9.4.1, the maximum wave celerity is 13.5 ft/s, for a discharge of 6000 cfs.
Herc Ax/Ar = 3000/180 = 16.7 ft/s, which is greater than the maximum wave
celerity, thus satisfying the Courant condition throughout.
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TABLE 9.6.1 . _ _
Numerical solution of the linear kinematic wave (Exampie 9.6.1.). Values

given in the table are flow rates in cfs. The italicized values show the
propagation of the peak discharge. The boxes show the computational
sequence for obtaining the flows along the 15-min time line.

Time
(min)

144
147
150

Distance along channel (ft)

Time 0 3000 6000 9000 12000 15000
index Y
i i=1 2 3 4 5 16
1 2000 2000 2000 2000 2000 % 2000
2 2000 2000 2000 2000 2000 2000
3 2000 2000 2000 2000 2000 2000
4 2000 2000 2000 2000 2000 2000
5 2000 0 2000: 1 2000 2000 i 2000 | 2000 !
6 12250 2095} i2036F 12013 12005 ; 2002 |
7 2500 2252 2118 2053 2023 2010
8 2750 2449 2246 2127 2062 2030
9 3000 2672 2414 2238 2129 2067
10 3250 2910 2613 2385 2228 2129
11 3500 3158 2836 2566 2360 2218
17 5000 4695 4374 4037 3694 3358
18 5250 4952 4638 4307 3965 3620
19 5500 5209 4902 4578 4239 3892
20 5750 5465 5165 4848 4516 4171
21 6000 5720 5427 5118 4793 4452
22 5750 5734 5573 5332 5043 4723
23 5500 5623 5597 5457 5237 4961
24 5250 5447 5526 5489 5356 5145
25 5000 5238 5390 5443 5397 5263
26 4750 5012 5213 5335 5368 5312
27 4500 4777 5011 5184 5281 5298
49 2000 2001 2008 2028 2067 2133
50 2000 2001 2005 2019 2049 2101
51 2000 2001 2004 2013 2036 2076

Fig. 9.6.3(a) shows plots of the columns of Table 9.6.1, the flow hydrographs
at the various points along the channel. It can be seen that the peak discharge
diminishes as the wave passes down the channel, also marked by the italicized
values in the table. Fig. 9.6.3(b) shows plots of rows from Table 9.6.1, representing
the distribution of flow along the channel for various points in time, which shows
the rise and fall of the flow as the wave passes down the channel. Fig. 9.6.4
is a comparison of the analytical solution calculated in Example 9.4.1 with two
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(#) Solution through space at different points in time. (Example 9.6.1).

numerical solutions, the one calculated here with Ax = 3000 ft and Ar =3 min,
and another solution similarly computed with Ax = 1000 ft and At =] min. It can
be seen that the numerical scheme introduces dispersion of the flood wave into the
solution, with the degree of dispersion increasing with the size of the Ax and As
increments.

Nonlinear Kinematic Wave Scheme
The finite-difference form of Eq. (9.6.1) can also be expressed as
- . . . _y .
1+{ _jSﬂ + Ajlii — Al _ 41’:1 + ¢4
Ax Ar 2

As for the linear scheme,  is taken as the independent variable; using Eg.
(9.3.3),

(9.6.10)
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FIGURE 9.6.4

Routing of the kinematic wave
by analytical and numerical
methods. The analytical solution
shows no wave attenuation,
while the numerical splujions
disperse the wave, th degree

of dispersion increasing sith the
size of the time and distance
steps. (a) Inflow. (b) Numerical
solution, using Ar=1 min and

Flow rate (cfs, thousands)
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A o o0 T 1‘20 chLO Ax=1000 ft. (¢) Numerical
= = solution, Ar=3 min, Av=3000 ft.
Time (min) (d) Analytical solution.

j +1 i +1\8

AlT] =@l T} (9.6.11)

and

i i B

Al =d@ ) (9.6.12)

Egs. (9.6.11) and (9.6.12) are substituted into (9.6.10) to obtain, after rearrang-
ing.

gty
2

At , At . )
—0i 5 a0l )B = EQfH +alQ) +1)B + At (9.6.13)

This equation has been arranged so that the unknown discharge Q{:: is on the

left-hand side, and all the known quantities are on the right-hand side. It is
nonlinear in Q{i} so a numerical solution scheme such as Newton’s method
will be required (see Sec. 5.6 for an introduction to Newton’s method).

The known right-hand side at each finite-difference grid point is

o
; - i+l TG
C = %Qﬁ ool + A *‘fq}“ (9.6.14)

from which a residual error f(Q’;I{) is defined using Eq. (9.6.13) as

; Ar . i
floit = $olf +agiif -c (9.6.15)
The first derivative off(Q’;I}) is
rlojti= 2 +apiol T ©0.6.16

The objective is to find Q47| that forces f(Q’}) to equal 0.
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Using Newton's method with iterations &k =1, 2, . ..

i +1)
{y +11 —(pyth A fii"‘k 9
Qi Fihy = O o (9.6.17)
[ +1k

The convergence criterion for the iterative process is
{ i +11 : |
O Ty | =€ (9.6.18)

where € is an error criterion. A flowchart for the nonlinear kinematic wave scheme
is presented in Fig. §.6.5. .

The initial estimate for Q1 ! is important for the convergence of the iterative
scheme. One approach is to use the solution from the linear scheme, Eq. (9.6.7),
as the first approximation to the nonlinear scheme. Li, Simons, and Stevens
(1975) performed a stability analysis indicating that the scheme using Eq. (9.6.13)
is unconditionally stable, They also showed that a wide range of values of Ar/Ax
could be used without introducing large errors in the shape of the discharge
hydrograph.

9.7 MUSKINGUM-CUNGE METHOD

Several variations of the kinematic wave routing method have been proposed.
Cunge (1969) proposed a method based on the Muskingum method, a method
traditionally applied to linear hydrologic storage routing. Referring to the time-
space computational grid shown in Fig. 9.6.1, the Muskingum routing equation
(8.4.7) can be written for the discharge at x = ({ + 1)Axandr = (G + 1) Arn

O/ = CiglT + 00l +Ca0) (9.7.1)

in which C;. Ca, and C5 are as defined in Eqs. (8.4.8) through (8.4.10). In those
equations. K is a storage constant having dimensions of time, and X is a factor
expressing the relative influence of inflow on storage levels. Cunge showed that
when K and Ar are taken as constant, Eq. (9.7.1) is an approximate solution of
the kinematic wave equations [Eqgs. (9.3.1) and (9.3.2)]. He further demonstrated
that {(9.7.1) can be considered an approximate solution of a modified diffusion
equation (Table 9.2.1) if

Ax Ax
_— = —— - .2
E K Ck dQ/dA (el
and
I o
X=-1-———— o)
2(1 BckSoAx) 0.7.3)

where c; is the celerity corresponding to Q and B, and B is the width of the
water surface. The right-hand side of (9.7.2) represents the time of propagation

Al
Compule witial conditions defined by
baseflow at time =0 on time line j =1,
T

L]

Advance to next time step:
t=r+4l j=i+1

i

Use inflow hy]drograph to determine discharge
Q PEL it upstream boundary.
| 24

|

1

Increment (0 next interior point
x=x+Ax ontime linej+1.

l

Solve for initial estimate of @, _, =0,
using the linear scheme estimate from (9.6.7);
find f(Q;)fork =1 using {9.6.15).

\
v
Determine £((, ) using (9.6.16).

Solve for O, ., using (9.6.17).
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Check convergence;
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FIGURE 9.6.5

Flowchart for nonlinear kinematic wave computation.
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of a given dischurge along a reach of length Ax. Cunge (1969) showed that for
numerical stability it is required that 0 = X = 1/2.

Muskingum-Cunge routing is carried out by solving the algebraic equation
(9.7.1). The coefficients in Eq. (9.7.1) are computed by using Egs. (9.7.2) and
(9.7.3) along with Eqgs. (8.4.8) through (8.4.10) for each time and space point of
computation, since K and X both change with respect to time and space.

The Muskingum-Cunge method offers two advantages over the standard
kinematic wave methods. First, the solution is obtained through a linear algebraic
equation (4.7.1) instead of a finite difference or characteristic approximation of
a partial differential 'equation; this allows the entire hyvdrograph to be obtained
at required cross sdctions instead of requiring solution over the entire length of
the channel for each time step, as in the kinematic wave method. Second, the
solution using (9.7.1) will tend to show less wave attenuation, permitting a more
flexible choice of time and space increments for the computations as compared
to the kinematic wave method.

The comprehensive British Flood Studies report (Natural Environment
Research Council, 1975) concluded that the Muskingum-Cunge method is prefer-
able to methods using a diffusion wave model (see Table 9.2.1) because of
its simplicity; its accuracy is similar. Disadvantages of the Muskingum-Cunge
method are that it cannot handle downstream disturbances that propagate upstream
and that it does not accurately predict the discharge hydrograph at a downstream
boundary when there are large variations in the kinematic wave speed such as
those which result from the inundation of large flood plains.
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DYNAMIC .
WAVE  °
ROUTING

The propagation of flow in space and time through a river or a network of
rivers is a complex problem. The desire to build and live along rivers creates
the necessity for accurate calculation of water levels and flow rates and provides
the impetus to develop complex flow routing models, such as dynamic wave
models, Another impetus for developing dynamic wave models is the need for
more accurate hydrologic simulation, in particular, simulation of flow in urban
watersheds and storm drainage systems. The dynamic wave model can also be
used for routing low flows through rivers or irrigation channels to provide better
control of water distribution. The propagation of flow along a river channel or an
urban drainage system is an unsteady nonuniform flow, unsteady because it varies
in time, nonuniform because flow properties such as water surface elevation,
velocity, and discharge are not constant along the channel.

One-dimensional distributed routing methods have been classified in Chap. 9
as kinematic wave routing, diffusion wave routing, and dynamic wave routing.
Kinematic waves govern the flow when the inertial and pressure forces are
not important, that is, when the gravitational force of the flow is balanced by
the frictional resistance force. Chapter 9 demonstrated that the kinematic wave
approximation is useful for applications where the channe] slopes are steep and
backwater effects are negligible. When pressure forces become important but
inertial forces remain unimportant, a diffusion wave model is applicable. Both
the kinematic wave model and the diffusion wave model are helpful in describing
downstream wave propagation when the channel slope is greater than about
0.5 ft/mi (0.01 percent) and there are no waves propagating upstream due to

-~
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disturbances such as tides, tributary inflows, or reservoir operations. When both
inertial and pressure forces are important, such as in mild-sloped rivers, and
backwater effects from downstream disturbances are not negligible, then both the
inertial force and pressure force terms in the momentum equation are needed.
Under these circumstances the dynamic wave routing method is required, which
involves numerical solution of the full Saint-Venant equations. Dynamic routing
was first used by Stoker (1953) and by Isaacson, Stoker, and Troesch (1954, 1956)
in their pioneering investigation of flood routing for the Ohio River. This ghapter
describes the theoretical development of dynamic wave routing modelsi using
implicit finite-difference approximations to solve the Saint-Venant equatighs.

10.1 DYNAMIC STAGE-DISCHARGE
RELATIONSHIPS

The momentum equation is written in the conservation form [from (9.1.33)] as

90 |, HBOUA) ol oy

—~ 8, F8p F8a)— FWB =0 10.1.1
at ax By A Sf S quj T Wy ( )

Uniform flow occurs when the bed slope S, is equal to the friction slope Sy and
all other terms are negligible, so that the relationship between discharge. or flow
rate, and stage height, or water surface elevation, is a single-valued function
derived from Manning’s equation, as shown by the uniform flow rating curve
in Fig. 10.1.1. When other terms in the momentum equation are not negligible.
the stage-discharge relationship forms a loop as shown by the outer curve in
Fig. 10.1.1, because the depth or stage is not just a function of discharge, but
also a function of a variable energy slope. For a given stage, the discharge is
usually higher on the rising limb of a flood hydrograph than on the recession
limb. As the discharge rises and falls, the rating curve may even exhibit multiple
loops as shown in Fig. 10.1.2 for the Red River (Fread, 1973c). The rating curve
for uniform flow is typical of lumped or hydrologic routing methods in which

(Kinematic wave

X and most lumped

i ratin v .

| g curve \ routing models)
|

4 Uniform flow

Recession

Stage

*___ Loop rating curve
______________ (Dynamic and
diffusion wave models)

FIGURE 10.1.1

Loop rating curves. The uniform

flow rating curve does not reflect
— backwater effects, whereas the
Discharge looped curve does.
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FIGURE 10.1.2
Looped stuge-discharge relation for the Red River, Alexandria, Louisiana (May 5-June 17,
1964, Sopuree: Fread, 1973c¢).

S = f(Q). while the loop rating curve is typical of distributed or hydraulic routing
methods.

Flow propagation in natural rivers is complicated by several factors: junc-
tions and tributaries, variations in cross section, variations in resistance as a
function both of flow depth and of location along the river, inundated areas, and
meandering of the river. The interaction between the main channel and the flood
plain or inundated valley is one of the most important factors affecting flood
propagation. During the rising part of a flood wave, water flows into the flood
plain or valley from the main channel, and during the falling flood, water flows
from the inundated valley back into the main channel. The effect of the valley
storage is to decrease the discharge during the falling flood. Also, some losses
occur in the valley due to infiltration and evaporation.

The flood plain has an effect on the wave celerity because the flood wave
progresses more slowly in the inundated valley than in the main channel of a
river. This difference in wave celerities disperses the flood wave and causes flow
from the main channel to the flood plain during the rising flood by creating a
transverse water surface slope away from the channel. During the falling flood,
the transverse slope is inward from the inundated valley into the main channel,
and water then moves from the flood plain back into the main channel [see Fig.
10.1.3(a) and (5)].

Because the longitudinal axes of the main channel and the flood plain valley
are rarely parallel, the situation described above is even more complicated in a
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{h) Transverse slope during falling flood.
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(¢) Meandering main channel. Aspects of flow in natural rivers.

meandering river. For a large flood, the axis of the flow becomes parallel to
the valley axis [Fig. 10.1.3(c) and (d)]. The valley water slope and valley water
velocity (if depths are sufficient) can be greater than in the main channel, which
has a longer flow path than the valley. This situation makes it difficult for flow to
go from the main channel to the flood plain valley during the rising flood and vice
versa during the falling flood. Flood wave propagation is more complex when the
flow is varying rapidly. The description is also more complicated for a branching
river system with tributaries and the possibility of flood peaks from different
tributaries coinciding. Also, with tributaries, the effects on flood propagation of
backwater at the junctions must be considered.

When backwater effects exist, the loop rating curve may consist of a series
of loops, each corresponding to a different feature controlling water level in the
channel (see Fig. 10.1.4). Backwater effects of reservoirs, channel junctions,
naijmwing of the natural river channel, and bridges can demonstrate this charac-
teristic.
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FIGURE 10.2.2
Values of the flow rate at four points in the x— plane (Example 10.2.1).

Example 10.2.1. The values of flow rate Q at four points in the space-time grid
are as shown in Fig. 10.2.2. Using Ar =1 h, Ax = 1000 ft, and 8 = 0.55, calculate
the values of dQ/dt and dQ/dx by the four-point implicit method.

Solution. As shown in Fig. 10.2.2, the values of flow rate at the four points are
Q! = 3500 cfs, O/, = 3386 cfs, @/ ' = 3583 cfs, and O/} =3470 cfs. The
time derivative is calculated using (10.2.1) with ¥ = @ and Ar=1 h = 3600 s:

s _ o +oit -0l -0,

at 2 At
_ 3583 +3470 — 3500 — 3386
2 X 3600
= 0.023 cfs/s
The spatial derivative is calculated using (10.2.2):
i +1 j+1 ] i
a0 ;‘j+1 - QF’ Qf,H B Qaj
T i = 1 = S, R
ox o Ax ¢ 2 Ax
B (3470 — 3583) _ (3386 — 3500)
= (0.55)——-—1000 + {1 0.55)—w1000

= 0.113 cfs/ft

10.3 FINITE DIFFERENCE EQUATIONS

The conservation form of the Saint-Venant equations is used because this form
provides the versatility required to simulate a wide range of flows from gradual
long-duration flood waves in rivers to abrupt waves similar to those caused by a
dam failure. The equations are developed from (9.1.6) and (9.1.37) as follows.
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Continuity:
a0 KA +A,)
— 4 —_—— —
Ty o g=20 (10.3.1)
Momentum:
a0 | HBOA) h B
5 + T g + gA P +5¢ +S.|—Bgvy +WiB =0 3(18.3.2)
where #
x = longitudinal distance along the channel or river
t = time

A =cross-sectional area of flow

A, = cross-sectional area of off-channel dead storage (contributes to continuity,
but not momentum)

g = lateral inflow per unit length along the channel

h = water surface elevation

vy = velocity of lateral flow in the direction of channel flow
Sy = friction slope

Se = eddy loss slope

v o]
I

width of the channel at the water surface
W; = wind shear force

momentum correction factor

@™
il

Il

acceleration due to gravity.

The weighted four-point finite difference approximations given by
Egs. (10.2.1) — (10.2.3) are used for dynamic routing with the Saint-Venant
equations. The spatial derivatives dQ/dx and dh/dx are estimated between adjacent
time lines according to (10.2.2):

7Q ol -t Qf.1—0f
= L (1 -H—— (10.3.3)
ox Ax,' A)C;

ch h!ff—h,j” hij+1_hfi
S - 3.4
o A ( 8) o ‘(103 )

and the time derivatives are estimated using (10.2.1):
JA +A,) A +ANT +A +A) T -4 +A) - (4 +4))] 4,
ot h ZAIj

(10.3.5)
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r?Qigff +sz+! ol -0,
at 2 Afj

The nonderivative terms, such as g and A, are estimated between adjacent time
lines using (10.2.3):

(10.3.6)

j+1 i+l J +ai
g= 9% 2 QJ +1 +(1 _ e)qz 2Q1+l
(10.3.7)
=0/t +(1 - 0)g!
b ]
Al AR Al + Af
Azg‘—z‘—” G 9)__.27’”
(10.3.8)
=gal ™+ - A

where g, and A; indicate the lateral flow and cross-sectional area averaged over

the reach Ax;.
The finite-difference form of the continuity equation is produced by substi-

tuting Egs. (10.3.3), (10.3.5), and (10.3.7) into (10.3.1):

Qi—\_Q—] . /. Qj
N = 7" +(l—9)(T fi‘f)

3 (10.3.9)

(A +A.0) T+ +A T (A +A)] — (A +4)]
+ = 0
24y

Similarly, the finite-difference form of the momentum equation is written as:

o7 +oif -0l —0l.,  [BQYAN T, — (BRYA) "
ZAIJ' ij

_‘}jH

j+l_hj+l i

it 4 B / o+l ;

+g (:-r] i +LSE‘
i

S s e )

AN . —(BOYAY ki, —H
+(]_6)[(f3Q .1 = (BOHA) AJ(,,l ,

(—\J o
= HeA | T (SfJ! +|Sf
- + ]|
= (10.3.10)

The four-point finite-difference form of the continuity equation can be fur-
ther modified by multiplying Eq. (10.3.9) by Ax; to obtain
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KoiH — ot —gl T Ay v - oY, — O] —gfAx

Ax; ‘ .
+ =4 +A) T +A +AN T - (A AN -4 +A]u]|=0

24y
(10.3.11)
Similarly, the momentum equation can be modified by multiplying by Ax; to
obtain . i
1ok
A'x - i i &
2, @7 el -0l -0l 4

‘ 2j+] 2j+} . ) ) R e
+9“@~) (Eg) +gAj*{hgr,'—hg“+(sﬁ)f’ Ax,‘+[‘lSE,).j Ax,-]

i

_(m):“mi +(WfB;,HA.r,}

2 ; N N R}
+(1 = 9)|(BQ) = (%) +gA; [h,ﬂ — k! +(Sffm,< +(S€)j-_’\x,}
i+ 1 %

i

_(quX:Axi =+ (Wfajm,}

=0 (10.3.12)
where the average values (marked with =) over a reach are defined as
B, = Bt B (10.3.13)
2
Zi = Al TAiv (10.3.14)
2
Ei = u‘._ti (10.3.15)
2
0 = Q +0i+: (10.3.16)
2
Also,
R = @ (10.3.17)
B;

for use in Manning’s equation. Manning’s equation may be solved for Sy and
written in the form shown below, where the term |Q|Q has magnitude Q7 and sign
positive or negative depending on whether the flow is downstream or upstream,
respectively:
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(10.3.18)

The minor head losses arising from contraction and expansion of the channe]
are proportional to the difference between the squares of the downstream and
upstream velocities, with a contraction/expansion loss coefficient K

(K o) ’Q')z ,
Sal Sag=|| 52 = == 10.3,
[\ )i 2g Ax; [(\A);' +1 (A ; ( 19)

The velocity of the wind relative to the water surface, V,, is defined by

+

.].

(T/r) = (g' — (V,)icos w (10.3.20)

!

where w is the angle between the wind and the water directions. The wind shear
factor is then given by

W), = ][

where C., is a friction drag coefficient [C,, = C¢2 given in (9.1.18)].

The terms having superseript j in Egs. (10.3.11) and (10.3.12) are known
either from initial conditions, or from a solution of the Saint-Venant equations
for a previous time line. The terms g, Ax;, B;, K., C., and V,, are known and
must be specified independently of the solution. The unknown terms are Q7 © ',
Qi h T R L AT ALY, B/, and B/ ]['. However, all the terms
can be expressed as functions of the unknowns, @/ * ', @/ ', h/* ' and R/},
so there are actually four unknowns. The unknowns are raised to powers other
than unity, so (10.3.11) and (10.3.12) are nonlinear equations.

The continuity and momentum equations are considered at each of the
N — 1 rectangular grids shown in Fig. 10.2.1, between the upstream boundary
at { = ! and the downstream boundary at i = N. This yields 2N — 2 equations.
There are two unknowns at each of the N grid points (Q and k), so there are
2N unknowns in all. The two additional equations required to complete the
solution are supplied by the upstream and downstream boundary conditions. The
upstream boundary condition is usually specified as a known inflow hydrograph,
while the downstream boundary condition can be specified as a known stage
hydrograph, a known discharge hydrograph, or a known relationship between
stage and discharge, such as a rating curve.

(T/,‘)i (10.3.21)

10.4 FINITE DIFFERENCE SOLUTION

The following discussion for the solution of a system of finite difference equations
follows that of Fread (1976b). The system of nonlinear equations can be expressed
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in functional form in terms of the unknowns h and Q at time level ; + 1, as
follows:

UB(hy, 1} =0
C] (h], Ql: h‘lr Q2} =0
My (A, @1, B2, @2) =0

upstream boundary condition
continuity for grid 1

momentum for grid 1
4
4

#(10.4.1)

Ci(hi, @is hia 1, Qi) =0 continuity for grid

Mi(hiy Qo hivr, Qiv1) =0 momentum for grid

Cn—1 (hy—1, On—1, by, On) = 0 continuity for grid N — |

My—1 (hy—1, Ov—1, Ay, On) = 0
DB (hy. Oy) =0

This system of 2/ nonlinear equations in 2N unknowns is solved for each
time step by the Newton-Raphson method. The computational procedure for each
time j + | starts by assigning trial values to the 2N unknowns at that time. These
trial values of @ and k can be the values known at time j from the initial condition
(if j = 1) or from calculations during the previous time step. Using the trial values
in the system (10.4.1) results in 2N residuals. For the kth iteration these residuals
can be expressed as

UB (K, Q%) = RUB*

momentum for grid N — 1

downstream boundary condition

residual for upstream boundary
condition

¢y LY, @ 1 105) = RES residual for continuity at grid 1

My (R, Q% HE, Q%) = RM: residual for momentum at grid 1

residual for continuity at grid ¢
(10.4.2)

residual for momentum at grid J

Cotht, OF, ... 08, =R
M (HE QF, By q0 QF 4 1) = RMS
Crh—1 (KN, Q5. BK, O%) = RCY_,  residual for continuity at grid N — 1

My (R, Q%_,, b, Q%) = RM%,_, residual for momentum at grid N — 1

DB (h}, Q%) = RDB* residual for downstream boundary

condition
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The solution is approached by finding values of the unknowns @ and 4 so that
the residuals are forced to zero or very close to zero.

The Newton-Raphson method is an iterative technique for solving a system
of nonlincar algebraic equations. It uses the same idea as was presented in Chap. §
for the determination of flow depth in Manning’s equation, except that here the
solution is for a vector of variables rather than for a single variable. Consider the
system of eguations (10.4.2) denoted in vector form as

flx)y=0 (10.4.3)
where x ={0. k. O, ha,. . .,Qn hy) 1s the vector of unknown quantities and
for iteration k,x* = (Qﬁ,h’,",Qg,h"]‘,. .., 0K, h%). The nonlinear system can be
linearized to

FOET N = ffy 4+ Ja et - xh (10.4.4)

where J(x*) is the Jacobian, which is a coefficient matrix made up of the first
partial derivatives of f(x) evaluated at x*. The right-hand side of Eq. (10.4.4)
is the linear vector function of . Basically, an iterative procedure is used to
determine x* ™! that forces the remdua] error f(¥** 1) in Eq. (10.4.4) to zero.
This can be accomplished by setting f(® T ') = 0 rearranging (10.4.4) to read

JEOE T =Xk = —flahy (10.4.5)
This system is solved for (x¥*1 — x¥) = Ax* and the improved estimate of
the solution, x* 7 !, is determined knowing Ax*. The process is repeated until

(x*+ 1 — ¥*) is smaller than some specified tolerance.

The system of linear equations represented by (10.4.5) involves J(x*), the
Jacobian of the set of equations (10.4.1) with respect to k and Q, and —f(x%),
the vector of the negatives of the residuals in (10.4.2). The resulting system of
equations is

UB jp + —feBin —RUB*

oh,

dC]d/z, 5 "fcldgI a'hz + gg;sz = —RC}

M, oM, aM; M . o

ah dh; 4 70, dg, + dhz 0, dQ> = —RM;

ac; aC; dC; _ _prk

ordn; + &Q %Ki g0, + Fhodhi e + 5570, 4 = —RC!

" N . . (10.4.6)
J M; J IM; _ "

Gidhs + S50d0; + Tdhi vy + 550y = ~RM!
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Loyt gp, o+ L=y Si=Ligy, + 2= “Lapy + L5B=Lagy = —RCY_

oy —) 0N~ o0y
e My i =
@Ll M %i e _RMirﬁ,l

thﬁl th—l + §Q dQN*I + 6hN th + aQN Q
2DB dDB - _ k
dhy dhy + ETeN dQy = —RDB

In Fig. 10.4.1 these equations are presented in matrix form for a rrver;dmded
into four reaches (five cross sections). The partial derivative terms are #scnbed
in detail in App. 10.A.

Gaussian elimination or matrix inversion can be used to solve this set
of equations (Conte, 1965). The Jacobian coefficient matrix is a sparse matrix
with a band width of at most four elements along the main diagonal. Fread
(1971) developed a very efficient solution technique to solve such a system
of equations taking advantage of this banded (quad-diagonal) structure. Solving
(10.4.6) provides values of dh; and dQ;. The values for the unknowns at the

Upstream dUB dUB "] o 1 J— | ._‘
boundary W a0, | dhy . |-RL-B
ac, ac, ac, ac ‘ | |
Iy a7Q1 ok a_Qz ag, I -RC,
M, M, M, oM, r |

M vl TR 0 SARL 5
3, 30, ok, 90 3 RM"

aC; 9Cz2 dC; 30, g
c 22 L2 B s .| | ey
’ dhy 00, dhy 90, ey B
Mz Mz OM; aM,
k7 30, 9hs 90 | ‘

C; 3C; IC, ACs i
C- 2 2 e V1 d N !
‘ 3hy 30, ks 30, a0 RC-‘|

8M3 an M, aM_q

Ci

dhy | | -RM,

M5 el dh - 3
: dhy 00, dhy 90, o e
3Cs 3Cs 8Cs 9Cq ‘
Cq s e b B d -R
ohy 00, ohs 0% < -
oMy oM, oM OM,
My sutp R et | 3 g -RM
dhy 90y dhs 905 B ¢
Downstream dDB ¢DB 4
boundary L 3hs BQs"J & i
Cross section | 2 3 4 5
s
Reach 1 2 3 4

FIGURE 10.4.1.

System of linear equations for an iteration of the Newton-Raphson method for a river with four
reaches (five cross sections).
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from inilial conditions, previous time step,
or from an extrapolation procedure.
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v

Solve for the partial derivative terms 1o define
the Jacobian coefficient matrix
&
using the values for x
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Compute the residuals RUB‘_ RCf,
RM. .. RCA,.RMA_. and
RDB" from (10.4.2).

+

Solve system of equatiens for
i and dQ, using Gaussian elimination,

¥

Determine values of hfﬂand Q,m using Egs. (10.4.7) and
Ll k=l [ e

o8y = A on Y.

Convergence:
At
ko xtlcen

Ready to start next time step.

FIGURE 10.4.2
Procedure for solving a system of difference equations at one time step using the Newton-Raphson
method.
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(k + 1)th iteration are then given by
Pl = Bk 4 ah, (10.4.7)
it = 0f +do (10.4.8)

1

The flow chart in Fig. 10.4.2 outlines the procedure for solving the system
of difference equations for one time step using the Newton-Raphson method.

!
4

10.5 DWOPER MODEL g

In the early 1970s, the U.S. National Weather Service (NWS§) Hydrologic
Research Laboratory began to develop a dynamic wave routing model based upon
the implicit finite-difference solution of the Saint-Venant equations described in
the previous section. This model, known as DWOPER (Dynamic Wave Opera-
tional Model) has been implemented on various rivers with backwater effects and
mild bottom slopes. It has been applied to the Mississippi, Ohio, Columbia, Mis- .
souri, Arkansas, Red, Atchafalaya, Cumberland, Tennessee, Willamette, Platte,
Kamar, Verdigris, Quachita, and Yazoo rivers in the United States (Fread, 1978),
and has also been used in many other countries.

One of the DWOPER applications described by Fread (1978) deals with
the Mississippi-Ohio-Cumberland-Tennessee system, a branching river system
consisting of 393 miles of the Mississippi, Ohio, Cumberland, and Tennessee
rivers as shown in Fig. 10.5.1. Eleven gaging stations located at Fords Ferry,
Golconda, Paducah, Metropolis, Grand Chain, Cairo, New Madrid, Red Rock,
Grand Tower, Cape Girardeau, and Price Landing were used to evaluate the
simulation by comparing the observed and calculated water levels and flow rates
at those locations. Figure 10.5.2 shows the observed vs. simulated stages at Cape
Girardeau, Missouri, and at Cairo, Illinois, for a flood in 1970.

In applying DWOPER to this system, the main stem river is considered
to be the Ohio—Lower Mississippi segment, with the Cumberland, Tennessee,
and upper Mississippi rivers considered first-order tributaries (Fread, 1973b). The
channel bottom slope is mild, varying from about 0.25 to about 0.50 ft/mi (0.005-
0.01 percent). Each branch of the river system is influenced by backwater from
downstream branches. Total discharge through the system varies from low flows
of approximately 120,000 cfs to flood flows of 1,700,000 cfs. A total of 45 cross
sections located at unequal intervals ranging from 0.5 to 21 miles were used to
describe the system. Three months of simulation time, comparing 20 observed
and computed hydrographs using 24-hour time steps, required 15 seconds of CPU
time on an IBM 360/195 computer.

Another application by Fread (1974b) on the lower Mississippi illustrates
the utility of DWOPER simulating floods resulting from hurricanes. Figure 10.5.3

*A computer program for DWOPER can be obtained from the Hydrologic Research Laboratory,
Office of Hydrology, NOAA, National Weather Service, Silver Spring, Maryland, 20910.
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FIGURE 10.5.1
Schematic of the Mississippi-Ohio-Cumberland-Tennessee river sysiem. The numbers shown are
river miles from the nouth. (Source: Fread, 1978. Used with permission.)

shows the stage and discharge hydrographs on the lower Mississippi River at
Carrollton, Louisiana, during hurricane Camille in 1969. The figure shows a
brief period of ncgative discharge resulting from the hurricane-generated flood
wave forcing water to flow up the Mississippi River.

10.6 FLOOD ROUTING IN MEANDERING RIVERS

The dynamic wave model developed in the previous section can be expanded
to consider flood reuting through meandering rivers in wide flood plains (Fig.
10.6.1). The unsteady flow in a river which meanders through a flood plain is
complicated by five effects: (1) differences in hydraulic resistances of the main
river channel and the flood plain; (2) variation in the cross-sectional geometries
of the channel and the plain; (3) short-circuiting effects, in which the flow leaves
the meandering main channel and takes a more direct route on the flood plain; (4)
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FIGURE 10.5.2

Observed vs. simulated stages at Cape Girardeau, Missouri, and at Cairo, Illinois, for 1970 flood.
See Fig. 10.5.1 for location of these stations. Cairo is on the Ohio River and Cape Girardeau on
the Mississippi River. (Source: Fread, 1978. Used with permission.)

portions of flood plain acting as dead storage areas in which the flow velocity is
negligible; and (5) the effect on energy losses of the interaction of flows between
the main channel and the flood plain, depending upon the direction of the lateral
exchange of flow. Because of these differences, the attenuation and travel time
of flow in the channel can differ significantly from that in the flood plain.
Fread (1976a, 1980) developed a model for meandering rivers, distinguish-
ing the left flood plain, the right flood plain, and the channel, denoted by
the subscripts /, r, and ¢ respectively. The continuity and momentum equa-
tions, neglecting wind shear and lateral flow momentum, are expressed as
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FIGURE 10.5.3

Stage and discharge hydrographs for the 1969 hurricane Camille at Carrollton on the lower Missis-
sippi River. Carroliton is at mile 102.4 from the mouth of the Mississippi. The root-mean-square
error for the simulation using DWOPER was 0.34 ft. (Fread, 1978. Used with permission.)

AKQ) AKQ) | AKQ) | KA +A +A +A)

. oy dx, ar =0 (10.6.1)

and

60 HKZQMA.)  HKIQUA)  HKEQMA,)
+ + + +

at ox, dx; %
[oh " oh oh
A.gAC{E): +85 +Sg) +gA[(:?jx: +8q]+ gAr(—a; +Sfr) =0
(10.6.2)
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Upstream
boundary
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FIGURE 10.6.1

Meandering river in a flood plain. Unsteady flow in natural meandering rivers in wide flood plains
is complicated by large differences in resistance and cross-sectional geometries of the river and the
flood plain. As shown, further complications are due to the short circuiting of flow along the more
direct route of the flood plain. As a result, the wave attenuation and travel time differ between the
flood plain and the channel.

The total cross-sectional area of flow is the sum of A., A;, A,, and A, The
constants K., K;, and K, divide the total flow Q into channel flow, left flood
plain flow, and right flood plain flow, respectively, and are defined as K. =
=2./0Q, K; = @/0Q, and K, = 0,/Q.

The flow is assumed one-dimensional, so the water surface is horizontal
across the three sections and the head loss hy incurred in traveling between two
river cross sections is the same no matter which flow path is adopted. Hence,
h; = §; Ax in each section of the flow (left, channel, and right), and §; = A/Ax.
By taking the ratio of the flows computed by Manning’s equation in this manner,
hy is canceled out; the ratios of the flows in the left and right overbank areas to
that in the channel are

O _ ne ARV Ax N (10.6.3)
Q(‘ ny AC Rc AX[ o
and
2/3 112
& - ’fEﬁ Ry % (10.6.4)
O. nAL\R. Ax,

The friction slope is also defined for the left flood plain, (Sy), right flood plain,
(8#), and channel () using Manning’s equation; for example,
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The weighted four-point implicit scheme can be used to solve this model

for the unknowns 4 and (. The dynamic wave model described above by

Egs. (10.6.1) and (10.6.2) is incorporated into the National Weather Service com-

puter program DAMBRK; DAMBRK is a program for analyzing the floods that
could result from dam breaks.

(10.6.5)

10.7 DAM-BRE'AK FLOOD ROUTING

Forecasting downstream flash floods due to dam failures is an application of flood
routing that has received considerable attention. The most widely used dam-breach
model is the National Weather Service DAMBRK* model by Fread (1977, 1980,
1981). This model consists of three functional parts: (1) temporal and geometric
description of the dam breach; (2) computation of the breach outflow hydrograph;
and (3) routing the breach outflow hydrograph downstream.

Breach formation, or the growth of the opening in the dam as it fails, is
shown in Fig. 10.7.1. The shape of a breach (triangular, rectangular, or trape-
zoidal) is specified by the slope z and the terminal width B, of the bottom of the
breach. The DAMBRK model assumes the breach bottom width starts at a point
and enlarges at a linear rate until the terminal width is attained at the end of the
failure time interval 7. The breach begins when the reservoir water surface ele-
vation h exceeds a specified value h,, allowing for overtopping failure or piping
failure.

*A computer program for DAMBRK can be obtained from the Hydrologic Research Laboratory,
Office of Hydrology, NOAA, National Weather Service, Silver Spring, Maryland, 20910.

Breach

>

(0<bsB, )

FIGURE 10.7.1

Breach formation. Breach formation in a dam failure is described by the failure time T, the size,
and the shape. The shape is specified by z, which defines the side siope of the breach. Typically,
0 = z = 2. The bottom width & of the breach is a function of time, with the terminal width being
B.. A triangular breach has B = 0 and z > 0. A rectangular breach has B, >0 and z = 0. Fora
trapezoidal breach, 8, > 0 and z > 0.
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Reservoir outflow consists of both the breach outflow Q, (broad-crested
weir flow) and spillway outflow Q,:

0=0y +0 (10.7.1)

The breach outflow can be computed using a combination of the formulas for a
broadﬁc.rested rectangular weir, gradually enlarging as the breach widens, and a
trapezoidal weir for the breach end slopes (Fread, 1980});

e 1.5
O = BAH, e, g S =)

S

+2.45,C K (h — hp)2? = §10.7.2)
i

wher; tp is the time after the breach starts forming, C. is the correction factor for

Vel_ocuy of approach,lKj is the submergence correction for tail water effects on

weir outflow, and A, is the elevation of the breach bottom. The spillway outflow

can be computed using (Fread, 1980):

05 = CsLg(h = h)"> + V2gC A glh — h )™ + Culgth — B® +0, (10.7.3)

where C; is the uncontrolied spillway discharge coefficient, L; is the uncontrolled
sp.illway length, h; is the uncontrolled spillway crest elevation, C, is the gated
spll]way discharge coefficient, A, is the area of gate opening, A, is the center-
line elevation of the gated spillway, C, is the discharge coefficiengt for flow over
lthe dam crest, Ly is the length of the crest, s, is the dam crest elevation, and Q,
is a constant outflow or leakage.

The DAMBREK model uses hydrologic storage routing or the dynamic wave
model to compute the reservoir outflow. The reservoir outflow hydrograph is then
routed Flownstream using the full dynamic wave model described in Sec. 10.3;
g]tematwely the dynamic wave model described in Sec. 10.6 for flood routing
in meandering rivers with flood plains can be used. The DAMBRK model can
simulate several reservoirs located sequentially along a valley with a combination
of reservoirs breaching. Highway and railroad bridges with embankments can be
treated as internal boundary conditions.

Internal boundary conditions are used to describe the flow at locations along
a waterway where the Saint-Venant equations are not applicable. In other words,
ttllere are locations such as spillways, breaches, waterfalls, bridge openings,
hxghway embankments, and so on, where the flow is rapidly rather than gradually
varied. Two equations are required to define an intemmal boundary condition,
because two unknowns (Q and #) are added at the internal boundary. For example,
to m_odel a highway stream crossing (Fig. 10.7.2) with flow through a bridge
opening (., flow over the embankment ., and flow through a breach, Q,
the two internal boundary conditions are: ,

Q;‘J.+I = Qb + Qem + 0 : (10.7.4)
and

it =@ (10.7.5)
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FIGURE 10.7.2
Internal boundary condition for highway embankments. C refers to the continuity equation and M
to the momentum equation.

The breach flow () is defined by Eq. (10.7.2); Oy, is defined by a rating curve
or by an orifice equation. such as
On = CoN2g Al ni+ 1 = ni 1" (10.7.6)
where C, i5 a bridge coefficient; the embankment overflow Q.n is defined by a
broad-crested weir formula
i 312
Qe = KemLemCemlhf ™' = hem) (10.7.7)

where C... Loy, and K., are the discharge coefficient, length of embankment,
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and submergence correction factor, and /.n, is the elevation of the top of the
embankment.

Referring to Fig. 10.7.2, the finite-difference grid illustrates that for a given
time line, the continuity and momentum equations are written for each grid where
the Saint-Venant equations apply, and the internal boundary conditions are written
for the grid from ¢ to i + 1, where the highway crossing is located.

Teton Dam Failure T
The DAMBRK model has been applied (Fread, 1980) to reconstruct ﬁie down-
stream flood wave caused by the 1976 failure of the Teton Dam in Idaho. The
Teton Dam was a 300-foot high earthen dam with a 3000-foot long crest. As a
result of the breach of this dam, 11 people were killed, 25,000 people were made
homeless, and $400 million in damage occurred in the downstream Teton-Snake
River valley. The inundated area in the 60-mile reach downstream of the dam
is shown with 12 cross sections marked in Fig. 10.7.3. The downstream valley
consisted of a narrow canyon approximately 1000 ft wide for the first 5 miles, and
thereafter a wide valley that was inundated to a width of about 9 mi. Manning’s n
values ranged from 0.028 to 0.047 as obtained from field estimates. Interpolated
cross sections developed by DAMBRK were used so that cross sections were
spaced 0.5 miles apart near the dam and 1.5 miles apart at the downstream end
of the reach. A total of 77 cross sections were used.

The computed reservoir outflow hydrograph is shown in Fig. 10.7.3 with
a peak value of 1,652,300 cfs. The peak occurred approximately 1.25 hours
after the breach opening formed. It is interesting to note that the peak reservoir
outflow was about 20 times greater than the largest recorded flood at the site. The
computed peak discharges along the downstream valley are shown in Fig. 10.7.4,
which illustrates the rapid attenuation of the peak discharge by storage of water in
the flood plain as the flood wave progressed downstream through the valley. The
computed flood peak travel times are shown in Fig. 10.7.5, and the computed
peak elevations are shown in Fig. 10.7.6. The maximum depth of flooding was
approximately 60 ft at the dam. The 55-hour simulation of the Teton flood used
an initial time step of 0.06 h. Execution time would be less than 10 seconds on
most mainframe computers.

FLDWAV Model

The FLDWAV model* (Fread, 1985) is a synthesis of DWOPER and DAMBRK,
and adds significant modeling capabilities not available in either of the other
models. FLDWAYV is a generalized dynamic wave model for one-dimensional

*The computer program FLDWAV can be obtained from the Hydrologic Research Laboratory, Office
of Hydrology, National Weather Service, NOAA, Silver Spring, MD, 20910.
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Flooded arca downstream of Teton Dam and computed outflow hydrograph at the dam (Seurce:
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unsteady flows in a single or branched waterway. It is based on an implicit (four-
point, nonlinear) finite-difference solution of the Saint-Venant equations. The
following special features and capacities are included in FLDWAYV: variable Ar
and Ax computational intervals; irregular cross-sectional geometry; off-channel
storage; roughness coefficients that vary with discharge or water surface elevation,
and with distance along the waterway; capability to generate linearly interpolated
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FIGURE 10.7.6
Profile of peak flood elevation from Teton
Dam failure (Source: Fread, 1977).
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cross sections and roughness coefficients between input cross sections; automatic
computation of initial steady flow and water elevations at all cross sections along
the waterway; external boundaries of discharge or water surface elevation time
series (hvdrographs), a single-valued or looped depth-discharge relation {tabular
or compuled); time-dependent lateral inflows (or outflows); internal boundaries
enable the treatment of time-dependent dam failures, spillway flows, gate con-
trols, or bridge flows, or bridge-embankment overtopping flow; short-circuiting
of flood-plain flow in a valley with a meandering river; levee failure and/or over-
topping; a special computational technique to provide numerical stability when
treating flows that ghange from supercritical to subcritical, or conversely, with
time and distance along the waterway; and an automatic calibration technique for
determining the variable roughness coefficient by using observed hydrographs
along the waterway.

FLIIWAVY is coded in FORTRAN 1V, and the computer program is of
modular design. with each subroutine requiring less than 64 kilobytes of storage.
The overall program storage requirement is approximately 256 kilobytes. Program
array sizes are variable, with the size of each array set internally via the input
parameters used ro describe each particular unsteady flow application. Input data
to the program is free- or fixed-format. Program output consists of tabular and/or
graphical displays, according to the user’s choice.

APPENDIX 10.A

The following equations describe the partial derivative terms in the system of
equations (10.4.6) (Fread, 1985). For the continuity equation (C), the terms
dependent on A’ "' and ©’/* ' in Eq. (10.3.11) contribute to the derivatives.
For 4C/h, the product rule 9C/dh = dC/3A X JA/dh = BdC/dA is used. The
derivatives are:

j_; _ g (10.A.2)
35i} = 4§ (10.A.4)

where B, is the top width of the off-channel dead storage cross-sectional area.
For the momentum equation (M), the terms dependent on £/ * ! and Q/ *d
in Eq. (10.3.12) contribute to the derivatives, which are

oM igoBY * i+ a5\ ! (a5, M 7!
#28[!‘3’ ) +gA! '{—1 +(4i) Ax;+(’) Ax;
i i

ah; | A2 ! dh oh

{
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gB‘l;-f-l . ) o ) ! ‘-‘JI+L\
+ A e + 8 Ay, +(59J:-"’AX,J PRILN
i 2\ dn ),
(10.A.5)
M Ax; {ﬁQ b ce1|fas Y T A
b I + 6 2| == +gal P EL G ==]  Ax
aQ,- ZAIJ ’ \A i gZI f?Q i AJ‘; i &Q)g K !Ax{
14
#10.A.6)
aM ,BQQB)J'” ‘ ‘a5, ! FIATRE
—— =0 — +g& N+ [ 2L Ay [
ohi +1 { ( A? i+l B h )i 41 . h 1‘+1Axi
L1 IS - -  ap| !
+—h3f1~h:'“+f§\.}"'Ax-+*F‘..“1Ax]+lﬁf@ :
2 1 Rk P 2 an g, e
(10.A.7)
IM Ax; (BQ)j+J ) (?S'j+] *’&S jt1
== 4+l == +?{f“(—i) Ax, +|—= :
a0+ 1 24y [ A Jin £ Qi L@Q:—JAAI
(10.A.8)
The derivatives of Sy are found by differentiating Eq. (10.3.18), and are
ASp)i s | L4 5B 1 dB;
= | oo e fatton
Ih; 2 T dh; GA * 55, dhi (10.4.9)
aSp); — |1 dn, 5B, 1 dB;_
I = 28 == =
s CONm T 6A 3p,, .| 0RO
3(S7); 1 dm; 1
AN 3 i
= (S¢); — 4
90, (Spi Sl TQMI (10.A.11)
ASpy <. |1 dmy 1
= {8z S 10.A.1
a0 Pi\% dQi+1 D, ( 2
The derivatives of §,, found by differentiating (10.3.19), are
w b
S, | (K.Q*B
rl Il pyered] (10.A.13)
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JSe (~K°B)
=l (10.A.14
on | ( gAxA> );‘ + 1 .
i+ 1
C?Ee | f —K.Q ) .
— =l 10.A.1
i
3S, K0
—= = A? (10.A.16)
90 i+ gAXA%); 4
The partial derivartves for the UB and DB functions are evaluated as follows:
L 0 (10.A.17)
ah,
UB
il _ I (10.A.18)
4
if the upstream boundary condition is a discharge hydrograph.
dDB
— =1 10.A.19
oy ( )
DB
(9“ =0 (10.A.20)
0
if the downstream boundary condition is a stage hydrograph, but
dDB
— =0 10.A.21
T ( )
L 1 (10.A.22)
IQn
if the downstream boundary condition is a discharge hydrograph, and
DB _ Qi+~ O (10.A.23)
dhy P+ — by
B 1 (10.A.24)
a0y

where & is the iteration number, if the downstream boundary condition is a stage-
discharge rating curve.
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CHAPTER_-
11

HYDROLQGIC
STATISTICS

Hydrologic processes evolve in space and time in a manner that is partly pre-
dictable. or deterministic, and partly random. Such a process is called a stochastic
process. In some cases, the random variability of the process is so large compared
to its deterministic variability that the hydrologist is justified in treating the pro-
cess as purely random. As such, the value of one observation of the process is not
correlated with the values of adjacent observations, and the statistical properties
of all observations are the same.

When there is no correlation between adjacent observations, the output
of a hydrologic system is treated as stochastic, space-independent, and time-
independent in the classification scheme shown in Fig. 1.4.1. This type of treat-
ment is appropriate for observations of extreme hydrologic events, such as floods
or droughts, and for hydrologic data averaged over long time intervals, such as
annual precipitation. This chapter describes hydrologic data from pure random
processes using statistical parameters and functions. Statistical methods are based
on mathematical principles that describe the random variation of a set of observa-
tions of & process. and they focus attention on the observations themselves rather
than on the physical processes which produced them. Statistics is a science of
description, not causality.

11.1 PROBABILISTIC TREATMENT OF
HYDROLOGIC DATA

A random variable X is a variable described by a probability distribution. The
distribution specifies the chance that an observation x of the variable will fall in

i
!
i
!
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a specified range of X. For example, if X is annual precipitation at a specified
location, then the probability distribution of X specifies the chance that the
observed annual precipitation in a given year will lie in a defined range, such as
less than 30 in, or 30 in—40 in, and so on.

A set of observations x;, X2, . . . , x, of the random variable is called
a sample. It is assumed that samples are drawn from a hypothetical infinite
population possessing constant statistical properties, while the properties of a
sample may vary from one sample to another. The set of all possiblé samples
that could be drawn from the population is called the sample space, and, an event
is a subset of the sample space (Fig. 11.1.1). For example, the sample space
for annual precipitation is theoretically the range from zero to positive infinity
(though the practical lower and upper limits are closer than this), and an event A
might be the occurrence of annual precipitation less than some amount, such as
30 in.

The probability of an event, P(A), is the chance that it will occur when
an observation of the random variable is made. Probabilities of events can be
estimated. If a sample of n observations has n4 values in the range of event A,
then the relative frequency of A is ny/n. As the sample size is increased, the
relative frequency becomes a progressively better estimate of the probability of
the event, that is,

P(A) = lim "2 (11.1.1)
n—»o F
Such probabilities are called objective or posterior probabilities because they
depend completely on observations of the random variable. People are accustomed
to estimating the chance that a future event will occur based on their judgment
and experience. Such estimates are called subjective or prior probabilities.
The probabilities of events obey certain principles:

1. Total probabiliry. If the sample space () is completely divided into m nonover-

lapping areas or events Ay, A2, . . ., Ap, then
P(A]) + P(A2) + ... + P(A,) = P((}) =1 (11.1.2)
2. Complementarity. Tt follows that if A is the complement of A, that is, A
= — A, then
P(A) = 1 — P(A) (11.1.3)

Sample space 2

FIGURE 11.1.1
Events A and B are subsets of the sample space {).
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3. Conditional probabilitv. Suppose there are two events A and B as shown in
Fig. 11.1.1. Event A might be the event that this year’s precipitation is less
than 40 in, while B might be the event that next year’s precipitation will
be less than 40 in. Their overlap is A M B, the event that A and B both
occur, two successive years with annual precipitation less than 40 in/year,
If P(B|A) is the conditional probability that B will occur given that A has
already occurred, then the joint probability that A and B will both occur,
P (A M B), is the product of P(B|A) and the probability that A will occur, that
is, P(A N B) = P(B|A)P(A), or

. P(AN B)

P(B|A) = T (11.1.4)

If the occurrence of B does not depend on the occurrence of A, the events
are said to be independent, and P(B\A) = P(B). For independent events, from
(11.1.4),

P(A N B) = PAPB) 1115y

[f, for the example cited earlier, the precipitation events are independent from
vear to vear, then the probability that precipitation is less than 40 in in two
successive vears is simply the square of the probability that annual precipitation
in any one vear will be less than 40 in.

The notion of independent events or observations is critical to the correct
statistical interpretation of hydrologic data sequences, because if the data are
independent they can be analyzed without regard to their order of occurrence. If
successive observations are correlated (not independent), the statistical methods
required are more complicated because the joint probability P(A M B) of succes-
sive events is not equal to P(A)P(B).

Example 11.1.1. The values of annual precipitation in College Station, Texas,
from 1911 to 1979 are shown in Table 11.1.1 and plotted as a time series in Fig.
11.1.2(a). What is the probability that the annual precipitation R in any year will
be less than 35 in? Greater than 45 in? Between 35 and 45 in?

TABLE 11.1.1
Annual Precipitation in College Station, Texas, 1911-1979 (in)
Year 1910 1920 1930 1940 1950 1960 1970
0 48.7 44.8 49.3 31.2 46.0 33.9
! 39.9 441 34.0 44.2 27.0 44.3 31.7
2 31.0 42.8 45.6 41.7 37.0 37.8 1.5
3 42.3 48.4 37.3 30.8 46.8 29.6 59.6
4 42.1 34.2 43.7 53.6 26.9 35.1 50.5
5 41.1 324 41.8 34.5 25.4 497 38.6
6 2879 46.4 41.1 50.3 23.0 36.6 43.4
7 16.8 38.9 32 43.8 56.5 32.5 28.7
8 34.1 37.3 35.2 21.6 43.4 61.7 32.0
9 56.4 50.6 35.1 47.1 41.3 47.4 51.8
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Solution. There are n = 79— 11 + | = 69 data. Let A be the event R < 35.0 in, B
the event R > 45.0 in. The numbers of values in Table 11.1.1 falling in these ranges
are ny = 23 and ng = 19, so P(A) = 23/69 = 0.333 and P(B) = 19/69 = 0.275.
From Eq. (11.1.3), the probability that the annual precipitation is between 35 and
45 in can now be calculated
P(35.0= R=450in)=1— P(R < 35.0) — P(R > 45.0)
=1-10.333-0.275 ‘
=0.392 o

Example 11.1.2. Assuming that annual precipitation in College Statig; is an inde-
pendent process, calculate the probability that there vill be two successive years of
precipitation less than 35.0 in. Compare this estimated probability with the relative
frequency of this event in the data set from 1911 to 1979 (Table 11.1.1).

Solution. Let C be the event that R < 35.0 in for two successive years. From
Example 11.1.1, P(R < 35.0 in) = 0.333, and assuming independent annual
precipitaticn,

P(C)=[P(R < 35.0 im)]*
=(0.333)*
=0.111

From the data set, there are 9 pairs of successive years of precipitation less than
35.0 in out of 68 possible such pairs, so from a direct count it would be estimated

s ] o
g B2 | ! o
Sl LV N | e

SN 11 AV A =

§ MO LAY 20
) AT UAR R o
s B

0246810121416
Year Number of data
() Annual precipitation, (h) Frequency histogram.

FIGURE 11.1.2
Annual precipitation in College Station, Texas, 1911-1979. The frequency histogram is formed by
adding up the number of observed precipitation values falling in each interval.
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that P(C) = n¢/n=9/68=0.132, approximately the value found above by assuming
independence.

Probabilities estimated from sample data, as in Examples 11.1.1 and 11.1.2,
are approximate, because they depend on the specific values of the observations in
a sample of limited size. An alternative approach is to fit a probability distribution
function to the data and then to determine the probabilities of events from this
distribution function.

11.2 FREQUENCY AND PROBABILITY FUNCTIONS

If the observations in a sample are identically distributed (each sample value
drawn from the same probability distribution), they can be arranged to form a
frequency histogram. First, the feasible range of the random variable is divided
into discrete intervals, then the number of observations falling into each interval is
counted. and finally the result is plotted as a bar graph, as shown in Fig. 11.1.2(d)
for annual precipitation in College Station. The width Ax of the interval used in
setting up the frequency histogram is chosen to be as small as possible while still
having sufficient observations falling into each interval for the histogram to have
a reasonably smooth variation over the range of the data.

If the number of observations n; in interval i, covering the range
[x, — Ax. x;]. is divided by the total number of observations 5, the result is called
the relative frequency function f{x):
filry =2 (11.2.1)
n
which, as in Eq. (11.1.1), is an estimate of P(x; — Ax = X = x;), the probability
that the random variable X will lie in the interval [x; — Ax, x;]. The subscript s
indicates that the function is calculated from sample data.

The sum of the values of the relative frequencies up to a given point is the
cumulative frequency function Fyx):

Fem) = >, folx) (11.2.2)

=i

This is an estimate of P(X = x;), the cumulative probability of x;.

The relative frequency and cumulative frequency functions are defined for
a sample; corresponding functions for the population are approached as limits as
n — = and Ax -= 0. In the limit, the relative frequency function divided by the
interval length Ax becomes the probability density function f(x):

flx) = }Ii_njm % (11.2.3)

Ax—0

The cumulative frequency function becomes the probabiliry distribution function
F(x). -

HYDROLOGIC STATISTICS 355

F(x) = lim  F(x) (11.2.4)

Ax—

whose derivative is the probability density function

dF(x)
x = -_—m l . -
JFix) e (11.2.3)
For a given value of x, F(x) is the cumulative probability P(X = x), 4nd it can be
expressed as the integral of the probability density function over the rg']ge X=ux

Pl= 5 = P = f_mf(u) i (11.2.6)

where « is a dummy variable of integration.

From the point of view of fitting sample data to a theoretical distribution,
the four functions—relative frequency f{(x) and cumulative frequency F {x) for
the sample, and probability distribution F(x) and probability density f(x) for the
population—may be arranged in a cycle as shown in Fig. 11.2.1. Beginning in the
upper left panel, (a), the relative frequency function is computed from the sample
data divided into intervals, and accumulated to form the cumulative frequency
function shown at the lower left, (b). The probability distribution function, at the
lower right, (c), is the theoretical limit of the cumulative frequency function as
the sample size becomes infinitely large and the data interval infinitely small.
The probability density function, at the upper right, (d), is the value of the slope
of the distribution function for a specified value of x. The cycle may be closed
by computing a theoretical value of the relative frequency function, called the
incremental probability function:

plx)=Px; —Ax = X = x)

= f';mf(x) dx

X

P o, —Ax
= J_mf(x) dx — J_m flx) dx
=F(x) — Flx; — Ax)
=F{x;) — F(x;i—1) (11.2.7)

The match between p(x;) and the observed relative frequency function f{x;) for
each x; can be used as a measure of the degree of fit of the distribution to the
data. '

The relative frequency, cumulative frequency, and probability distribution
functions are all dimensionless functions varying over the range [0,1]. However,
since dF(x) is dimensionless and dx has the dimensions of X, the probability
density function f(x) = dF(x)/dx has dimensions [X] ! and varies over the range
[0, =]. The relationship dF(x) = f(x) dx can be described by saying that f(x)

g
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FIGURE 11.2.1
Frequency functions from sample data and probability functions from the population

represents the “density” or “concentration” of probability in the interval [x, x +

dx].
One of the best-known probability density functions is that forming the
familiar bell-shaped curve for the normal distribution:
fe— ;Lt)zl
. T 11.2.8
207 (1125

exp

flx) =

V2o

where 1 and ¢ are parameters. This function can be simplified by defining the
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5 (11.2.9)

The corresponding standard normal distribution has probability density function
fl@y = L e 12 —% =7 < ®© (11.2.10)
27

which depends only on the value of z and is plotted in Fig. 11.2. 2 ﬁle standard

£

normal probability distribution function

) -2
e “'°du (11.2.11)

—_

F(z) = J

—o0

N

Ny

where u is a dummy variable of integration, has no analytical form. Its values are
tabulated in Table 11.2.1, and these values may be approximated by the following

polynomial (Abramowitz and Stegun, 1965):
—[1 + 0.196854|z| + 0.115194|z|* + 0.000344|z| + 0.019527¢]

1
B = . ,
2 (11.2.12a)
where |z| is the absolute value of z and the standard normal distribution has
F(z) =B forz <0 (11.2.12b)
(11.2.12¢)

=]—-Bforz= 0
The error in F(z) as evaluated by this formula is less than 0.00023.

Example 11.2.1. What is the probability that the standard normal random variable
z will be less than —2? Less than 1?7 What is P(—2 < 7 < 1)?

0.5

fz)

FIGURE 11.2.2
The probability density function for the standard normal distribution (. = 0, o = 1).

standard rnormal variable 7 as :
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TABLE 11.2.1

Cumulative probability of the standard normal distribution

z .00 .01 .02 .03 .04 .05 .06

.07 08 .09

0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239
0.1 0.5398 0.53438 0.5478 0.5517 0.5557 0.5596 0.5636
0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026
0.3 0.6179 0.6217 0.6255 0.6293 0.633] 0.6368 0.6406
0.4 (1.6334 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123
0.6 0.7257 0.729bk 0.7324 0.7357 0.7389 0.7422 0.7454
0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764
0.8 (.7831 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051
0.9 0.8139 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315

1.0 0.5413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554
1.1 0.8643 0.8665 0.8086 0.8708 0.8729 0.8749 0.8770
1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962
1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279

1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515
1.7 0.9554 0.9364 0.9573 0.9582 0.9591 0.9599 0.95608
1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750

2.0 0.5772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803
2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846
2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.988l
2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931

2.5 0.5938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948
2.6 0.5953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961
2.7 0.5965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9571
2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979
2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985

3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989
3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992
3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997

0.5279 0.5319 0.5359
0.5675 0.5714 0.5753
0.6064 0.6103 0.6141
0.6443 0.6480 0.6517
0.6808 0.6844 0.6879

0.7157 0.7190 0.7224
0.7486 0.7517 0.7549
0.7794 0.7823 0.7852
0.8078 0.8106 0.8133
0.8340 0.8365 0.8389

0.8577 0.8399 0.8621
0.8790 0.8810 0.8830
0.8980 0.8997 0.95015
0.9147 0.9162 0.9177
0.9292 0.9306 0.9319

0.9418 0.9429 0.9441
0.9525 0.9535 0.9545
0.9616 0.9625 0.9633
0.9693 0.9699 0.9706
0.9756 0.9761 0.9767

0.9808 0.9812 0.9817
0.9850 0.9854 0.9857
0.9884 0.9887 0.9890
0.9911 0.9513 0.9916
0.9932 0.9934 0.9936

0.9949 0.9951 0.9952
0.9962 0.9963 0.9964
0.9972 0.9973 0.9974
0.9979 0.9980 0.9981
0.9985 0.9986 0.9986

0.9989 0.9990 0.9990
0.9992 0.99%3 0.9993
0.9995 0.9995 0.9995
0.9996 0.9996 0.9997
0.9997 0.9997 0.9998

Source: Grant, E, L., and R. 8. Leavenworth, Staristical Quality and Conirol,
Hill, New York, 1972, Used with permission.

T To employ the table for z < 0, use
flz) F(z)=1-F(:)

Table A, p.643, McGraw-

where F.(IzI} is the tabulated value,
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Solution. P(Z < —2) = F(—2), and from Eq. (11.2.12a) with |z] = | - 2| = 2.

1
B =701+ 0.196854 X 2 + 0.115194 X (2)°

+ 0.000344 x (2)° + 0.019527 x (2)*17*

=0.023
From (11.2.126), F(—=2) = B = 0.023. o
P(Z < 1) = F(1), and from (11.2.12a) v

1
B =§[1 + 0.196854 x [ + 0.115194 x (1)°

+ 0.000344 x (1)* + 0.019527 x ()Y ~¢
=0.159
From (11.2.12¢), F(1) =1 -8B =1 —0.159 = 0.841.

Finally,
P(—2<<Z<1)=F(l)— F(—2)
=0.841 — 0.023
=0.818.

11.3 STATISTICAL PARAMETERS

The objective of statistics is to extract the essential information from a set of
data, reducing a large set of numbers to a small set of numbers. Statistics are
numbers calculated from a sample which summarize its important characteristics.
Statistical parameters are characteristics of a population, such as u and o in Eq.
(11.2.8).

A statistical parameter is the expected value E of some function of a random
variable. A simple parameter is the mean u, the expected value of the random
variable itself. For a random variable X, the mean is FE(X), calculated as the
product of x and the corresponding probability density f(x), integrated over the
feasible range of the random variable:

E(X)=,u,=f xf(x) dx 130

E(X) is the first moment about the origin of the random variable, a measure of
the midpoint or “central tendency” of the distribution.
The sample estimate of the mean is the average X of the sample data:

l n
_= T l .3.2
B ) (11.3.2)

i=1

Table 11.3.1 summarizes formulas for some population parameters and their
sample statistics.
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TABLE 11.3.1

Population parameters and sample statistics

Population parameter

Sample statistic

1. Midpomt

Arithmetic mean

o= EX) = Jq xf(x) dx

]
Median

x such that F(x) = 0.5

Geometric mean

antilog [E (log x)]
2. Variability
Variance
o = El(x— w?}
Standard deviation

o = {E[x — w1}

Coefficient of variation

a
cy=—
"
3. Symmeny

Coefficient of skewness

El(x — w)’]
o?

50th-percentile value of data

[ \ lin
"

ﬂxf

=1

5= niIZ(xf—ﬂ.z

i=1

112

[

i=1

i=1

s YO

The variability of data is measured by the variance a?, which is the second

moment about the mean:

ﬂu—mﬁ:#=JZu—mmna (11.3.3)

o

{
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The sample estimate of the variance is given by
1 n
== > -5 (11.3.4)
n—l =

in which the divisor is n — 1 rather than »n to ensure that the sample statistic 1s
unbiased, that is, not having a tendency, on average, to be higher or lower than
the true value. The variance has dimensions [X]Q. The standard devigtion o is a
measure of variability having the same dimensions as X. The quénti_{'y o is the
square root of the variance, and is estimated by s. The significance of fie standard
deviation is illustrated in Fig. 11.3.1(a); the larger the standard deviation, the
larger is the spread of the data. The coefficient of variation CV = of i, estimated
by s/X, is a dimensionless measure of variability.

The symmetry of a distribution about the mean is measured by the skewness
which is the third moment about the mean:

oo

Mu—mﬁ:J (x — wfx) dx (11.3.5)

—co

The skewness is normally made dimensionless by dividing (11.3.5) by o to give
the coefficient of skewness .

1
¥y = = Elx— )] (11.3.6)
a-

A sample estimate for y is given by:

n g x; — X
(xi )

ey
Cy= ——— (11.3.7)
on— Dn— 253
- . |Negatively Positively
= =
= - kewed,; skewed;
el 8 4 :
Sl a<o G0
|
H IS
x x

(€] Coefﬁciem of skewness ;.

(a) Standard deviation &.

FIGURE 11.3.1
The effect on the probability density function of changes in the standard deviation and coefficient
of skewness,



e
362  APPLIED HYDROLOGY {

or

[ n Y /
rzz(ZXB)—3n(Zx)(Zx2 + 2
Vi=1 i=1 Jli=1 \i=1

s = n(n — 1)(n — 2)s3 L5

=

As shown in Fig. 11.3.1(b), for positive skewness (y > 0), the data are
skewed to the right, with only a small number of very large values: for negative
skewness (y < 0), the data are skewed to the left. If the data have a pronounced
skewness. the small number of extreme values exert a significant effect on the
arithmetic mean calculated by Eq. (11.3.2), and alternative measures of central
tendency are appropriate, such as the median or geometric mean as listed in Table
I B

Example 11.3.1. Calculate the sample mean, sample standard deviation. and sam-
ple coefficient of skewness of the data for annual precipitation in College Station,
Texus. from 1970 to 1979, The data are given in Table 11.1.1.

Solution. The values of annual precipitation from 1970 to 1979 are copied in
column 2 of Table 11.3.2. Using Eq. (11.3.2) the mean is

401.7

10
40.17 in

The squares of the deviations from the mean are shown in column 3 of the table,

TABLE 11.3.2 .
Calculation of sample statistics for College Station

annual precipitation, 1970-1979 (in) (Example 11.3.1),

Column: 1 2 3 4
Year Precipitation x (x - x)? (x —x)?
1970 33.9 39.3 -246.5
1971 31.7 7.7 -607.6
1972 31.5 752 -651.7
1973 59.6 377.5 7335.3
1974 50.5 106.7 1102.3
1975 38.6 ¥ -39
1976 43.4 10.4 33.7
1977 28.7 131.6 -1509.0
1978 32.0 66.7 -5453
1979 51.8 135.3 1573.0
Total 401.7 1016.9 6480.3
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totaling 1016.9 in?, From (11.3.4)

i n
% = > - %
B e T

=1

_ lots.
9
= 113.0 in® g
The standard deviation is #
s =(113.0)'?
= 10.63 in

The cubes of the deviation from th
totaling 6480.3. From (11.3.7)

7]

mean are shown in column 4 of Table 11.3.2,

R (-
i=1
~ (n— Din— 2)s?
_ _10x6480.3
9 x 8 % (10.63)?

= 0.749

11.4 FITTING A PROBABILITY
DISTRIBUTION

A probability distribution is a function representing the probability of occurrence
of a random variable. By fitting a distribution to a set of hydrologic data, a great
deal of the probabilistic information in the sample can be compactly summarized
in the function and its associated parameters. Fitting distributions can be accom-
plished by the method of moments or the method of maximum likelihood.

Method of Moments

The method of moments was first developed by Karl Pearson in 1902. He consid-
ered that good estimates of the parameters of a probability distribution are those
for which moments of the probability density function about the origin are equal
to the corresponding moments of the sample data. As shown in Fig. 11.4.1, if
the data values are each assigned a hypothetical “mass” equal to their relative
frequency of occurrence (1/n) and it is imagined that this system of masses is
rotated about the origin x = 0, then the first moment of each observation x; about
the origin is the product of its moment arm x; and its mass 1/x, and the sum of
these moments over all the data is

n

n
S2-tfnes

i=1 i=1

e e e e i iittsin ]
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oo

= Jh,rj'(.‘ 3@ x (first moment about the originy

—oo

Fix)dx="mass"

Moment arm

(a) Probability density function.
fo0x

n
X = z %1, {first moment about the origin)
po=:]

Mags L

N

Moment arm

() Sample data.

FIGURE 11.4.1
The method of moments selects values for the parameters of the probability density function so that
its moments are equal to those of the sample data.

the sample mean. This is equivalent to the centroid of a body. The correspending
centroid of the probability density function is

u—f xf(x) dx (11.4.1)

Likewise. the second and third moments of the probability distribution can
be set equal to their sample values to determine the values of parameters of the
probability distribution. Pearson originally considered only moments about the
origin, but later it became customary to use the variance as the second central
momeni. o= = E[(x—w)?], and the coefficient of skewness as the standardized third
central moment, v = E[(x — w)?*)/¢”, to determine second and third parameters
of the distribution if required.

Example 11.4.1. The exponential distribution can be used to describe various
kinds of hvdrologic data, such as the interarrival times of rainfall events. Its
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probability density function is f(x) = Ae ™ for x > 0. Determine the relationship
between the parameter A and the first moment about the origin, u.

Solution. Using Eq. (11.4.1),

u = Ex)= [ xf(x) dx
@ i
Lol
= , xAe M dx &

which may be integrated by parts to yield
M= 2

In this case A = 1/u, and the sample estimate for A is 1/ x.

As a matter of interest, it can be seen that the exponential probability density
function f(x) = Ae ™ and the impulse response function for a linear reservoir (see
Ex. 7.2.1) u(l) = (I/k)e™™* are identical if x = ! and A = I/k. In this sense,
the exponential distribution can be thought of as describing the probability of the
“holding time” of water in a linear reservoir,

Method of Maximum Likelihood

The method of maximum likelihood was developed by R. A. Fisher (1922). He
reasoned that the best value of a parameter of a probability distribution should be
that value which maximizes the likelihood or joint probability of occurrence of the
observed sample. Suppose that the sample space is divided into intervals of length
dx and that a sample of independent and identically distributed observations x,
X3, . . ., X, is taken. The value of the probability density for X = x; is f(x,),
and the probability that the random variable will occur in the interval including
x; is f(x;} dx. Since the observations are independent, their joint probability of
occurrence is given from Eq. (11.1.5) as the product f(x1) dx f(x3) dx . . . fxp) dx
=[II 7., f(x;)] dx", and since the interval size dx is fixed, maximizing the joint
probability of the observed sample is eqguivalent to maximizing the likelihood
Sunction

L=1]]r= (11.4.2)

i=1

Because many probability density functions are exponential, it is sometimes more
convenient to work with the log-likelihood function

mLZ=> In[fx)] (11.4.3)

i=1

e
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Example 11.4.2. The following data are the observed times between rainfall events
at 1 given location. Assuming that the interarrival time of rainfall events follows an
exponential distribution, determine the parameter A for this process by the method
of maximum likelihood. The times between rainfalls (days) are: 2.40, 4.25, 0.77,
13.32, 3,55, and 1.37.

Sofurion. For a given value x;, the exponential probability density is
Flx) = Ae ™
so. from Eq. (11.4.3), the log-likelihood function is

]

InL=> In [f(x)]

i=1

= > In (e™)

i=1

= Zn(in/\— Ax;)

n
=n InA - )Lz.x,
i=1

The maximum value of In L occurs when #(In L)/dA = (; that is, when

MZE,ZL:O

IA A A
S0
n
11
o -~ X;
A n
i=1
1
A=—
X

This is the same sample estimator for A as was produced by the method of moments.
Inthiscase. ¥ = (2.40 + 4.25 + 0.77 + 13.22 + 3.55 + 1.37)/6 = 25.56/6 =
4.28 days, so A = 1/4.28 = 0.234 day™'. Note that §*(In L)/dA> = —nA?, which
is negative as required for a maximum.

The value of the log-likelihood function can be calculated for any value of
A. For example, for A = 0.234 day™, the value of the log-likelihood function is

InL=rlnA=A> x

i=1
=61n (0.234) — 0.234 x 25.56
=-14.70

v B
ety
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|
|
1
1
:Iannlnkflzwxf
e
=6Ink - 25.64

|
Maximum — !
likelihood 1
estimate |
of & k=0.234

Log—Tlikelihood

0.10 0.20 0.30 0.40
A (days_L]

FIGURE 11.4.2
The log-likelihood function for an exponential distribution (Example 11.4.2).

Figure 11.4.2 shows the variation of the log-likelihood function with A, with the
maximum value at A = 0.234 day~' as was determined analytically.

The method of maximum likelihood is the most theoretically correct method
of fitting probability distributions to data in the sense that it produces the most
efficient parameter estimates—those which estimate the population parameters
with the least average error. But, for some probability distributions, there is no
analytical solution for all the parameters in terms of sample statistics, and the
log-likelihood function must then be numerically maximized, which may be quite
difficult. In general, the method of moments is easier to apply than the method
of maximum likelihood and is more suitable for practical hydrologic analysis.

Testing the Goodness of Fit

The goodness of fit of a probability distribution can be tested by comparing

the theoretical and sample values of the relative frequency or the cumulative

frequency function. In the case of the relative frequency function, the y? rest

is used. The sample value of the relative frequency of interval i is, from Egq.

(11.2.1), fs(x;) = n;/n; the theoretical value from (11.2.7) is p(x;) = F(x;) —
F(x;—). The x* test statistic x? is given by

- nlfs(xi) = pl)l?

= T 11.4.4

€20 WL

where m is the number of intervals. It may be noted that nf(x;) = n,, the

observed number of occurrences in interval i, and np(x;) is the corresponding

expected number of occurrences in interval i; so the calculation of Eq. (11.4.4)

is a matter of squaring the difference between the observed and expected numbers

o
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of occurrences, dividing by the expected number of occurrences in the interval,
and summing the result over all intervals.

To describe the y* test, the y* probability distribution must be defined. A
¥° distribution with v degrees of freedom is the distribution for the sum of squares
of v independent standard normal random variables z,; this sum is the random

variable
i=> 17 (11.4.5)

The ¥* distributior® function is tabulated in many statistics texts (e.g., Haan,
1977). In the ¥° test, v=m —p — 1, where m is the number of intervals as before,
and p is the number of parameters used in fitting the proposed distribution. A
confidence level is chosen for the test; it is often expressed as | — a, where
a 18 termed the significance level. A typical value for the confidence level is
95 percent. The nuil hypothesis for the test is that the proposed probability
distribution fits the data adequately. This hypothesis is rejected (i.e., the fit is
deemed inadequate) if the value of x? in (11.4.4) is larger than a limiting value,
X2 |- determined from the x? distribution with v degrees of freedom as the
value having cumulative probability | — a.

Example 11.4.3. Using the method of moments, fit the normal distribution to the
annual precipitation at College Station, Texas, from 1911 to 1979 (Table 11.1.1).
Plot the relative frequency and incremental probability functions, and the cumulative
frequency and cumulative probability functions. Use the x? test to determine whether
the normal distribution adequately fits the data.

Solution. The range for precipitation R is divided into ten intervals. The first interval
is & = 20 in, the last is R > 60 in, and the intermediate intervals each cover a

range of 5 in, By scanning Table 11.1.1 the frequency histogram is compiled, as
shown in column 2 of Table 11.4.1. The relative frequency function £ (x;) (column
3) is caleulated by Eq. (11.2.1) with n = 69. For example, for i = 4 (30-35 in),
n; = 14, and

ny

fs(x4) =

n
_14
69
=0.203

The cumulative frequency function (column 4) is found by summing up the relative
frequencies as in Eq. (11.2.2). Fori{ =4

Fi)s i)

1=1
:FA'(—tﬁ) +f.i(x4)
=0.130 + 0.203
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TJ'AB'LE 11.4.1
Fitting a normal distribution to annual precipitation at College
Station, Texas, 1911-1979 (Example 11.4.3).

Column: 1 2 3 4 5 6 7 8

I.nterval Range

i (in) n; fax)  Fyx) A F(xy  px)  x?
1 < 20 1 0.014 0.014 —2.157 0.015 0.015 0,004
2 20-25 2 0.029 0.043 —1.611 0.053 0.038 071474
3 25-30 6 0.087 0.130 ~—1.065 0.144 0.090 0.008
4 30-35 14 0.203 0.333 —0.520 0.301 0.158 0.891
5 35-40 11 0.159 0.493 0.026 0.510 0.209 0.805
6 40-45 16 0.232  0.725 0.571 0.716 0.206 0.222
7 45-50 10 0.145  0.870 1.117 0.868 0.151 0.019
8 50-55 5 0.072 0.942 1.662 0,952 0.084 0.114
9 55-60 3 0.043 0.986 2.208 0.986 0.034 0.163

10 > 60 ] 0.014  1.000 2,753 1.000 0.014 0.004

Total 69 1.000 1.000 2.377

Mean 39.77

Standard deviation 9.17

=0.333

It may be noted that this is P(X = 35.0 in) as used in Example 11.1.1.

To fit the normal distribution function, the sample statistics ¥ = 39.77 in and
§ = 9.17 in are calculated for the data from 1911 to 1979 in the manner shown in
Example 11.3.1, and used as estimates for u and o. The standard normal variate
z corresponding to the upper limit of each of the data intervals is calculated by
(11.2.9) and shown in column 5 of the table. For example, for i = 4,

o o
o

350 -39.77
9.17

=—0.520

The corresponding value of the cumulative normal probability function is given by
.(11.2.12) or Table 11.2.1 as 0.301, as listed in column 6 of Table 11.4.1. The
incremental probability function is computed by (11.2.7). For i = 4,

! plx)=P30 =< X< 35in)
=F(35) — F(30)
=0.301 — 0.144
=0.158

and similarly computed values for the other intervals are shown in column 7.

The relative frequency functions f,(x;) and p(x;) from Table 11.4.1 are plotted
in Fig. 11.4.3(a), and the cumulative frequency and probability distribution func-
tions Fy(x;) and F(x) in Fig. 11.4.3(b). From the similarity of the two functions

b e5—]
<

o
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FIGURE 11.4.3 o .
Frequency functions for a normal distribution fitted to annual precipitation in College Station, Texas

(Example 11.4.3).

shown in each plot, it is apparent that the normal distribution fits these annual

precipitation data very well. \
To check the goodness of fit, the y* test statistic is calculated by (11.4.4).

Fori =4,

Alf (xa) — plxs))> 69 X(0.20290 — 0.15777)?
plxs) a 0.15777
=0.891

as shown in column 8 of Table 11.4.1. The total of the values in column 8 is y:=
2.377. The value of Xi, | for a cumulative probability of | —«=0.95 and degrees of
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freedom v=m—-p-1=10—-2-1=71is X%,o‘gs = 14.1 (Abramowitz and Stegun,
1965). Since this value is greater than y?, the null hypothesis (the distribution
fits the data) cannot be rejected at the 95 percent confidence level; the fit of the
normal distribution to the College Station annual precipitation data is accepted. If
the distribution had fitted poorly, the values of f{x;} and p(x;) would have been
quite different from one another, resulting in a value of x? larger than 14.1, in
which case the null hypothesis would have been rejected,

4
4

11.5 PROBABILITY DISTRIBUTIONS FOR | #
HYDROLOGIC VARIABLES

In Sec. 11.4, the normal distribution was used to describe annual precipitation at
College Station, Texas. Although this distribution fits this set of data particularly
well, observations of other hydrologic variables follow different distributions. In
this section, a selection of probability distributions commonly used for hydrologic
variables is presented, and examples of the types of variables to which these
distributions have been applied are given. Table 11.5.1 summarizes, for each
distribution, the probability density function and the range of the variable, and
gives equations for estimating the distribution’s parameters from sample moments.

Normal Distribution

The normal distribution arises from the central limit theorem, which states that if
a sequence of random variables X, are independently and identically distributed
with mean u and variance o2, then the distribution of the sum of n such random
variables, Y =3 ?:1 X;, tends towards the normal distribution with mean nu and
variance no” as n becomes large. The important point is that this is true no matter
what the probability distribution function of X is. So, for example, the probability
distribution of the sample mean X = 1/2 2 [_, x; can be approximated as normal
with mean p and variance (1/n)%n0” = ¢2/n no matter what the distribution of x
is. Hydrologic variables, such as annual precipitation, calculated as the sum of
the effects of many independent events tend to follow the normal distribution. The
main limitations of the normal distribution for describing hydrologic variables are
that it varies over a continuous range [—¢, ], while most hydrologic variables
are nonnegative, and that it is symmetric about the mean, while hydrologic data
tend to be skewed.

Lognormal Distribution

If the random variable ¥ = log X is normally distributed, then X is said to be
lognormally distributed. Chow (1954) reasoned that this distribution is applicable
to hydrologic variables formed as the products of other variables since if X =
X1 XpX3 ... Xy, then ¥ =log X = £]_, log X; = £ "_,¥;, which tends to
the normal distribution for large n provided that the X; are independent and
identically distributed. The lognormal distribution has been found to describe
the distribution of hydraulic conductivity in a porous medium (Freeze, 1975),

e
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the distribution of raindrop sizes in a storm, and other hydrologic variables. The
lognormal distribution has the advantages over the normal distribution that it is
bounded (X > 0) and that the log transformation tends to reduce the positive
skewness commenly found in hydrologic data, because taking logarithms reduces
large numbers proportionately more than it does small numbers. Some limitations
of the lognormal distribution are that it has only two parameters and that it requires
the logarithms of the data to be symmetric about their mean.

Exponential Distribution

Some sequences of "hydrologic events, such as the occurrence of precipitation,
may be considered Poisson processes, in which events occur instantaneously and
independently on a time horizon, or along a line. The time between such events,
or interarrival time, is described by the exponential distribution whose parameter
A is the mean rate of occurrence of the events. The exponential distribution is
used to describe the interarrival times of random shocks to hydrologic systems,
such as slugs of polluted runoff entering streams as rainfall washes the poliutants
off the land surface. The advantage of the exponential distribution is that it is
easy to estimate A from observed data and the exponential distribution lends itself
well to theoretical studies, such as a probability model for the linear reservoir
{A = l/k. where £ is the storage constant in the linear reservoir). Its disadvantage
is that it requires the occurrence of each event to be completely independent of
its neighbors, which may not be a valid assumption for the process under study —
for example, the arrival of a front may generate many showers of rain—and
this has led investigators to study various forms of compound Poisson processes,
in which A is considered a random variable instead of a constant (Kavvas and
Delleur, 1981; Waymire and Gupta, 1981).

Gamma Distribution

The time taken for a number 3 of events to occur in a Poisson process is described
by the gamma distribution, which is the distribution of a sum of 8 independent and
identical exponentially distributed random variables. The gamma distribution has
a smoothly varying form like the typical probability density function illustrated
in Fig. 11.2.1 and is useful for describing skewed hydrologic variables without
the need for log transformation. It has been applied to describe the distribution of
depth of precipitation in storms, for example. The gamma distribution involves the
gamma jfuncrion I'(B8), which is given by I(8) = (B—1)! =(8—1)B—2)...3-2-1
for positive integer 8, and in general by

B = fuﬁ‘le‘“ du (11.5.1)

(Abramowitz and Stegun, 1965). The two-parameter gamma distribution (param-
eters 8 and A) has a lower bound at zero, which is a disadvantage for application
to hydrologic variables that have a lower bound larger than zero.
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Pearson Type III Distribution

The Pearson Type 11l distribution, also called the three-parameter gamma distri-
bution, introduces a third parameter, the lower bound €, so that by the method
of moments, three sample moments (the mean, the standard deviation, and the
coefficient of skewness) can be transformed into the three parameters A, 3, and
€ of the probability distribution. This is a very flexible distribution, assuming a
number of different shapes as A, B, and € vary (Bobee and Robitajlle, 1977).

The Pearson system of distributions includes seven types; 'Lthey are all
solutions for f(x) in an equation of the form A

dfw] _  f) - d)
dx Cg + C]X =+ C2x2

where d is the mode of the distribution (the value of x for which f(x) is a maximum)
and Cg, C, and C, are coefficients to be determined. When C, = 0, the solution
of (11.5.2) is a Pearson Type III distribution, having a probability density function
of the form shown in Table 11.5.1. For C, = C, = 0, a normal distribution
is the solution of (11.5.2). Thus, the normal distribution is a special case of
the Pearson Type III distribution, describing a nonskewed variable. The Pearson
Type III distribution was first applied in hydrology by Foster (1924) to describe
the probability distribution of annual maximum flood peaks. When the data are
very positively skewed, a log transformation is used to reduce the skewness.

(1.5a2)

Log—Pearson Type I1I Distribution

If log X follows a Pearson Type III distribution, then X is said to follow a
log—Pearson Type III distribution. This distribution is the standard distribution
for frequency analysis of annual maximum floods in the United States (Benson,
1968), and its use is described in detail in Chap. 12. As a special case, when log
X is symmetric about its mean, the log—Pearson Type III distribution reduces to
the lognormal distribution.

The location of the bound € in the log-Pearson Type I distribution depends
on the skewness of the data. If the data are positively skewed, then log X = € and

TABLE 11.5.2
Shape and mode location of the log-Pearson Type 1II distribution

as a function of its parameters

Shape parameter § A < —In 10 =In 10 <A< @ AZ=0

0<< B <1 No mode Minimum mode No mode
J-shaped U-shaped Revetse J-shaped

B =1 Unimodal No mode Unimodal

Reverse I-shaped

Source: Bobee, 1975.
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€ is a lower bound, while if the data are negatively skewed, log X =< eand e€is an
upper bound. The log transformation reduces the skewness of the transformed data
and may produce transformed data which are negatively skewed from original data
which are positively skewed. In that case, the application of the log-Pearson Type
II1 distribution would impose an artificial upper bound on the data. Depending
on the vaiues of the parameters, the log-Pearson Type I distribution can assume
many different shapes, as shown in Table 11.5.2 (Bobee, 1975).

As described previously, the log—Pearson Type III distribution was devel-
oped as a method of fitting a curve to data. Its use is justified by the fact that it
has been found to y;eld good results in many applications, particularly for flood
peak data. The fit of the distribution to data can be checked using the x? test, or
by using probability plotting as described in Chap. 12.

Extreme Value Distribution

Extreme values are selected maximum or minimum values of sets of data. For
example, the annual maximum discharge at a given location is the largest recorded
discharge value during a year, and the annual maximum discharge values for each
year of historical record make up a set of extreme values that can be analyzed
statisticaliy. Distributions of the extreme values selected from sets of samples
of any probability distribution have been shown by Fisher and Tippett (1928) to
converge to one of three forms of extreme value distributions. called Types I,
II, and III, respectively, when the number of selected extreme values is large,
The properties of the three limiting forms were further developed by Gumbel
(1941) for the Extreme Value Type I (EVI) distribution, Frechet (1927) for the
Extreme Value Type II (EVII), and Weibull (1939) for the Extreme Value Type
111 (EVIII).

The three limiting forms were shown by Jenkinson (1955) to be special cases
of a single distribution called the General Extreme Value (GEV) distribution. The
probability distribution function for the GEV is

= u'-l 1/k

FGo = exp [ ~[1 — & (11.5.3)

/
where k. u, and o are parameters to be determined.

The three limiting cases are (1) for & = 0, the Extreme Value Type I
distribution, for which the probability density function is given in Table 11.5.1,
(2) for k <2 0, the Extreme Value Type II distribution, for which (11.5.3) applies
for (u + a/k) = x = =, and (3) for k > 0, the Extreme Value Type III
distribution, for which (11.5.3) applies for —= = x = (u + w/k). In all three
cases, « is assumed to be positive.

For the EVI distribution x is unbounded (Table 11.5.1), while for EVII, x
is bounded from below (by u + a/k), and for the EVIII distribution, x is similarly
bounded from above. The EVI and EVII distributions are also known as the
Gumbe! and Frechet distributions, respectively. If a variable x is described by
the EVIII distribution, then —x is said to have a Weibul! distribution.

HYDROLOGIC sTATISTICS 377

REFERENCES

Abramowitz, M., and 1. A. Stegun, Handbook of Mathematical Functions, Dover, New York,
p. 932, 1965.

Benson, M. A., Uniform flood-frequency estimating methods for federal agencies, Warer Resour.
Res., vol. 4, no. 5, pp. 891-908, 1968.

Bobee, B., The log-Pearson Type III distribution and its application in hydrology, Warer Resour.
Res., vol. 11, no. 5, pp. 681089, 1975.

Bobee, B. B., and R. Robitaille, The use of the Pearson Type 3 and log Pearsen TYPE 3 distributions
revisited, Warer Resour.\Res., vol. 13, no. 2, pp. 427443, 1977.

Chow, V. T., The log-probability law and its engineering applications, Proc. Ameoc. Civ, Eng.,
vol. 80, pp. 1-25, 1954.

Fisher, R. A., On the mathematical foundations of theoretical statistics, Trans. R, Soc. London A,
vol. 222, pp. 309-368, 1922.

Fisher, R. A., and L. H. C. Tippett, Limiting forms of the frequency distribution of the largest or
smallest member of a sample, Proc. Cambridge Phil. Soc., vol. 24, part 11, pp. 180-191,
1928.

Foster, H. A., Theoretical frequency curves and their application tc engineering problems, Trans.
Am. Soc. Civ. Eng., vol. 87, pp. 142-173, 1924.

Frechet, M., Sur la loi de probabilite de I'ecart maximum (“On the probability law of maximum
values”), Annales de la societe Polonaise de Mathematigue, vol. 6, pp. 93-116, Krakow,
Poland, 1927.

Freeze, R. A., A stochastic-conceptual analysis of one-dimensional groundwater flow in nonuniform
homogenous media, Water Resour. Res., vol. 11, no. 5, pp. 725-741, 1975.

Gumbel, E. I., The return period of flood flows, The Annals of Mathematical Statistics, vol, 12,
no. 2, pp. 163-190, June 1941.

Haan, C. T., Sratistical Methods in Hydrology, Towa State Univ. Press, Ames, Iowa, 1977.
Jenkinson, A. F., The frequency distribution of the annual maximum (cr minimum) values of
meteorological elements, Quart. Jour. Roy. Met. Soc., vol. 81, pp. 158-171, 1955.

Kavvas M. L., and J. W. Delleur, A stochastic cluster model of daily rainfall sequences, Water
Resour. Res., vol. 17, no. 4, pp. 1151-1160, 1981.

Pearson, K., On the systematic fitting of curves to observations and measurements, Biomerrika, vol.
1, no. 3, pp. 265-303, 1902.

Waymire, E., and V. K. Gupta, The mathematical structure of rainfall representations I. A review
of the stochastic rainfall models, Water Resour. Res., vol. 17, no. 5, pp. 1261-1294, 198].

Weibull, W., A statistical theory of the strength of materials, Ingeniors Vetenskaps Akademien (The
Royal Swedish Institute for Engineering Research), proceedings no. 51, pp. 5-45, 1939,

PROBLEMS

11.1.1 The annual precipitation data for College Station, Texas, from 1911 to 1979 are
given in Table 11.1.1. Estimate from the data the probability that the annual
precipitation will be greater than 50 in in any year. Calculate the probability that
annual precipitation will be greater than 50 in in two successive years (a) by
assuming annual precipitation is an independent process; (b) directly from the
data. Do the data suggest there is any tendency for years of precipitation > 50
in to follow one another in College Station?

11.1.2 Solve Prob. 11.1.1 for precipitation less than 30 in. Is Lhcrf: a tendency for years
of precipitation less than 30 in to follow each other more than independence of
events from year to year would suggest?

11.3.1 Calculate the mean, standard deviation, and coefficient of skewness for College
Station annual precipitation from 1960 to 1969. The data are given in Table
11.1.1.
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CHAPTER

12

FREQUENCY
ANALYSIS

Hydrologic systems are sometimes impacted by extreme events, such as severe
storms, floods, and droughts. The magnitude of an extreme event is inversely
related to its frequency of occurrence, very severe events occurring less frequently
than more moderate events. The objective of frequency analysis of hydrologic
data is to relate the magnitude of extreme events to their frequency of occurrence
through the use of probability distributions. The hydrologic data analyzed are
assumed to be independent and identically distributed, and the hydrologic system
producing them (e.g., a storm rainfall system) is considered to be stochastic,
space-independent, and time-independent in the classification scheme shown in
Fig. 1.4.1. The hydrologic data employed should be carefully selected so that
the assumptions of independence and identical distribution are satisfied. In prac-
tice, this is often achieved by selecting the annual maximum of the variable being
analyzed (e.g., the annual maximum discharge, which is the largest instantaneous
peak flow occurring at any time during the year) with the expectation that suc-
cessive observations of this variable from year to year will be independent.

The results of flood flow frequency analysis can be used for many engi-
neering purposes: for the design of dams, bridges, culverts, and flood control
structures; to determine the economic value of flood control projects; and to
delineate flood plains and determine the effect of encroachments on the flood
plain.

12.1 RETURN PERIOD

Suppose that an extreme event is defined to have occurred if a random variable
X is greater than or equal to some level xr. The recurrence interval 7 is the time
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FIGURE 12.1.1

Annual maximum discharge of the Guadalupe River near Victoria, Texas.

between occurrences of X = xr. For example, Fig. 12.1.1 shows the record of
annual maximum discharges of the Guadalupe River near Victoria, Texas, from
1935 to 1978, plotted from the data given in Table 12.1.1. If x7 = 50,000 cfs,
it can be seen that the maximum discharge exceeded this level nine times during
the period of record, with recurrence intervals ranging from 1 year to 16 years,
as shown in Table 12.1.2.

The return period T of the event X = x7 is the expected value of 7, E (1),
its average value measured over a very large number of occurrences. For .the
Guadalupe River data, there are 8 recurrence intervals covering a total period
of 41 years between the first and last exceedences of 50,000 cfs, so the.re:tur.n
period of a 50,000 cfs annual maximum discharge on the Guadalupe River 1s

TABLE 12.1.1
Annual maximum discharges of the Guadalupe

River near Victoria, Texas, 1935-1978, in cfs

Year 1930 1940 1950 1960 1970

0 55,900 13,300 23,700 9,190
1 58,000 12,300 55,800 9,740
2 56,000 28,400 10,800 58,500
3 7,710 11,600 4,100 33,100
4 12,300 8,560 5,720 25,200
5 38,500 22,000 4,950 15,000 30,200
6 179,000 17,900 1,730 9,790 14,100
7 17,200 46,000 25,300 70,000 54,500
8 25,400 6,970 58,300 44,300 12,700
9 4,940 20,600 10,100 15,200

]
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TABLE 12.1.2
Years with annual maximum discharge equaling or exceeding 50,000 cfs on

the Guadalupe River near Victoria, Texas, and corresponding recurrence
intervals

Exceedence
year 1936 1940 1941 1942 1958 1961 1967 1972 1977 Average
Recurrence

interval 4 1 ! 16 3 6 5 5 5.
(years)
.
approximately 7= 41/8 = 5.1 years. Thus the return period of an event of a given

magnitude may be defined as the average recurrence interval between events
equalling or exceeding a specified magnitude.

The probability p = P(X = x7) of occurrence of the event X = x4 in i
any observation may be related to the return period in the following way. For I
each observation, there are two possible outcomes: either “success™ X = xr
(probability p) or “failure” X << xr (probability 1 — p). Since the observations are
independent, the probability of a recurrence interval of duration 7 is the product
of the probabilities of = — 1 failures followed by one success, that is, (1 —p)™ !p,
and the expected value of 7is given by

e 23

E(n=> nl—p)'p

=1
=p+ 2l —pip+3(1—pp+ 41 -p)p+ ...
=pll + 201 —p) + 30 —p)? + 41 —p)* + .. ]

(12.1.1a)

The expression within the brackets has the form of the power series expansion

(1 +x)"=1+nc+[nn— DR+ [nln— D =206l + .. ., withx= —(1—p)
and n = —2, 50 (12.1.1a} may be rewritten
14
E()=r—————
H =] = p)]2
1 (12.1.1b)
P

Hence £(7) = T = 1/p; that is, the probability of occurrence of an event in any
observation is the inverse of its return period:

1
PX z=xp) = T (12.1.2)
For example, the probability that the maximum discharge in the Guadalupe River

will equal or exceed 50,000 cfs in any year is approximately p = /7= 1/5.1 =
0.195.
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What is the probability that a T-year return period event will occur at least
once in N years? To calculate this, first consider the situation where no T-year
event occurs in N years. This would require a sequence of N successive “failures,”
so that

P(X < xr each year for N years) = (1 — p)"
The complement of this situation is the case required, so by (11.1.3)

P(X = xr at least once in N years) = | — (1 —;;i)Ni‘ (12.1.3)
4

Since p = U/T, £

VIV
1
P(X = xr at least once in N years) = | — (1 . —7;) (12.1.4)

Example 12.1.1. Estimate the probability that the annual maximum discharge @
on the Guadalupe River will exceed 50,000 cfs at least once during the next three
years.

Solution. From the discussion above, P(Q = 50,000 cfs in any year) = 0.195, so
from Eq. (12.1.3)

P(@ = 50,000 cfs at least once during the next 3 years) =1 — (1 —0.195)°
=0.48

The problem in Example 12.1.1 could have been phrased, “What is the
probability that the discharge on the Guadalupe River will exceed 50,000 cfs
at least once during the next three years?” The calculation given used only the
annual maximum data, but, alternatively, all exceedences of 50,000 cfs contained
in the Guadalupe River record could have been considered. This set of data is
called the partial duration series. It will contain more than the nine exceedences
shown in Table 12.1.2 if there were two or more exceedences of 50,000 cfs
within some single year of record.

Hydrologic Data Series

A complete duration series consists of all the data available as shown in Fig.
12.1.2(a). A partial duration series is a series of data which are selected so
that their magnitude is greater than a predefined base value. If the base value is
selected so that the number of values in the series is equal to the number of years
of the record, the series is called an annual exceedence series; an example is
shown in Fig. 12.1.2(h). An extreme value series includes the largest or smallest
values occurring in each of the equally-long time intervals of the record. The
time interval length is usually taken as one year, and a series so selected is called
an annual series. Using largest annual values, it is an annual maximum series
as shown in Fig. 12.1.2(c). Selecting the smallest annual values produces an
annual minimum series.

o
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The annual maximum values and the annual exceedence values of the
hypothetical data in Fig. 12.1.3(a) are arranged graphically in Fig. 12.1.3(b) in
order of magnitude. In this particular example, only 16 of the 20 annual maxima
appear in the annual exceedence series; the second largest value in several years
outranks some annual maxima in magnitude. However, in the annual maximum
series, these second largest values are excluded, resulting in the neglect of their
effect in the analysis.

The return period Tg of event magnitudes developed from an annual excee-
dence series is related to the corresponding return period T for magnitudes derived
from an annual maximum series by (Chow, 1964)

T |
Tg = {m(T 1)] (12.1.5)

Although the annual exceedence series is useful for some purposes, it is
limited by the fact that it may be difficult to verify that all the observations are
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Hydrologic data arranged in the order of magnitude. (Source: Chow, 1964, Used with permission.)

independent —the occurrence of a large flood could well be related to saturated
soil conditions produced during another large flood occurring a short time earlier.
As a result, it is usually better to use the annual maximum series for analysis.
In any case, as the return period of the event being considered becomes large,
the results from the two approaches become very similar because the chance that
two such events will occur within any year is very small.

12.2 EXTREME VALUE DISTRIBUTIONS

The study of extreme hydrologic events involves the selection of a sequence of
the largest or smallest observations from sets of data. For example, the stgdy
of peak flows uses just the largest flow recorded each year at a gaging station
out of the many thousands of values recorded. In fact, water level is usually
recorded every 15 minutes, so there are 4 X 24 = 96 values recorded each day,

o
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and 365 » 96 = 35,040 values recorded each year; so the annual maximum flow
event used for flood flow frequency analysis is the largest of more than 35,000
observations during that year. And this exercise is carried out for each year of
historical data.

Since these observations are located in the extreme tail of the probability
distributicn of all observations from which they are drawn (the parent population),
it is not surprising that their probability distribution is different from that of the
parent population. As described in Sec. 11.5, there are three asymptotic forms
of the distributions of extreme values, named Type I, Type II, and Type III,
respectively. .

The Extreme Value Type I (EVI) probability distribution function is

F(x) = exp[—exp(_Xf u]] =N = G224
5 |

The parameters are estimated, as given in Table 11.5.1, by

6
ke (12.2.2)

a=
T

u=x—0.5772a (12.2.3)

The parameter « is the mode of the distribution (point of maximum probability
density). A reduced variate y can be defined as

X — U
y= (12.2.4)
a
Substituting the reduced variate into (12.2.1} yields
F(x) = exp [ —exp(~y)] (12.2.5)
Solving for y:
1
y = *lﬂ[lﬂ(}s—,(}—)ﬂ (12.2.6)

Let (12.2.6) be used to define y for the Type II and Type III distributions.
The values of x and y can be plotted as shown in Fig. 12.2.1. For the EVI
distribution the plot is a straight line while, for large values of v, the corresponding
curve for the EVII distribution slopes more steeply than for EVI, and the curve
for the EVIII distribution slopes less steeply, being bounded from above. Figure
12.2.1 also shows values of the return period 7 as an alternate axis to y. As
shown by Eq. (12.1.2),

2 =P = xp)
=1—-Px <xp)
=1 - F(xy)
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50
T—1
 C e
T
and, substituting into (12.2.6),
I [1 "‘ } (12.2.7)
= —in|in i s
yr [\T oy

For the EVI distribution, x7 is related to yr by Eq. (12.2.4), or
xr=u+ ayr (12.2.8)

Extreme value distributions have been widely used in hydrology. They
form the basis for the standardized method of flood frequency analysis in Great
Britain (Natural Environment Research Council, 1975). Storm rainfalls are most
commonly modeled by the Extreme Value Type I distribution (Chow, 1953;
Tomlinson, 1980), and drought flows by the Weibull distribution, that is, the
EVIII distribution applied to —x (Gumbel, 1954, 1963).

Example 12.2.1. Annual maximum values of 10-minute-duration rainfall at
Chicago, Illinois, from 1913 to 1947 are presented in Table 12.2.1. Develop a
model for storm rainfall frequency analysis using the Extreme Value Type I distri-
bution and calculate the 5-, 10-, and 50-year return period maximum values of 10-
minute rainfall at Chicago. i

Solution. The sample moments calculated from the data in Table 12.2.1 are x =
0.649 in and s = 0.177 in. Substituting into Egs. (12.2.2) and (12.2.3) yields

:\/ES
'

a

g
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V6 % 0.177
e respectively. It may be noted from the data in Table 12.2.1 that the 50-year return

T period rainfall was equaled once in the 35 years of data (in 1936), and that the 10-
=0.138 year return period rainfall was equaled or exceeded four times during this period,
so the frequency of occurrence of observed extreme rainfalls is approximately as

u=x-0.5772a predicted by the model.
=0.649 — 0.5772 x 0.138
=0.569 12.3 FREQUENCY ANALYSIS USING FREQUENCY
The probability model is FACTORS Pt
s Flx) = exp|—ex ['7 X — 0.569‘J Calculating the magnitudes of extreme events by the method outlined in Example
—EAp P\" 70,138 12.2.1 requires that the probability distribution function be invertible, that is,

given a value for T or [F(xy) = T/(T — 1)], the corresponding value of x can
be determined. Some probability distribution functions are not readily invertible,
including the Normal and Pearson Type III distributions, and an alternative

To determine the values of x7 for various values of return period 7, it is convenient
to use the reduced variate y7. For T = 5 years, Eq. (12.2.7) gives

_ (T method of calculating the magnitudes of extreme events is required for these
yr=-ln l"(;r_ 1} distributions.
The magnitude x7 of a hydrologic event may be represented as the mean u
- uln{ln( 5 )] plus the departure Axr of the variate from the mean (see Fig. 12.3.1):
3o b 2=y oy (12.3.1)
=400 The departure may be taken as equal to the product of the standard deviation o and
and Eq. (12.2.8) yields a frequency factor Kp; that is, Axy = K7o. The departure Ax7 and the frequency

factor K are functions of the return period and the type of probability distribution

Xr=u + ayr . ; ;
to be used in the analysis. Equation (12.3.1) may therefore be expressed as

=0.569 + 0.138 x 1.500

=u+ K 12.3.2
—0.78 in ‘ Xr = p o ( )
So the [0-minute, 5 vear storm rainfall magnitude at Chicago is 0.78 in. By the which may be approximated by
same method. the 10- and 50-year values can be shown to be 0.88 in and 1.11 in, xr =X+ Krs (12.3.3)
PR 5.5 In the event that the variable analyzed is y = logx, then the same method is
Annual masimmn 10-minute rainfall applied to the statistics for the logarithms of the data, using
in inches at Chicago, Illinois, 1913- yr =53+ Kzs, (12.3.4)
1947 and the required value of x7 is found by taking the antilog of yr.
Year 19140 1920 1930 1940 The frequency factor equation (12.3.2) was proposed by Chow (1951), and
it is applicable to many probability distributions used in hydrologic frequency
0 (.53 0.33 0.34 : " P : ; ; .
X 0.76 0.96 0.70 analysis. For a given distribution, a K-T relationship can be determined between
2 0.57 0.94 0.57 the frequency factor and the corresponding return period. This relationship can
3 0.49 0.80 0.80 0.92 be expressed in mathematical terms or by a table.
4 0.66 0.66 0.62 0.66 Frequency analysis begins with the calculation of the statistical parameters
2 g > g'gg ??i 8'23 required for a proposed probability distribution by the method of moments from
7 D:;T 061 0.64 0.60 the given data. For a given return period, the frequency factor can be detf:rmined
8 0.47 0.88 0:52 from the K-T relationship for the proposed distribution, and the magnitude x7
9 0.74 0.49 0.64 computed by Eq. (12.3.3), or (12.3.4).
The theoretical K-T relationships for several probability distributions com-
Mean = 0.649 1a v i . %
Standard deviation = 0.177 in monly used in hydrologic frequency analysis are now described.

o
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flx)

‘ PIX 2 xp) = o= = ] fx)dx
1 o FIGURE 12.3.1
e The magnitude of an extreme
event xy expressed as a deviation
Hos *r Kro from the mean u, where K7
x 15 the frequency factor.

NORMAL DISTRIBUTION. The frequency factor can be expressed from Eq.
(12.3.2) as

Ky o BE (12.3.5)

This is the same as the standard normal variable z defined in Eq. (11.2.9).
The value of z corresponding to an exceedence probability of p (p = 1/T)
can be calculated by finding the value of an intermediate variable w:

Y2
s {m(ﬁiﬂ 0<p=05) (12.3.6)

then calculating z using the approximation
2.515517 + 0.802853w + 0.010328w?
1 + 1.432788w + 0.189269w? + 0.001308w?

When p > 0.5, 1 — p is substituted for p in (12.3.6) and the value of z computed
by (12.3.7) is given a negative sign. The error in this formula is less than 0.00045
n z (Abramowitz and Stegun, 1965). The frequency factor K for the normal
distribution is equal to z, as mentioned above.

For the lognormal distribution, the same procedure applies except that it is
applied to the logarithms of the variables, and their mean and standard deviation
are used in Eq. (12.3.4).

(1.2.3.7)

I =w—

Example 12.3.1. Calculate the frequency factor for the normal distribution for an
event with a return period of 50 years.

Selution. For T = 50 years, p = 1/50 = 0.02. From Eq. (12.3.6)

el
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Then, substituting w into (12.3.7)

Kr=z
—2.797] — 2.51557 + 0.80285 x 2.7971 + 0.01033 x (2.7971)"
’ 1 + 1.43279 x 2.7971 + 0.18927 x (2.7971)2 + 0.00131 % (2.7971)2
=2.054

EXTREME VALUE DISTRIBUTIONS. For the Extreme Value }‘Type 1 distribu-

tion, Chow (1953) derived the expression &

2/

To express T in terms of K7, the above equation can be written as

1
r= (12.3.9)

1= opf e[ -(r+ 7]

where y = 0.5772. When x; = u, Eq. (12.3.5) gives Ky = 0 and Eq. (12.3.8)
gives T = 2.33 years. This is the return period of the mean of the Extreme Value
Type I distribution. For the Extreme Value Type II distribution, the logarithm of
the variate follows the EVI distribution. For this case, (12.3.4) is used to calculate
¥, using the value of K7 from (12.3.8),

’6 {
Kr = ‘L{O.ST’T’Z + 1n[ln(
i 1.7q

Example 12.3.2. Determine the 5-year return period rainfall for Chicago using
the frequency factor method and the annual maximum rainfall data given in Table
12.2.1.

Sollition. The mean and standard deviation of annual maximum rainfalls at Chicago
are x = 0,649 in and 5 = 0.177 in, respectively. For T=5, Eq. (12.3.8) gives

Kr= ﬁ\/?g[o'sﬂm ’ ln[l“(rT IJH
Z_Lf{o 5772 & In[ f i 1)“

=0.719

By (12.3.3),
xr=x + Kyrs
=0.649 + 0.719 X 0.177
=0.78 in
as determined in Example 12.2.1.

LOG-PEARSON TYPE III DISTRIBUTION. For this distribution, the first step
is to take the logarithms of the hydrologic data, v = log x. Usuallv logarithms to

o
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base {0 arc used. The mean y, standard deviation s,, and coefficient of skewness
C, are calculated for the logarithms of the data. The frequency factor depends
on the return period 7 and the coefficient of skewness C; When C; = 0, the
frequency factor is equal to the standard normal variable z. When C,# 0, Kris
approximated by Kite (1977) as

Kr=2+ (" — Dk + %(33 — 620k — (2% — Dk* + zk* + %H (12.3.10)
where k = C,/6.

TABLE 12.3.1 )
Kr values for Pearson Type III distribution (positive skew)

Return period in years

2 5 10 25 50 100 200

Skew Exceedence probability

coefficient

C;or C, 0.30 0.20 0.10 0.04 0.02 0.01 0.005
3.0 -0.3%96 0.420 180 2.278 3452 4.051 4.970
2.9 —0.390 0.440 195 2.277 3.134 4.013 4.909
2.8 -0.384 0.460 .210 2.275 3.114 3.973 4.847
2.7 -0.376 0.479 224 2272 3.093 3.932 4.783
2.6 -0.368  0.499 238 2.267 3.071 3.889  4.718
2.5 -0.360  0.518 250 2.262 3.048 3.845 4,652
2.4 -0.351 0.537 262 2.256 3.023 3.800 4,584
243 -0.341 0.555 274 2,248 2.997 3.753 4,515
2.2 -0.330  0.574 284 2240 2.970 3.705 4.444
2.1 -0.319 0.592 294 2230 2.942 3656  4.372
2.0 -0.307 0.609 302 2.219 2912 3.605  4.298
1.9 -0.294 0.627 310 .207 2.88] 3.553 4.223

x

1

1

1

1

1

1

1

1

1

1

1

-0.282 0.643 1.318 2.193 2.848 3.499 4.147

—0.268 0.660 1.324 2.179 2.815 3444 4.069

-0.254 0.675 1.329 2.163 2.780 3.388 3.990

-0.240 0.690 1.333 2,146 2.743 3.330 3.910

-0.225 0.705 1.337 2.128 2.706 3.271 3.828

-0.210 0.719 1.339 2.108 2.666 3.211 3.745

-0.195 0.732 1.340 2.087 2.626 3.149 3.661

—0.180 0.745 1.341 2.066 2.585 3.087 3.575

—0.164 0.758 1.340 2.043 2.542 3.022 3.489
1
1
1
1
1
1
1

D S PR o
O 0w ko

0.9 —0.148 0.769 .339 2.018 2.498 2.957 3.401
0.8 -0.132 0.780 336 1.993 2.453 2.891 3.312
0.7 -0.116 0.790 333 1.967 2.407 2.824 3.223
0.6 -0.099 0.800 328 1,939 2.359 2.755 3132
0.5 —0.083 0.808 a23 1.910 2.311 2.686 3.041
0.4 —0.066 0.816 Bl 1.880 2.261 2.615 2.949
0.3 —0.050 0.824 309 1.849 2.211 2.544 2.856
0.2 —0.033 0.830 1.301 1.818 2.159 2472 2.763
0.1 -0.017 0.836 1.292 1.785 2.107 2.400 2.670
0.0 0 0.842 1.282 1.751 2.054 2.326 2.576
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The value of z for a given return period can be calculated by the procedure
used in Example 12.3.1. Table 12.3.] gives values of the frequency factor for
the Pearson Type III (and log—Pearson Type III) distribution for various values
of the return period and coefficient of skewness.

Example 12.3.3. Calculate the 5- and 50-year return period annual maximum
discharges of the Guadalupe River near Victoria, Texas, using the lognormal and
log—Pearson Type III distributions, The data from 1935 to 1978 @re given in Table
12.1.1. Vo

£

TABLE 12.3.1 (cont.)

Kt values for Pearson Type III distribution (negative skew)

Return period in years

2 5 10 25 50 100 200
Skew Exceedence probability

coefficient
Cior C, 0.50 0.20 0.10 0.04 0.02 0.01 0.005

-0.1 0.017 0.846 1.270 1.716 2.000 2252 2.482
-0.2 0.033 0.850 1.258 1.680 1.945 2.178 2.388
0.3 0.050 0.853 1.245 i.643 1.890 2.104 2.294
-0.4 0.066 0.855 1.231 1.606 1.834 2.029 2.201
0.5 0.083 0.856 1.216 1.567 1.777 1.955 2.108
0.6 0.099 0.857 1.200 1.528 1.720 1.880 2.016
0.7 0.116 0.857 1.183 1.488 1.663 1.806 1.926
-0.8 0.132 0.856 1.166 1.448 1.606 L733 1.837
-0.9 0.148 0.854 1.147 1.407 1.549 1.660 1.749
-1.0 0.164  0.852 1.128 1.366 1.492 1.588 1.664
~1.1 0.180 0.848 1.107 1.324 1.435 1.518 1.581
-1.2 0.195 0.844 1.086 1.282 1.379 1.449 1.501
-1.3 0.210  0.838 1.064 1.240 1.324 1.383 1.424
-1.4 0.225 0.832 1.041 1.198 1.270 1.318 1.351
-1.5 0.240  0.825 1.018 1.157 1.217 1.256 1.282
-1.6 0.254  0.817 0.994 1.116 1.166 1.197 1.216
-1.7 0.268 0.808 0.970 1.075 1.116 1.140 1.155
-1.8 0.282  0.799 0.945 1.035 1.069 1.087 1.097
-1.9 0.294 0.788 0.920 0.996 1.023 1.037 1.044
-2.0 0.307 0.777 0.895 0.959 0.980 0.990 0.995
-2.1 0.319  0.765 0.869 0.923 0.939 0.946 0.94%
-2.2 0.330 0.752 0.844 0.888 0.900 0.905 0.907
-2.3 0.341 0.739 0.819 0.855 0.864 0.867 0.869
2.4 0.351 0.725 0.795 0.823 0.830 0.832 0.833
-2.5 0.360 0.711 0.771 0.793 0.798 0.799 0.800
-2.6 0.368 0.696 0.747 0.764 0.768 0.769 0.769
2.7 0.376 0.681  0.724 0.738 0.740 0.740 0.741
2.8 0.384 0.666 0.702 0.712 0.714 0.714 0.714
-2.9 0.350  0.651 0.681 0.683 0.689 0.6%0 0.690
-3.0 0.396  0.636 0.666 0.666 0.666 0.667 0.667

Source: U. 8. Water Resources Council (1981).

o
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Solution. The logarithms of the discharge values are taken and their statistics
calculated: v = 4.2743.5, = 0.4027, C, = —0.0696.

Lognormal distribution. The frequency factor can be obtained from Eq.
(12.3.7), or from Table 12.3.1 for coefficient of skewness 0. For T = 50 years, K
was computed in Example 12.3.1 as K5y = 2.054; the same value can be obtained
from Table 12.3.1. By (12.3.4)

,VT=; + KT-S_\-
vsp =4.2743 + 2.054 x 0.4027
=5.101
Then
Xgp = (10)5101
=126, 300 cfs
Similurly, K¢ = 0.842 from Table 12.3.1, ys=4.2743 + 0.842 % 0.4027 = 4.6134,
and x; = (10)*%1% = 41,060 cfs.

Log—Pearson Type HI distribution. For C; = —0.0696, the value of K5 is
obtained by interpolation from Table 12.3.1 or by Eq. (12.3.10). By interpolation
with T = 50 yrs:

{2.00 — 2.054)
(—-0.1-0)
Sovsy =¥ 1 Ksos, = 4.2743 + 2.016 X 0.4027 = 5.0863 and x5y = (10)795¢ =
121,990 cfs. By a similar calculation, Ks=0.845, ys=4.6146, and xs=41, 170 cfs.

The results for estimated annual maximum discharges are:

Ksp = 2.054 + (—0.06%6 — 0) = 2.016

Return Period

5 years 50 years

Lognormal 41,060 126,300
(c, =0

Log-Pearson Type III 41,170 121,990
(C, = —0.07)

It can be seen that the effect of including the small negative coefficient of skewness
in the calculations is to alter slightly the estimated flow with that effect being more
pronounced at T = 50 years than at T = 5 years. Another feature of the results
is that the 50-year return period estimates are about three times as large as the 5-
year return period estimates; for this example, the increase in the estimated flood
discharges is less than proportional to the increase in return period.

12.4 PROBABILITY PLOTTING

As a check that a probability distribution fits a set of hydrologic data, the data
may be plotted on specially designed probability paper, or using a plotting scale
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that linearizes the distribution function. The plotted data are then fitted with a
straight line for interpolation and extrapolation purposes.

Probability Paper

The cumulative probability of a theoretical distribution may be represented graph-
ically on probability paper designed for the distribution. On such paper the ordi-
nate usually represents the value of x in a certain scale and the abscissa represents
the probability P(X = x) or P(X < x), the return period T, or ;hélyeduced variate
yr. The ordinate and abscissa scales are so designed that the data to be fitted are
expected to appear close to a straight line. The purpose of using the probability
paper is to linearize the probability relationship so that the plotted data can be
easily used for interpolation, extrapolation, or comparison purposes. In the case
of extrapolation, however, the effect of various errors is often magnified; there-
fore, hydrologists should be warned against such practice if no consideration is
given to this effect.

Plotting Positions

Plotting position refers to the probability value assigned to each piece of data to be
plotted. Numerous methods have been proposed for the determination of plotting
positions, most of which are empirical. If »n is the total number of values to be
plotted and m is the rank of a value in a list ordered by descending magnitude,
the exceedence probability of the mth largest value, x,,, is, for large n,

P(X = x,) = % (12.4.1)

However, this simple formula (known as California’s formula) produces a prob-
ability of 100 percent for m = n, which may not be easily plotted on a probability
scale. As an adjustment, the above formula may be modified to

R g (12.4.2)
n

While this formula does not produce a probability of 100 percent, it yields a zero
probability (for m = 1), which may not be easily plotted on probability paper
either.

The above two formulas represent the limits within which suitable plotting
positions should lie. One compromise of the two formulas is
m—0.5

PX = x,) = (12.4.3)

n
which was first proposed by Hazen (1930). Another compromising formula
(known as Chegodayev’s) widely used in the U.S.5.R. and Eastern European
countries is

m—0.3

P =) = 0 L.

e eemm—— e e o
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Return period T (years) 2 10 100 500
Exceedence probability (1 /T
0998 0.99 0.9 0.7 0.5 0.3 0.1 0.01 0.002
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FIGURE 12.4.1
Annual maximum discharge for the Guadalupe River near Victoria, Texas, plotted using Blom’s
formula on 4 probability scale for the lognormal distribution.

12.5 WATER RESOURCES COUNCIL METHOD

The U. S. Water Resources Council* recommended that the log—Pearson Type
III distribution be used as a base distribution for flood flow frequency studies
(U. S. Water Resources Council, 1967, 1976, 1977, and 1981; Benson, 1968).
Their decision was an attempt to promote a consistent, uniform approach to flood
flow frequency determination for use in all federal planning invelving water and
related land resources. The choice of the log—Pearson Type III distribution is,
however, subjective to some extent, in that there are several criteria that may be
employed to select the best distribution, and no single probability distribution is
the best under all criteria.

Determination of the Coefficient of Skewness

The coefficient of skewness used in fitting the log—Pearson Type III distribution
is very sensitive to the size of the sample and, in particular, is difficult to estimate

*The U.S. Water Resources Council was abolished in 1981. The Council’s work en guidelines for
determining flood flow frequency was taken over by the Interagency Advisory Committee on Water
Data, U.S. Geological Survey, Reston, Virginia.
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accurately from small samples. Because of this, the Water Resources Council
recommended using a generalized estimate of the coefficient of skewness, C.
based upon the equation

C.=WC, + (1 —-WC, (12.5.1)

where W is a weighting factor, C; is the coefficient of skewness computed using
the sample data, and C,, is a map skewness, which is read from a map such as
Fig. 12.5.1. The weighting factor W is calculated so as to n@inil'nize the variance
of C,, as explained next. L

The estimates of the sample skew coefficient and the maﬁ skew coefficient
in Eq. (12.5.1) are assumed to be independent with the same mean and different
variances, V(C,) and V(C,,). The variance of the weighted skew, WC,), can be
expressed as

VIC,) = WHC)) + (1 — WPVC,) (12.5.2)

The value of W that minimizes the variance C,, can be determined by differenti-
ating (12.5.2) with respect to W and solving d[V(C ,)]/dW = 0 for W to obtain

VICr)

v (12.5.3)
WCs) + VCh)

The second derivative

d*VC,) _
aw?

is greater than zero, confirming that the weight given by (12.5.3) minimizes the
variance of the skew, VIC,).

Determination of W using Eq. (12.5.3) requires knowledge of WC ;) and
V(C,). WC,) is estimated from the map of skew coefficients for the United States
as 0.3025. Alternatively, V(C,,) can be derived from a regression study relating
the skew to physiographical and meteorological characteristics of the basins (Tung
and Mays, 1981).

By substituting Eq. (12.5.3) into Eq. (12.5.1), the weighted skew C,, can
be written

2[VC,) + VCp)] (12.5.4)

_ VC)Cs + ICHCh (12.5.5)
¥ = T UG, + WC) '

The variance of the station skew C; for log—Pearson Type III random
variables can be obtained from the results of Monte Carlo experiments by Wallis,
Matalas, and Slack (1974). They showed that WC) of the logarithmic station
skew is a function of record length and population skew. For use in calculating
C,,, this function can be approximated with sufficient accuracy as

VC,) = JOA—Blog,o(nfl()) (12.5.6)
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where
g - 4= —033+008C] if [Cf =090 (12.5.7a)
% or A= —0.52+030C] if |C,| > 0.90 (12.5.7b)
. p= 094-026lC] if |C]=150 (12.5.7¢)
7 or B= 055 it |Cs| > 150 (12.5.7d)

in which |C,| is the absolute value of the station skew (used, as an estimate of
population skew) and n is the record length in years. 14

Example 12.5.1. Determine the freguency curve comprising the estimated flood
magnitudes for return periods of 2, 5, 10, 25. 50, and 10C years using the Water
Resources Council methed for data from Wainut Creek at Martin Luther King Blvd.
in Austin, Texas, as listed in Table 12.5.1.

Solution. The sample data shown in columns 1 and 2 of Table 12.5.1 cover n =16
years, from 1967 1982,

Step 1. Transform the sample data, x;, 1© their logarithmic values, ¥ that is,
lety, = log x;fori = 1, ...,n, as shownin column 3 of the table.

TABLE 12.5.1
Calculation of statistics for logarithms of annual
maximum discharges for Walnut Creek (Example

12.5.1)
Column: 1 2 3 4 5
Flow x
Year  (cfs) y=logx G-»  0- »?
1967 303 2.4814 1.3395 -1,5502
1968 5,640 1.7513 0.0127 0.0014
1969 1,050 3.0212 0.3814 -0.2356
1970 6,020 1.7796 0.0198 0.0028
1971 3,740 3.5729 0.0043 -0.0003
= 1972 4,580 3.6609 0.0005 0.0000
g 1973 5,140 3.7110 0.0052 0.0004
53 1974 10,560 4.0237 0.1481 0.0570
g ‘i 1975 12,840 4.1086 0.2207 0.1037
5 O ; 1976 5,140 3.7110 0.0052 0.0004
&5 1977 2,520 3.4014 0.0364 -0.0134
8 g 1978 1,730 3.2380 0.1606 -0.0644
25 1979 12,400 4.0934 0.2067 0.0940
Wi g 1980 3,400 3.5315 0.0115 -0.0012
Sz 1981 14.300 4.1553 0.2668 . 0.1378
~E 5 1982 9,540 3.9795 0.1161 0.0396
E 5

gdz | Total 58.2206 29555  -1.4280

EG& w n=16 3 = 3.6388
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TABLE 12.5.2

Step 2. Compute the sample statistics. The mean of log-transformed values ) )
Results of frequency analysis using the Water Resources

i g 58.22 2 Council method (Examples 12.5.1 and 12.5.2)
A Z TR £ Column: 1 2 3 4 5
i=1 §;’ Return  Frequency Flood
Using column 4 of the table, the standard deviation is E‘ period factor Estimates
Lo 12 Lg { ; Kr log Or Q? Qi’t:
g e ears cfs c
oS y COCE)
= w 2 0.106 3.686 4,900 5,500
i v 5 0.857 4.019 10,500 10,
_["_lﬁ,) 95q5"'1"‘ 10 1.193 4.169 14,700 13,200
=\35 77 25 1.512 4310 20,400 17,600
50 1.697 4,392 24,700 20,900
=0.4439 100 1.850 4.460 28,900 24,200

Usirg column 5 of the table, the skew coefficient is

> G-
pmal _16>x (—1.4280) — 1044

The values in column 4 are those computed without adjustment for outliers and those
in column 5 after outlier adjustment.

C,=
fon= D=2k 15X 14 X (0.4439)° .
Step 3. Compute the weighted skew. The map skew is —0.3 from Fig. 12.5.1 =3.639 + 1.850 % 0.4439
at Austin, Texas, The variance of the station skew can be computed by Eq. (12.5.6) — 4460

as follows. From (12.5.7b) with |C > 0.90
A= —0.52 + 0.30] — 1.244]
From (12.5.7¢) with |C ] < 1.50
B = 0.94 - 0,26| — 1.244| = 0.617

and Qr = (10)*46° = 28 900 cfs, as shown in columns 3 and 4 of the table. Similarly
computed flood estimates for the other required return periods are also shown.

As was shown in Example (12.3.3), the increase in flood magnitude is less
than directly proportional to the increase in return period. For example, increasing
the return period from 10 years to 100 years approximately doubles the estimated
flood magnitude in the table. As stated previously, flood magnitudes estimated using
the log—Pearson Type III distribution are very sensitive to the value of the skew
coefficient. The flood magnitudes for the longer return periods (50 and 100 years)

—0.147

Then using (12.5.6)
WC,) = (10) 01470617 log(6110) — ) 533

The variance of the generalized skew is V(C,) = 0.303. The weight to be applied
to O, is W= VIC W [VC,n) + VC,] = 0.303/(0.303 + 0.533) = 0.362, and the
complementary weight to be applied to Cpis I — W =1-0.362 = 0.638. Then,
from (12.5.1)

C,=WC, + (1 = W)C,,
=0.362 X (—1.244) + 0.638 x (—0.3)
=-0.64

Step 4. Compute the frequency curve coordinates. The log-Pearson Type
111 frequency factors K7 for skew coefficient values of —0.6 and —0.7 are found
in Table 12.3.1. The values for C, = —0.64 are found by linear interpolation
as in Example 12.3.3, with results presented in column 2 of Table 12.5.2. The
corresponding value of yy is found from Eq. (12.3.4), and its antilogarithm is
taken to determine the estimated flood magnitude. For example, for T = 100 years,
K; = 1.850 and

are difficult to estimate reliably from only 16 years of data.

Testing for Outliers

The Water Resources Council method recommends that adjustments be made for
outliers. Qutliers are data points that depart significantly from the trend of the
remaining data. The retention or deletion of these outliers can significantly affect
the magnitude of statistical parameters computed from the data, especially for
small samples. Procedures for treating outliers require judgment involving both
mathematical and hydrologic considerations. According to the Water Resources
Council (1981), if the station skew is greater than +.0.4, tests for high outliers
are considered first; if the station skew is less than —0.4, tests for low outliers
are considered first. Where the station skew is between =0.4, tests for both
high and low outliers should be applied before eliminating any outliers from the
data set.
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The following frequency equation can be used to detect high outliers:
YH = ? + KYIS}' (1258)

where yp is the high outlier threshold in log upits and K, is as given in Table
{2.5.3 for sample size n. The K, values in Table 12.5.3 are used in one-sided tests

that detect outliers at the 10-percent level of significance 10 normally distributed
data. If the logarithms of the values in a sample are greater than Yu in the
above equation, thery they are considered high outliers. Flood peaks considered
high outliers should be compared with historic flood data and flood information
at nearby sites. Historic flood data comprise information of unusually extreme
events outside of the systematic record. According t0 the Water Resources Council
(1981), if information 18 available that indicates a high outlier is the maximuin
over an extended period of time, the outlier is treated as historic flood data and
excluded from analysis. If useful historic information is not available to compare
to high outliers, then the outliers should be retained as part of the systematic
record.
A similar equation can be used to detect low outliers:

YL = = K5y (1259)

where v is the low outlier threshold in log units. Flood peaks considered low
outliers are deleted from the record and 2 conditional probability adjustment
described by the Water Resources Council (1981) can be applied.

Example 12.5.2. Using the data for the Walnut Creek example (Table 12.5:3),
determine if there are any high or tow outliers for the sample. If so. omit them
from the data set and recalculate the flood frequency Curve.

TABLE 12.5.3

Outlier test Kn values

Sample Sample Sample Sample

size 1 5 size n Kn size R K. size n Kn

10 2.036 24 2.467 38 2.661 60 2.837
11 2.088 25 2.486 39 2.671 65 2.866
12 2.134 26 2.502 40 2.682 70 2.893
13 2175 27 2.519 41 2.692 75 2.917
14 25213 28 2.534 42 2.700 80 2.940
15 2.247 29 2.549 43 2.710 85 2.961
16 2.279 30 2.563 44 2.719 90 2.981
17 2,309 31 2577 45 2.727 95 3.000
18 2.335 32 2.591 46 2.736 100 3.017
19 2.361 33 2.604 47 2.744 110 3.049
20 2.385 34 2.616 48 2,753 120 3.078
21 2.408 35 2.628 49 2.760 130 3.104
22 2.429 36 2.639 30 2.768 140 3.129
23 : 37 2.650 55 2.804

coren 1.8, Water Resources Council. 1981. This table contains one-sided 10-percent significance
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Solution.

S p Dete]]llln€ tllc [l]IeShO d Vallle IOI g Wy
tep 1 ] lll h OutllElS From Table 12.5.3
K,, = 2.279 for n = 16 data. From Eq 12.5.8 using and § f!o]l] Examp]e 12 5 1

( ) y v

yy=y + K5, = 3.639
- ; 39 + 2.279(0.4439) = 4.651

QH={10)4.651 = 44,735 cfs

The largest recorded

value (14,300 cfs i joe:

o 14, cfs in Table 12.5. :

value, so there are no high outliers in this samplel) 69334.1101 erceed the fhresh

Step 2. Determi
Sad - ine the threshold value for low outliers. The same K, val
’ » value is

v = — Kus, = 3.639 — 2.279(0.4439) = 2.627
O, = (10)2.627 = 424 cfs

lhe 196; pt‘.ak ﬂOW 03 [ Q[
Of 3 fS 15 ICSS than and so is considered a IOV\‘ OU[lch

Step 3. The low outlier i
. | tlier is deleted fi
e ek rom the sample a i
oantboos (l.:;ltl;]g the same procedure as in Examplepl2 5n ? thIe ffeque_ﬂc_y aﬂﬂlYmSIS
arithm e new data set, now reduced to 15 valile.s .arhels—mnfimcs o ——e
, are y = 3.716, s,
1 Sy

0.3302, and C; =

i = —0.545. It

has sigificantly . It can be seen that the omissi

ignificantly altered the calculated skewness \(:a](:.l[:l?;;gglotfl e 1303 efs value
e — 1,24 found in

Example 12.5.1). Th
5 e e map skew :
revised waiphted skewness s :]ESS remains at —0.3 for Austin, Texas, and the

12.3.1 at th . = —0.41. Values of K i .
e required return periods, and the cgrrcspgfé?nl;[;;ps:id:d from Table
ow estimates

computed as Qf, listed in

:  XT column 5 of T

with thos : of Table 12.5.2. By :

e given in column 4 for the full data set, it can)bgosr;;artl}?d% $CS€fvalucs
i at the effect of

removing the low e .
outlier in this ex .
longer return periods, example is to decrease the flood estimates for the

Computer Program HECWRC

The computer
program HECWRC
forms flood fl - (U. S. Army Corps of Engi :
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confidence interval depends on the confidence level B. The upper and lower
boundary values of the confidence interval are called confidence limits (Fig.
12.6.1).
Corresponding to the confidence level B is a significance level «, given by
1 —
a = Ll (12.6.1)
2
For example, if 8 = 90 percent, then e = (1 —0.9)/2 = 0.05, or 5 percent.
For estimating the event magnitude for return period T, the upper limit Ur g
and lower limit £y, may be specified by adjustment of the frequency factor
equation:

Ura =3 + 5K7 , (12.6.2)

and

Lio=5+ 5,Ki, (12.6.3)
where AI;J and K;Lr‘a are the upper and lower confidence limit factors, which can
be determined for normally distributed data using the noncentral ¢ distribution
(Kendall and Stuart, 1967). The same factors are used to construct approximate
confidence limits for the Pearson Type III distribution. Approximate values for

these factors are given by the following formulas (Natrella, 1963; U. S. Water
Resources Council, 1981):

Ky + K%— — ab
= e (12.6.4)

K= (12.6.5)

Variate
x |
|
U, | Uppertmit
vl
Lower limit
Lyg — =225 Probability p = 1-2

Contro! curves

Frequency curve

: FIGURE 12.6.1
Retnrn nariod T Definition of wnﬁdﬂ\t&,“miﬁ
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in which
S e 12.6.6
4 2(n—1) ( )
and
% -y
b=K2 - - T (12.6.7)

The quantity z,, is the standard normal variable with exceedence probability a.

Example 12.6.1. Determine the 90-percent confidence limits for the 100-year dis-
charge for Walnut Creek, using the data presented in Example 12.5.1. The log-
arithmic mean, standard deviation, and skew coefficient are 3.639, 0.4439, and
—0.64, respectively, for 16 years of data.

Solution. For 8 = 0.9, @ = 0.05 and the required standard normal variable z, has
exceedence probability 0.05, or cumulative probability 0.95. From Table 11.2.1,
the required value is z, = 1.645. The frequency factor K7 for T = 100 years was
calculated in Example 12.5.1 as Ko = 1.850. Hence, by Eqs. (12.6.4) to (12.6.7)

2

22 (1.645)2
sff o o e = 0.9098
a s 1) He—1
7 (1.645)
Bk v = BASIR— B 00 o5
P = (1850) % 53

KT+ I(’T—ab

_ 1.850 + [(1.850)%* — 0.9098 x 3.253)'7

Kico0s = a 0.9098
=2.781
b _ Kr— (JK7—ab _1.850 — [(1.850)% — 0.9098 x 3.253]'?
100,0.05 — -
a 0.9098
=1.286

The confidence limits are computed using Eqgs. (12.6.2) and (12.6.3):
Uioo0s =¥ + $,Kio00.05
=3.639 + 0.4439 x 2.781
=4.,874
Liooo.0s =5 + 55Kio0.0.08
=3.639 + 0.4439 x 1.286
=4.210

The corresponding discharges for the upper and lower limits are (10)*#7* = 74, 820
cfs, and (10)+21° = 16,200 cfs, respectively, as compared to an estimated event
magnitude of 28.900 cfs from Table 12.5.2. The confidence interval is quite wide
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‘1 this case because the sample size is small. As the sample size increases, th.e width
of the confidence interval around the estimated flood magnitude will diminish.

Standard Error

The standard error of estimate s, is a measure of the standard deviation of event
magnitudes computed from samples about the true event magnitude. Formulas
for the standard error of estimate for the normal and Extreme Value Type |
distributions are (Kite, 1977):

Normal v
112

2
ik (12.6.8)

n

Se —

Extreme Value Type I

1/2
5, = {1[1 + 1.1396K7 + 1.1000K%)} 5 (12.6.9)

n

where s is the standard deviation of the original sample of size 7. Standard errors
may be used to construct confidence limits in a similar manner to that 1111_Js_trated
in Example 12.6.1, except that in this case the confidence limits for significance

level ¢ are defined as x7 % SeZqa

Example 12.6.2. Determine the standard error of estimate and th.e 90 percent con-
fidence limits of the 5-year-return-period, 10-minute-duration rainfall at (;hlcago,
Iilinois. From Example 12.3.2, the estimated S-year depth is xy = 0.78 in; also,
¢ = 0,177 in, Ky = 0.719, and n = 35.

Solution. The standard error is computed for the Extreme Value Type I distribution
using Eq. (12.6.9)

n

12
.s-g=[lh + 1.1396Kr + 1.10001(%)} 5

12
4{ %El 41,1396 % 0.719 + 1.1000 x (0.719)2\] * 0.177
~0.046 in

The 90 percent confidence limits, with z, = 1.645 for @ = 0.05, are .xrt se;a =
0.78 + 0.046 % 1.645 = 0.70 and 0.86 in. Thus the 5 year, 10-minute ralpfall
estimate in Chicago is 0.78 in with 90 percent confidence Jimits [0.70, 0.86] in.

Expected Probability

Expected probability is defined as the average of the true exceedence probabilities
of all magnitude estimates that might be made from successive samples of a
specilied size for a specified flood frequency (Beard, 1960; U. S. Water Resources
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Council, 1981). The flood magnitude estimate computed for a given sample is
approximately the median of all possible estimates; that is, there is an approxi-
mately equal chance that the true magnitude will be either above or below the
estimated magnitude. But the probability distribution of the estimate is positively
skewed, so the average of the magnitudes computed from many samples is larger
than the median. The skewness arises because flood magnitude has a lower bound
at zero but no upper bound.

The consequence of the discrepancy between the nézdl n and the mean flood
estimate is that, if a very large number of estimates of 03 magunitude are made
over a region, on average more 100-year floods will occur’than expected (Beard,
1978). The expected probability of occurence of flood events in any year can be
estimated for events of nominal return period T by the following formulas, which
are derived for the normal distribution, and apply approximately to the Pearson
Type I distribution (Beard, 1960; Hardison and Jennings, 1972).

The expected probability for the normal distribution is expressed for a
sample size of n as

E(P,) = P{In—l > z(n i 1)“2] (12.6.10)

where z is the standard normal variable for the desired probability of exceedence
and t,— is the student’s #-statistic with n — 1 degrees of freedom. Calculation
can be performed using the appropriate tables for ¢,—; and z. These computations
can also be carried out using the following equations (U. S. Water Resources
Council, 1981; U. S. Army Corps of Engineers, 1972).

T (years) Exceedence probability Expected probability E(P,)
1000 0.001 0.001{1.0+ 222 | (12.6.11)
nl.SS;
‘ 26
100 0.01 0.01{1.0+ (12.6.11b)
nl.lﬁ
6
20 0.05 0.0511.0+ (12.6.11¢)
nl.U-‘-l
3 ,
10 0.10 0.10{1.0+ ) (12.6.114)
nl 04
46 )
3.33 0.30 0.30(1.0+ OogiJ (12.6.11¢)
092

o



CHAPTER

13

HYDROLOGIC
DESIGN

Hydrologic design is the process of assessing the impact of hydrologic events on a
water resource system and choosing values for the key variables of the system so
that it will perform adequately. Hydrologic design may be used to develop plans
for a new structure, such as a flood control levee, or to develop management
programs for better control of an existing system, for example, by producing
a flood plain map for limiting construction near a river. There are many factors
besides hydrology that bear on the design of water resource systems; these include
public welfare and safety, economics, aesthetics, legal issues, and engineering
factors such as geotechnical and structural design. While the central concern of
the hydrologist is on the flow of water through a system, he or she must also be
aware of these other factors and of how the hydrologic operation of the system
might affect them. In this sense hydrologic design is a much broader subject than
hydrelogic analysis as covered in previous chapters.

13.1 HYDROLOGIC DESIGN SCALE

The purposes of water resources planning and management may be grouped

roughly into two categories. One is water control, such as drainage, flood con- .

trol, pollution abatement, insect control, sediment control, and salinity control.
The other is warer use and management, such as domestic and industrial water
supply, irrigation, hydropower generation, recreation, fish and wildlife improve-
ment, low-flow augmentation for water quality management, and watershed
management. In either case, the task of the hydrologist is the same, namely,
to determine a design inflow, to route the flow through the system, and to check
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whether the output values are satisfactory. The difference between the two cases
is that design for water control is usually concerned with extreme events of short
duration, such as the instantaneous peak discharge during a flood, or the minimum
flow over a period of a few days during a dry period, while design for water use
is concerned with the complete flow hydrograph over a period of years.

The hydrologic design scale is the range in magnitude of the design variable
(such as the design discharge) within which a value must be selected to determine
the inflow to the system (see Fig. 13.1.1). The most imp(}{tam factors in selecting
the design value are cost and safety. It is too costly to desjgn small structures
such as culverts for very large peak discharges; however, 3f a major hydraulic
structure, such as the spillway on a large dam, is designed for too small a flood,
the result might be a catastrophe, such as a dam’s failure. The optimal magnitude
for design is one that balances the conflicting considerations of cost and safety.

Estimated Limiting Value

The practical upper limit of the hydrologic design scale is not infinite, since the
global hydrologic cycle is a closed system; that is, the total quantity of water
on earth is essentially constant. Some hydrologists recognize no upper limit, but
such a view is physically unrealistic. The lower limit of the design scale is zero in
most cases, since the value of the design variable cannot be negative. Although
the true upper limit is usually unknown, for practical purposes an estimated upper
limit may be determined. This estimated limiting value (ELV) is defined as rthe
largest magnitude possible for a hydrologic event at a given location, based on
the best available hydrologic information. The range of uncertainty for the ELV

100 - - Estimated limiting value (ELV} +
90 g1
g
80 | A
=
5 - 1000 =
=70 A X
bS] F 500 28 x
= 7 i
by S E g
S 60 ~ 200 g s 2
= = Bl
= Folo 2 T -
30 4 L0 B og
s E 2
a0 ] - FIGURE 13.1.1
| L g e @ Hydrologic design scale. Approximate
! = o ranges of the design level for different types
‘ m3 2 s of structures are shown. Design may be
L o2 based on a percentage of the ELV or on
[ a design return period. The values for the
two scales shown in the diagram are illus-
trative only and do not correspond directly
A p with one another.



418  \PPLIED HYDROLOGY

depends on the reliability of information, technical knowledge, and accuracy of
analysis. As information, knowledge, and analysis improve, the estimate better
approximates the true upper limit, and its range of uncertainty decreases. There
have been cases in which observed hydrologic events exceeded their previously
estimated limiting values.

The concept of an estimated limiting value is implicit in the commonly
used probable maximum precipitation (PMP) and the corresponding probable
maximum flocd (PMF). The probable maximum precipitation is defined by the
World Meteorological Organization (1983) as a “quantity of precipitation that is
close to the physical upper limit for a given duration over a particular basin.”
Based on worldwide records, the PMP can have a return period of as long as
500,000,000 vears, corresponding approximately to a frequency factor of 15.
However, the return period varies geographically. Some would arbitrarily assign
a return period, say 10,000 years, to the PMP or PMF, but this suggestion has
no physical basis.

Probability-Based Limits

Because of its unknown probability, the estimated limiting value is used
deterministically. Lower down on the design scale, a probability- or frequency-
based approach is commonly adopted. The magnitudes of hydrologic events at
this level are smaller, usually within or near the range of frequent observations.
As a result, their probabilities of occurrence can be estimated adequately when
hydrologic records of sufficient length are available for frequency analysis. The
probabilistic approach is less subjective and more theoretically manageable than
the deterministic approach. Probabilistic metheds also lead to logical ways of
determining optimum design levels, such as by hydroeconomic and risk analyses.
which will be discussed in Sec. 13.2.

For a densely populated area, where the failure of water-control works
would result in loss of life and extensive property damage, a design using the
ELV .night be justified. In a less populous area where failure would result only
in minor damage, a design for a much smaller degree of protection is reasonable.
Between these extremes on the hydrologic design scale, varying conditions exist
and varying design values are required. When the probabilistic behavior of a
hydrologic event can be determined, it is usually best to use the event magnitude
for a specified return period as a design value.

Based on past experience and judgment, some generalized design criteria
for water-control structures have been developed, as summarized in Table 13.1.1.
According to the potential consequence of failure, structures are classified as
major, intermediate and minor; the corresponding approximate ranges on the
design scale are shown in Fig. 13.1.1. The criteria for dams in Table 13.1.1
pertain to the design of spillway capacities, and are taken from the National
Academy of Sciences (1983). The Academy defines a small dam as having 50-
1000 acre-ft of storage or being 25-40 ft high, an intermediate dam as having
1000-50,000 acre-ft of storage or being 40-100 ft high, and a large dam as having
more than 30,000 acre-ft of storage or being more than 100 ft high. In general,
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TABLE 13.1.1
Generalized design criteria for water-control structures

Type of structure Return period (vears) ELV

Highway culverts
Low traffic 5-10 —
Intermediate traffic 10-25 iy
High traffic 50-100 —
Highway bridges .
Secondary system 10-50 I —
Primary system 50-100 Coa —
Farm drainage
Culverts 5-50 —
Ditches 5-50 —
Urban drainage
Storm sewers in small cities 2-25 e
Storm sewers 1n large cities 25-5
Airfields
Low traffic 5-10 —
Intermediate traffic 10-25 —
High traffic 50-100 ==
Levees
On farms 2-50 —
Around cities 50-200 —
Dams with no likelihood of
loss of life (low hazard)
Small dams 50-100 —
Intermediate dams 100 + —
Large dams — 50-100%
Dams with probable loss of life
(significant hazard)
Small dams 100 + 50%
Intermediate dams - 50-100%
Large dams — 100%
Dams with high likelihood of considerable
loss of life (high hazard)
Small dams — 50-100%
Intermediate dams — 100%
Large dams - 100%

there would be considerable loss of life and extensive damage if a major structure
failed. In the case of an intermediate structure, a small loss of life would be
possible and the damage would be within the financial capability of the owner.
For minor structures, there generally would be no loss of life, and the damage
would be of the same magnitude as the cost of replacing or repairing the structure.

Design for Water Use

The above discussion applies to the hydrologic design for the control of excessive
waters, such as floods. Design for water use is handled similarly, except that
insufficient rather than excessive water is the concern. Because of the long time
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span of droughts, there are fewer of them in historical hydrologic records than
there are extreme floods. It is therefore more difficult to determine drought design
levels through frequency analysis, especially if the design event lasts several
years, as is sometimes the case in water supply design. A common basis for
the design of municipal water supply systems is the critical drought of record,
that is, the worst recorded drought. The design is considered satisfactory if it
will supply water at the required rate throughout an equivalent critical period.
The limitation of the critical-period approach is that the risk level associated
with basing the design on this single historical event is unknown. To overcome
this limitation, methods of synthetic streamflow generation have been developed
using computers and random number generation to prepare synthetic streamflow
records that are statistically equivalent to the historical record. Together with the
historical record, the synthetic records provide a probabilistic basis for design
against drought events (Hirsch, 1979, Salas, et al., 1980).

Hydrologic design for water use is closely regulated by the legal framework
of water rights, especially in and regions. The law specifies which users will
have their allocations reduced in the event of a shortage. In an effort to protect
the fish and wildlife of a stream, methods have been developed in recent years
to quantify their need for instream flow (Milhous and Grenney, 1980). Unlike
flood control and water supply, for which sufficient hydrologic information is
provided by flow rate and water level. instream flow needs are influenced also
by turbidity, temperature, and other water quality variables in a complex manner
varying from one species to another. Water resources systems are subject to the
demands of competing users, the need to maintain instream flow, and competing
demands related to flood control. Hydrologic design must specify the appropriate
design level for each of these factors.

13.2 SELECTION OF THE DESIGN LEVEL

A hydrologic design level on the design scale is the magnitude of the hydrologic
event to be considered for the design of a structure or project. As it is not always
economical to design structures and projects for the estimated lLimiting value,
the ELV is often modified for specific design purposes. The final design value
may be further modified according to engineering judgment and the experience
of the designer or planner. Three approaches are commonly used to determine a

hydrologic design value: an empirical approach, risk analysis, and hydroeconomic
analysis.

Empirical Approach

During the early years of hydraulic engineering practice, around the early 1900s,
a spillway designed to pass a flood 50 to 100 percent larger than the largest
recorded in @ period of perhaps 25 years was considered adequate. This design
criterion is no more than a rule of thumb involving an arbitrary factor of safety. As
an example of the inadequacies of this criterion, the Republican River in Nebraska
in 1935 experienced a flood over 10 times as large as any that had occurred on
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thaF rivelr during 40 prior years of record. This design practice was found to be
entirely inadequate, and hydrologists and hydraulic engineers searched for better
methods.

_ As an empirical approach the most extreme event among past observations
is often selected as the design value. The probability that the most extreme event

of the.past N years will be equaled or exceeded once during the next »n years can
be estimated as

n -
P(N,n) = e 14 (13.2.1)

Thus, for example, the probability that the largest flood observed in N years will
be equaled or exceeded in N future years is 0.50.

. If a drought lasting m years is the critical event of record over an N-year
period, what is the probability P(N,m,r) that a worse drought will occur within
the next n years? The number of sequences of length m in N years of record is
N—m + 1, and in n years of record n — m + 1. Thus the chaﬁce that the worst
event over the past and future spans combined will be contained in the » future

years is given approximately by
n—m+=+1)

PN, m,n)=
N-m+1)+n—m+1)

13.2.2
n—m+ 1 ( :

“Nan-smiz =M
which reduces to (13.2.1) when m = 1.

Example. 13.2.1. If the critical drought of record, as determined from 40 years of
hydrologrlc data, lasted 5 years, what is the chance that a more severe drought will
occur during the next 20 years?

Solution. Using Eq. (13.2.2),

20-5+1
40+20—-2x5+2

= (0.308

P(40,5,20) =

Risk Analysis

Water-co'nt.rol design ?nvolves consideration of risks. A water-control structure
might fail _If the magnitude for the design return period T is exceeded within the
expected life of the structure. This natural, or inherent, hydrologic risk of failure
can be calculated using Eq. (12.1.4):

R=1-[1-PX=xp]" (13.2.3)

where P(X 2 xp) = /T, and n is the expected life of the structure; R represents
the probability that an event x = xp will occur at least once in n years. This
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FIGURE 13.2.1
Risk of 4t least one exceedence of the design event during the design life.

relationship is plotted in Fig. 13.2.1. If, for example, a hydrologist wants to be
approximately 90 percent certain that the design capacity of a culvert will not be
exceeded during the structure’s expected life of 10 years, he or she designs for
the 100-year peak discharge of runoff. If a 40-percent risk of failure is acceptable,
the design return period can be reduced to 20 years or the expected life extended
to 50 years.

Example 13.2.2. A culvert has an expected life of 10 years. If the acceptable
risk of at least one event exceeding the culvert capacity during the design life is 10
percent, what design return period should be used? What is the chance that a culvert
designed for an event of this return period will not have its capacity exceeded for
50 years?

Solution. By Eqg. (13.2.3)

Qr

‘ 1\10
0.10=1 —(1 b
T/

and solving yields T = 95 years.
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If T = 95 years, the risk of failure over n = 50 years is

3 5
1.0

R=1-[1- L
l\ 95/
=0.41
So the probability that the capacity will not be exceeded during this 50-year period
is 1 —0.41 = 0.59, or 59 percent. o

A

It can be seen in Fig. 13.2.1 that. for a given risk of’il'!ailure, the required
design return period 7T increases linearly with the design life #, as T and n become
large. Under these conditions, what is the risk of failure if the design return period
is equal to the design life, that is, T = n? By expanding Eq. (13.2.3) as a power
series, it can be shown that for large values of n, 1 — (1 — /)" = 1 — ¢ ~"7,
so, for T = n, the risk is 1 —e ~! = 0.632. For example, there is approximately
a 63-percent chance that a [00-year event will be exceeded at least once during
the next 100 years.

Although natural hydrologic uncertainty can be accounted for as above,
other kinds of uncertainty are difficult to calculate. These are often treated using
a safety factor, SF, or a safery margin, SM. Letting the hydrologic design value
be L and the actual capacity adopted for the project be C, the factor of safety is

SF = — (13.2.4)

and the safety margin is
SM=C-L (13.2.5)

The actual capacity is larger than the hydrologic design value because it has
to allow for other kinds of uncertainty: technological (hydraulic, structural,
construction, operation, etc.), socioeconomic, political, and environmental.

For a specified hydrologic risk R and design life n of a structure,
Eq. (13.2.3) can be used to compute the relevant return period 7. The hydro-
logic event magnitude L corresponding to this exceedence probability is found
by a frequency analysis of hydrologic data. The design value C is then given by
L multiplied by an assigned factor of safety, or by L plus an added margin of
safety. For example, it is customary to design levees with a safety margin of one
to three feet, that is, one to three feet of freeboard above the calculated maximum
water surface elevation.

Hydroeconomic Analysis

The optimum design return period can be determined by hydroeconomic analysis
if the probabilistic nature of a hydrologic event and the damage that will result
if it occurs are both known over the feasible range of hydrologic events. As the
design return period increases, the capital cost of a structure increases, but the
expected damages decrease because of the better protection afforded. By summing
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the capital cost and the expected damage cost on an annual basis, a design return
period having minimum total cost can be found.

Figure 13.2.2{a) shows the damage that would result if an event, such as
a flood. having the specified return period were to occur. If the design event

magnitude 15 x7, the structure will prevent all damages for events with x = x,

but none for x > xy, so the expected annual damage cost is found by taking
the product of the probability f(x)dx that an event of magnitude x will occur
in any given year, and the damage D{x) that would result from that event, and
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FIGURE 13.2.2
Determinatjon of the optimum design return peried by hydroeconomic analysis (Example 13.2.3).
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integrating for x > x7 (the design level). That is, the expected annual cost D1 is

Dr = J{D(x)f(x)dx (13.2.6)

which is the shaded area in Fig. 13.2.2(a).

The integral (13.2.6) is evaluated by breaking the range of x > x7 into
intervals and computmg the expected annual damage cost| for events in each
interval, For x; | = x = x;, o

X 54
AD; ZJ' D(x)f(x)dx (13.2.7)

=1

which is approximated by

[Dm )+Duq

AD; = f [y dx

(13.2.8)
_D@xi—1) + Dixy)
- 2
But Pt = 5}~ Plr = 5~y = [l = Plx = x)] = [L = Plx = x;-9)] =
Plx = x;—1) — P(x = x;), so (13.2.8) can be written
D(}C,fl) o+ D(x )r
2

[P(x < %)) — P(r = x;—y)]

AD; = [P =x;—1) — Plx = x;)| (13.2.9)
and the annual expected damage cost for a structure designed for return period T
is given by

D = z[w [Px = x-1) — Plx = x))] (13.2.10)
i=1

By adding Dr to the annualized capital cost of the structure, the total cost can
be found; the optimum design return period is the one having the minimum total
cost.

Example 13.2.3. For events of varicus return periods at a given location, the
damage costs and the annualized capital costs of structures designed to control the
events, are shown in columns 4 and 7, respectively, of Table 13.2.1. Determine
the expected annual damages if no structure is provided, and calculate the optimal
design return period.

Solution. For each return period shown in column 2 of Table 13.2.1, the annual
exceedence probability is P(x = x7) = 1/T. The corresponding damage cost AD is
found using Eq. (13.2.9). For example, for the interval i = 1 between T = 1 year
and T = 2 years,

Am=FW”+DmJ

- J[P(x =) — Plx = x3)

o
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TABLE 13.2.1 .
Calculation of the optimum design return period by hydroeconomic

analysis (Example 13.2.3)

Column: 1 2 3 4 5 6 7 8
Incre- Return Annual Damage Incremental Damage Capital Total
ment period exceedence expected risk cost cost
i T probability damage cost

(vears) $) ($/year) ($/vear) ($/year) ($/year)

! 1.000 0 49,098 0 49,098
! ” 2 0.500 20,000 5,000 44,098 3,000 47,098
2 5 0.200 60,000 12,000 32,098 14,000 46,098
3 10 0.100 140,000 10,000 22.098 23,000 45,098
4 15 0.067 177,000 5,283 16,815 25,000 41,815
5 20 0.050 213,000 3,250 13,565 27,000 40,565
6 25 0.040 250,000 2,315 11,250 29.000 40,250
7 50 0.020 300,000 5,500 5.750 40,000  45.750
8 100 0.010 400,000 3,500 2,250 60.000 62,250
9 200 0.005 500,000 2,250 0 80,000 80,000

Annual expected damage = $49,098

10 + 20,000}
=|—F—)10-05

=5§5,000/year

as shown in column 5 of the table. Summing these incremental costs yields an annual
expected damage cost of $49,098/year if no structure is built. This represents the
average annual cost of flood damage over many years, assuming constant economic
conditions. This amount is the damage risk cost corresponding to no structure, and
is shown in the first line of column 6 of the table.

The damage risk costs diminish as the design return period of the control
structure increases. For example, if T = 2 years were selected, the damage risk cost
would be 49,098 —AD ;= 49,098 — 5,000 = $44,098/year. The values of damage
risk cost and capital cost (column 7) are added to form the total cost (column 8);
the three costs are plotted in Fig. 13.2.2(f). Tt can be seen from the table and the
figure that the optimum design return period, the one having minimal total cost, is
25 years, for which the total cost is $40,250/year. Of this amount, $29,000/year
{72 percent) is capital cost and $11,250/year (28 percent) is damage risk cost.

Hydroeconomic analysis has been applied to the design of flood control
reservoirs, levees, channels, and highway stream crossings (Corry, Jones, and
Thompson, 1980). For a flood damage study, the duration and extent of flooding
must be determined for events of various return periods and economic surveys
must be taken to quantify damages for each level of flooding. The social costs of
flooding are difficult to quantify. The U. S. Army Corps of Engineers Hydrologic
Engincering Center in Davis, California, has available the following computer
programs for hydroeconomic analysis (U. S. Army Corps of Engineers, 1986):
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DAMCAL (Damage Reach Stage-Damage Calculation), EAD (Expected Annual
Flood Damage Computation), SID (Structure Inventory for Damage Analysis),
AGDAM (Agricultural Flood Damage Analysis), and SIPP (Interactive Nonstruc-
tural Analysis Package).

13.3 FIRST ORDER ANALYSIS OF UNCERTAINTY

Many of the uncertainties associated with hydrologic system 'arlinot quantifiable,
For example, the conveyance capacity of a culvert with an unofstructed entrance
can be calculated within a small margin of error, but durirg a flood, debris
may become lodged around the entrance to the culvert, reducing its conveyance
capacity by an amount that cannot be predetermined. Hydrologic uncertainty may
be broken down into three categories: natural, or inherent, uncertainty, which
arises from the random variability of hydrologic phenomena; model uncertainty,
which results from the approximations made when representing phenomena by
equations; and parameter uncertainty, which stems from the unknown nature
of the coefficients in the equations, such as the bed roughness in Manning’s
equation. Inherent uncertainty in the magnitude of the design event is described by
Eq. (13.2.3); in this section, model and parameter uncertainty will be considered.
The first order analysis of uncertainty is a procedure for quantifying the
expected variability of a dependent variable calculated as a function of one or
more independent variables (Ang and Tang, 1975; Kapur and Lamberson, 1977;
Ang and Tang, 1984; Yen, 1986). Suppose w is expressed as a function of x:

w = f(x) (13.3.1)

There are two sources of error in w: first, the function f, or model, may be
incorrect; second, the measurement of x may be inaccurate. In the following
analysis it is assumed that there is no model error, or bias. Kapur and Lamberson
(1977) show how to extend the analysis when there is model error. Assuming,
then, that f(-) is a correct model, a nominal value of x, denoted %, is selected as
a design input and the corresponding value of w calculated:

W = f(%) (13.3.2)

If the true value of x differs from X, the effect of this discrepancy on w can be
estimated by expanding f(x) as a Taylor series around x = ¥

s o H 1 d&f -
w = f(x) + a;(x—f)+ ?!E(x—x) F oo (13.3.3)
where the derivatives df/dx, dzf/dxz, ..., are evaluated at x = X. If second and

higher order terms are neglected, the resulting first order expression for the error
in wis
df
w—w=—"—(x—X 13.3.4)
dx( ) (
The variance of this error is sfv = E[(w— w)?] where E is the expectation operator
[see Eq. (11.3.3)]; that is,

_—_—_—_—__—__—_—_J
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sa:E {%(x—x)}}

or
2 7’@_( ; 2 .
SW_[\dx) g (13.3.5)

where 57 is the variance of x.

Equagio'n (13.3.5) gives the variance of a dependent variable w as a function
of the variance of an independent variable x, assuming that the functional rela-
tionship w = f(x) is correct, The value s, is the standard error of estimate of w.

If w is dependent on several mutually independent variables x, xa, ... ,
X,. it can be shown by a procedure similar to the above that

. ( ‘?f)"si’_ (13.3.6)

.»(91‘_-)23‘2

x| M ax, |
2 \

/ (}f 2
2 _ (9| 2
Sy = ( ) ¥y +

\(7)61.
Kapur and Lamberson (1977) show how to extend (13.3.6) to account for the
effect on 53. of correlation between x, xa, . . . , x,, if any exists.

\

First-Order Analysis of Manning’s Equation: Depth as the
Dependent Variable

Manning’s equation is widely applied in hydrology to determine depths of flow
for specified flow rates, or to determine discharges for specified depths of flow,
taking into account the resistance to flow in channels arising from bed roughness.
A common application, such as in channel design or flood plain delineation, is
to calculate the depth of flow y in the channel, given the flow rate O, roughness
coefficient #, and the shape and slope of the channel as determined by design or by
surveys. Once the depth of flow (or elevation of the water surface) is known, the
values of the design variables are determined, such as the channel wall elevation
or the flood plain extent. The hydrologist faced with this task is conscious of the
uncertainties involved, especially in the selection of the design flow and Manning
roughness. Although it is not so obvious, there is also uncertainty in the value of
the friction slope Sy, depending on how it is calculated, ranging from the simplest
case of uniform flow (S, = §) to more complex cases of steady nonuniform
flow or unsteady nonuniform flow [see Eq. (9.2.1)]. The first-order analysis of
uncertainty can be used to estimate the effect on y of uncertainty in @, n, and § -

Consider, first, the effect on flow depth of variation in the flow rate Q.
Manning’s equation is written in English units as

1.49
0= ﬁﬁs}fﬁAR“ (13.3.7)
n

where A is the cross-sectional area and R the hydraulic radius, both dependent on
the flow depth y. If variations in y are dependent only on variatiens in O, then,

£
H
g
£l

e
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by (13.3.5),

2 'd}".g 2

5, = 70 5 (13.3.8)
where dy/d() is the rate at which the depth changes with changes in . Now, in
Chap. 5, it was shown [Eq. (5.6.15)] that the inverse of this derivative, namely
dQ/dy, is given for Manning’s equation by L

4
40 _ Pjﬁ . 15«_«:} i
dy 3R dy A dy

Table 5.6.1 gives formulas for the channel shape function (2/3R)(dR/dy) +
(1/A)(dA/dy) for common channel cross sections. Substituting into (13.3.8),

52
g5 = Q (13.3.10)

(2 dr  1dAV
2 st AL —
Q(BRdy +Ad_}')

(13.3.9)

But 5o/Q = CVy, the coefficient of variation of the flow rate (see Table 11.3. 1),
s0 (13.3.10) can be rewritten
CV7
$2 5= e (13.3.11)
2 dR . 1 dA
3Rdy 4 a’yJ

which specifies the variance of the flow depth as a function of the coefficient of
lvarlation of the flow rate and the value of the channel shape function. To take
Into account also the uncertainty in Manning’s roughness » and the friction slope
Sy, it may be similarly shown, using Eq. (13.3.6), that

2o CVg + CV2 + (1/4)CV§,
: 2 dr  1dAV
(Wf? 535)
giving the variance of the flow depth y as a function of the coefficients of variation
of flow rate, Manning’s » and friction slope, and the channel shape function.

(13.3.12)

Example 13.3.1. A 50-foot wide rectangular channel has a bed slope of one
percent. A hydrologist estimates that the design flow rate is 5000 cfs and that the
roughness is n = 0.035. If the coefficients of variation of the flow estimate and the
roughness estimate are 30 percent and 15 percent, respectively, what is the standard
error of estimate of the flow depth y? If houses are built next to this channel with
floor elevation one foot above the water surface elevation caleulated for the design
event, estimate the chance that these houses will be flooded during the design event
due to uncertainties involved in caleulating the water level. Assume uniform flow.

Solution. For a width of 50 feet, A = 50y and R = 50y/(50 + 2y); the flow depth
for the base case is calculated from Manning’s equation:
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A9 L
Q= L 95}'2ARZ-‘3
—
1.49 [ 50y *
5000 = ———(0.01)"*(50y .
0.035 0NN 75 )
which is solved using Newton's iteration technique (see Sec. 5.6) to yield

y =737t

The standard error of the estimate is s,. calculated by Eq. (13.3.12) with CV, =
0.30, CV, = 0.15, and Cst = 0. From Table 5.6.1, for a rectangular channel,

T (2R 1dA\_ B+ oy
3Rdy  Ady! 3y(B + 2v)
_ 5% 50 4+ 6 x7.37
3IXT.37(50 + 2 x7.37)
=0.206

So
_ CVg + OV, + (1/4)CVG,

2dR | 1dAV
(31? dy A dy |

_{0.30)? + (0.15)?
(0.206)?

s

e ta

or 5. = 1.63 ft.

If the houses are built with their floors one foot above the calculated water
surface elevation, they will be flooded if the actual depth is greater than 7.37 +
1.00 = 8.37 ft. If the water surface elevation y is normally distributed, then the
probability that they will be flooded is evaluated by converting v to the standard
normal variable z by subtracting the mean value of y (7.37 ft) from both sides of
the inequality and dividing by the standard error (1.63 ft):

=037 R.37=7.37
Py > §37=P >
0 U ( 1.63 T

(y—7.37 \
= Pl —— = (.

( 1.63 0 613)
= P(z > 0.613)

= | — F,(0.613)

where F. is the standard normal distribution function, Using Table 11.2.1 or the
method employed in Example 11.2.1, the result is F.(0.613) = 0.73, so P(y >
8.37) = 1 =073 = 0.27. There is approximately a 27 percent chance that the
houses will be flooded during the design event due to uncertainties in calculating
the water level for that event.

This example has treated only parameter uncertainty in the calculations. The
true probability that the houses will be flooded is greater than that calculated
here, because the critical flood may exceed the design magnitude (due to natural
uncertainty).

L
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It is clear from Example 13.3.1 that reasonable amounts of uncertainty in
the estimation of Q and » can produce significant uncertainty in flow depth. A
15-percent error in estimating » = 0.035 is an erTor of 0.035 x 0.15 = 0.005.
This would be indicated from a measurement of 0.035 = 0.005, which is about
as accurate as an experienced hydrologist can get from observation of an existing
channel. A 30-percent error in estimating € is 5000 X 0.30 = 1500 cfs. An
estimate of ¢ = 5000 = 1500 cfs may also reflect the correct order of uncertainty,
especially if the design return period is large (e.g., T = 100 years).

The use of the channel shape function (2/3R)(dR/dy) é: (1/AX)(dA/dy) in
(13.3.12) depends on knowledge of dR/dy and dA/dy, which may be difficult to
obtain for irregularly shaped channels. Also, the assumption that y depends on
Q alone may not be valid. In such cases, Eq. (13.3.6) can be used to obtain s,,
treating ¥ as a function of Q) and n, and a computer program simulating flow in
the channel can be used to estimate the required partial derivatives &y/dQ and
dy/én by rerunning the program for various values of @ and n and reading off the
computed values of flow depth or water surface elevation. Figure 13.3.1 shows
the results of such a procedure for the channel and conditions given in Example
13.3.1. The gradients dy/dQ and &y/dn are approximately linear for this example;
this validates the use of only first-order terms in the analysis of uncertainty (if
the lines were significantly curved, analysis would require keeping the second-
order terms in the Taylor-series expansion),

Example 13.3.2. For the same conditions as in Example 13.3.1 (B =50 ft, 0 =
5000 cfs, §, = 0.01, n = 0.035), the variation of flow rate with flow depth at the
base case level has been found from Fig. (13.3.1) to be dQ/dy = 1028 cfs/ft, and
the variation of n with flow depth, dn/dy = 0.0072 fe=l If CVp=0.30and CV,=
0.15, calculate the standard error of y.

Solution. From Eq. (13.3.6),

2

5= (ﬂkzsé F (d_y‘} 5:;

In this case, sp = 5000 % 0.30 = 1500, 5, = 0.033 x 0.15 = 0.0053; also, dy/dQ =
1/1028, dy/dn = 1/0.0072. Thus,

2

2 _ (1 )_ 2 (
“-“’(1028 X (1500) +

1 ]2 % (0.0053)°
0.0072/ '

or s, = 1.63 ft as computed in Example 13.3.1.

First-Order Analysis of Manning’s Equation: Discharge as
the Dependent Variable

Another application of Manning's equation is the calculation of the discharge or
capacity C of a stream channel or other conveyance structure for a given depth,
roughness coefficient n, bottom slope, and cross-sectional geometry. Manning’s
equation (13.3.7) can be expressed using R = A/P as

o
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FIGURE 13.3.1

Variation of the flow depth with flow rate and with Manning’s n. Rectangular channel with width
50 ft, bed slope 0.01. Uniform flow assumed. (Example 13.3.2).

1.49

=== (13.3.13)
n

— 112 4513 p—213
C=0= §; AP
in which P is the wetted perimeter. Performing first-order analysis on (13.3.13),
the coelficient of variation of the capacity can be expressed as
]
CVy = CVi + ;cvg{ (13.3.14)
assuming CV,4 = 0 and CVp = 0. »
Manning’s equation for a channel and flood plain (overbank) can also be

expressed as {Chow, 1959)
1

e

Q = 148 —ABP A2 n—szg”P,;?“ ;2 (13.3.15)
in which n. and n, are the roughness coefficients for the channel and the flood-
plain. respectively and 4., P., A,, and P, are the cross-sectional areas and
the wetted perimeters of the channe] and the overbank flow. Equation (13.3.15)
assumes that the cross-sectional shape of the channel and the flood plain are both
symmetrical about the channel center line. This equation can be used to evaluate
levee capacity {(the flow rate the levee can carry without overtopping). The levee
capacity can be considered a random variable related to the independent rapdpm
variables n., np, and Sy. Applying first-order analysis, the coefficient of variation

of the capacity is (Lee and Mays, 1986)

.

1 2
= ) cv? (13.3.16)

1 1
P ey 48 2 2
CVh = JCV§ + 530V, +

|
'
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where CVy , CVp,, CV4,, and CVp, have been assumed negligible, and

W:1+2(3)

Hy

A, 93/ p 123
7] (2]

In studies of flood data on the Ohio River, Lee and Mays (1986) concluded
that uncertainties in the roughness coefficients and the friction slope account
for 95 percent of the uncertainties in computing the capacity. They presented a
method for determining the uncertainty in the friction slbpeiusing the observed

flood hydrograph of the river. #

(13.3.17)

13.4 COMPOSITE RISK ANALYSIS

The previous sections have introduced the concepts of inherent uncertainty due
to the natural variability of hydrologic phenomena, and model and parameter
uncertainty arising from the way the phenomena are analyzed. Composite risk
analysis is a method of accounting for the risks resulting from the various sources
of uncertainty to produce an overall risk assessment for a particular design. The
concepts of loading and capacity are central to this analysis.

The loading, or demand, placed on a system is the measure of the impact of
external events. The demand for water supply is determined by the people who
use the water. The magnitude of a flash flood depends on the characteristics of
the storm producing it and on the condition of the watershed at the time of the
storm. The capacity, or resistance, is the measure of the ability of the system to
withstand the Joading or meet the demand.

If loading is denoted by L and capacity by C, then the risk of failure R is
given by the probability that L exceeds C, or

= I |

RzP(z < 1)

=P(C~L<0)

The risk depends upon the probability distributions of L and C. Suppose that the
probability density function of L is f{L). This function could be, for example, an
Extreme Value or log-Pearson Type III probability density function for extreme
values, as described earlier. Given J{L), the chance that the loading will exceed
a fixed and known capacity C* is (see Fig. 13.4.1)

(13.4.1)

P(L>C*) = J:*f(L)a‘L (13.4.2)

The true capacity is not known exactly, but may be considered to have
probability density function g(C), which could be the normal or lognormal distri-
bution arising from the first-order analysis of uncertainty in the system capacity.
For example, if Manning’s equation has been used to determine the capacity of a
hydraulic structure, the uncertainty in C can be evaluated by first-order analysis
as described above. The probability that the capacity lies within a small range
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15T

FIGURE 13.4.1

0.4 - W =3 Composite risk ana_lysis. Area
shaded is the risk Rs of

the loading exceeding a fixed
capacity of 5 umits. The

risk that the loading will
exceed the capacity when the
capacity is random is given by
R=[_[J.fiL)dL] gicidc.
The loading and capacity

0 ‘ T T T T T ' shown are both normally

0.0 1.0 2.0 3.0 4.0 50 6.0 7.0 8.0 distributed (Example

Loading L, and capacity C 13.4.1).

s

0.1 4 ' Ry = [f(LyaL

Probability density f(£.). g(C)
1

dC around a value C is g(C)dC. Assuming that L and C are independent random
variables, the composite risk is evaluated by calculating the probability that
loading will exceed capacity at each value in the range of feasible capacities,
and integrating to obtain

R—f J:f(L)dL (C)dC (13.4.3)

The reliabiliry of a system is defined to be the probability that a system will
perform its required function for a specified period of time under stated conditions
(Harr, 1987). Reliability R is the complement of risk, or the probability that the

loading will not exceed the capacity:

R=P(L =C) (13.4.4)
=1-R
Qr
C
R = r UO f[L)a’L]g(C) dC (13.4.5)

Example 13.4.1. During the coming year, a city’s estimated water demand is three
units, with a standard deviation of one unit. Calculate (@) the risk of demand
exceeding supply if the city’s water supply system has an estimated capacity of 5
units: (b) the risk of failure if the estimate of the capacity has a standard error of
0.75 units. Assume that loading and capacity are both normally distributed.

Solution. (a) The loading i1s normally distributed with u; = 3 and o, = 1. Its
probability function, from Eq. (11.2.5), is

f(L): 1 e—(L—u,'_]gﬂn’i

NV 2moyg
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1

_ e—cf,kaﬂ.«z

—
N2

The risk R is evaluated using (13.4.2) with C* = 5:

E:[ LSLdL
(%

S " .

or
- I e
R=1- ———p edr
- \‘"‘27

The integral is evalutated by converting the variable of integration to the standard
normal variable: u = (L — ug)oy, = (L =3Y1 = L =3, sodL = du, and L ~

3 becomes 4 =5—3 = 2; . = —« becomes u = —, and then
R=1- J' l_eﬁ”z’zdu
= 27
=1-F.2)

where F_ is the standard normal distribution function. From Table 11.2.1. F.(2)
0.977, and o

R=1-0.977
=0.023

The chance that demand will exceed supply for a fixed capacity of 5 is approximately
2 percent.

(b) The capacity now has a normal distribution with HKc=3and oc =0.75.
Hence, its probability density is

g(C)= -
\,Q?TU’C
= _l__e—rc ~5)212x(0.75)
V2m(0.75)
1.333

—(C=512
— o —(C=51H1125
N2

and the risk of failure is given by Eq. (13.4.3), with f(L) as before:

R= J U f(L)dL]g(C)a’C

€

:Jﬁx JC ’l_e—(L—E)Z,‘ZdL 1;33_38-[C75)2”‘[25dc

V2w \."'?1;
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The integral is evaluated by computer using numerical integration to yield R=0.032.
Thus, the chance that the city’s water demand will exceed its supply during the
coming year, assuming the capacity to be normally distributed with mean 5 and
standard deviation 0.75 is approximately 5 percent; compare this with the result of
2 percent when the capacity was considered fixed at 5 units.

It is clear from Example 13.4.1 that calculation of the composite risk of
failure can be a complicated exercise requiring the use of a computer to perform
the necessary integration. This is especially true when more realistic distributions
for the loadigg and capacity are chosen, such as the Extreme Value or log-Pearson
Type I distributions for loading, and the lognormal distribution for capacity. Yen
and co-workers at the University of Illinois (Yen, 1970; Tang and Yen, 1972,
Yen. et al., 1976) and Mays and co-workers at the University of Texas at Austin
(Tung and Mays, 1980; Lee and Mays, 1986) have made detailed risk analysis
studies for various kinds of open-channel and pipe-flow design problems.

The composite risk analysis described here is a static analysis, which means
that it estimates the risk of failure under the single worst case loading on the
system during its design life. A more complex dynamic risk analysis considers
the possibility of a number of extreme loadings during the design life, any one
of which could cause a failure; the total risk of failure includes the chance of
multiple failures during the design life (Tung and Mays, 1980: Lee and Mays
1983).

13.5 RISK ANALYSIS OF SAFETY MARGINS AND
SAFETY FACTORS
Safety Margin

The safety margin was defined in Eq. (13.2.5) as the difference between the
project capacity and the value calculated for the design loading SM=C — L.
From (13.4.1), the nisk of failure R is

R=P(C-L <0Q)
=P(SM < 0)

(13.5.1)

If C and L are independent random variables, then the mean value of SM is given
by
MsM T Mo T Hp (13.5.2)
and its variance by
Oy = O& + of (13.5.3)
so the standard deviation, or standard error of estimate, of the safety margin is
o = (o + o) (13.5.4)

If the safety margin is normally distributed, then (SM— g/ ogy is a standard

praestrr A

R

#
i3
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normal variate z. By subtracting pgy from both sides of the inequality in (13.5.1)
and dividing both sides by sy, it can be seen that

§=P(SM T Hsm P—SM)
TsM IsMm
—P(z < —&ﬁﬂ) o (13.5.5)
OsM 1
: ' g's
=F:(~MJ )
Osm

where [, is the standard normal distribution function.

Example 13.5.1. Calculate the risk of failure of the water supply system in Example
13.4.1, assuming that the safety margin is normally distributed, and that uc = §
units, o¢c = 0.75 units, u; = 3 units, and o, = 1 unit.

Solution. From Eq. (13.5.2), plgpyy = pc— g = 5—3 = 2. From (13.5.4), OsM =
(0% + o})V = (12 + 0.75%)2 = 1.250. Using (13.5.5),

vy
R:F:(f “_SM)
ISM
- FZ(f 1.250)
=F.{~1.60)

which is evaluated using Table 11.2.1 to yield R = 0.055, which is very close
to the value obtained in Example 13.4.1 by numerical integration (an inherently

approximate procedure). The risk of failure under the stated conditions is R = 0.055,
or 5.5%.

Note that this method of analysis assumes that the safety margin is normally
distributed but does not specify what the distributions of loading and capacity must
be. Ang (1973) indicates that, provided R > 0.001, R is not greatly influenced by
the choice of distributions for L and C, and the assumption of a normal distribution
for SM is satisfactory. For lower risk than this (e.g., R = 0.00001), the shapes
of the tails of the distributions for L and C become critical, and in this case, the
full composite risk analysis described in Sec. 13.4 should be used to evaluate the
risk of failure, '

Safety Factor

The safety factor SF is given by the ratio C/L and the risk of failure can be
expressed as P(SF < 1). By taking logarithms of both sides of this inequality
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R=P(SF < 1)
=P|In(SF) < 0! (13.5.6)

f C \
=P‘k1nz < 0|

If the capacity and loading are independent and lognormally distributed, then the
risk can be expressed (Huang, 1986)
/ 2172
= [ EC ]_+£V_L
ML\l + CVE |
R=F - i (13.5.7)
[ In[(1+CVR( +CVD

| L

Example 13.5.2. Solve Example 13.5.1 assuming capacity and loading are both
lognormally distributed.

Solution. From Example 13.5.1. uc=5and ¢-=0.75, and hence CV ~=0.75/5=
0.15. Likewise, u; =3 and ¢p = 1, 50 CV, = 1/3 =0.333. Hence. by Eq. (13.5.7),
the risk is

|+ (0.3332]"
1 + (0.15)°

3
- In §

R=F.

] 172

[ In [(1 + (0.15)2)(1 + (0.333)Y)

=F.(—1.5463) = 0.061

The risk of failure under the above assumptions, then, is 6.1 percent. For the same
problem (Example 13.5.1) assuming that the safety margin was normally distributed,
the risk was found to be 5.5 percent; the risk level has not changed greatly with
use of the lognormal instead of the normal distribution.

Risk—Safety Factor—-Return Period Relationship

A common design practice is to choose a return period and determine the corre-

sponding loading L as the design capacity of a hydraulic structure. The safety
factor is inherently built into the choice of the return period. Alternatively, the
loading value can be multiplied by a safety factor SF; then the structure is designed
for capacity C = SF X L. As discussed in this chapter, there are various kinds
of uncertainty associated both with L and with the capacity C of the structure as
designed. By composite risk analysis, a risk of failure can be calculated for the
selected return period and safety factor. The result of such a calculation is shown
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FIGURE 13.5.1

The risk—safety factor-return period relationship for culvert design on the Glade River near Reston,
Virginia. The probability distribution for loading used to develop this figure was the Extreme Value
Type I distribution of annual maximum floods. A lognormal distribution for the culvert capacity was
developed using first-order analysis of uncertainty. The risk level for given return period and safety
factor was determined using composite risk analysis. (Source: Tung and Mays, 1980.)

in Fig. 13.5.1, which shows a risk chart applying to culvert design on the Glade
River near Reston, Virginia. The risk values in the chart represent annual prob-
abilities of failure. For example, if the return period is 100 years and the safety
factor 1.0, the risk of failure is 0.015 or 1.5 percent in any given year, while if
the safety factor is increased to 2, the risk of failure is reduced to R = 0.006, or
0.6 percent in any given year.

Current hydrologic design practice copes with the inherent uncertainty of
hydrologic phenomena by the selection of the design return period, and with
model and parameter uncertainty by the assignment of arbitrary safety factors or
safety margins. The risks and uncertainties can be evaluated more systematically
using the procedures provided by first-order analysis of uncertainty and composite
risk analysis as presented here. However, it must be borne in mind that just as
any function of random variables is itself a random variable, the estimates of risk
and reliability provided by these methods also have uncertainty associated with
them, and their true values can never be determined exactly.
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CHAPTER

14

‘ DESIGN
’ STORMS

A design storm s a precipitation pattern defined for use in the design of a hydro-
logic system. Usually the design storm serves as the system input, and the result-
ing rates of flow through the system are calculated using rainfall-runoff and flow
routing procedures. A design storm can be defined by a value for precipitation
depth at a point, by a design hyetograph specifying the time distribution of pre-
cipitation during a storm, or by an isohyetal map specifying the spatial pattern of
the precipitation.

Design storms can be based upon historical precipitation data at a site or can
be constructed using the general characteristics of precipitation in the surrounding
region. Their application ranges from the use of point precipitation values in the
rational method for determining peak flow rates in storm sewers and highway
culverts, to the use of storm hyetographs as inputs for rainfall-runoff analysis
of urban detention basins or for spillway design in large reservoir projects. This
chapter covers the development of point precipitation data, intensity-duration-
frequency relationships. design hyetographs. and estimated limiting storms based
on probable maximum precipitation.

14.1 DESIGN PRECIPITATION DEPTH
Point Precipitation

Point precipitation is precipitation occurring at a single point in space as opposed
to areal precipitation which is precipitation over a region. For point precipitation
frequency analysis, the annual maximum precipitation for a given duration is

444

( DESIGN STORMS 445

selected by applying the method outlined in Sec. 3.4. to all storms in a year,
for each year of historical record. This process is repeated for each of a series
of durations. For each duration, frequency analysis is performed on the data,
as described in Sec. 12.2, to derive the design precipitation depths for various
return periods; then the design depths are converted to intensities by dividing by
the precipitation duration.

By analyzing data in this way, Hershfield (1961) developed isohyetal maps
of design rainfall depth for the entire United States; these ‘{en‘: published in
U. S. Weather Bureau technical paper no. 40, commonly called-T#AO. The maps
presented in TP 40 are for durations from 30 minutes to 24 htﬁlrs and return
periods from 1 to 100 years. Hershfield also furnished interpolation diagrams for
making precipitation estimates for durations and return periods not shown on the
maps. Fig. 14.1.1 shows the TP 40 map for 100-year 24-hour rainfall. The U. S.
Weather Bureau (1964) later published maps for durations of 2 to 10 days.

In many design situations, such as storm sewer design, durations of 30
minutes or less must be considered. In a publication commonly known as HYDRO
35 (Frederick, Meyers, and Auciello, 1977), the U, S. National Weather Service
presented isohyetal maps for events having durations from 5 to 60 minutes,
partially superseding TP 40. The maps of precipitation depths for 5-, 15-, and
60-minute durations and return periods of 2 and 100 years for the 37 eastern states
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FIGURE 14.1.1
The 100-year 24-hour rainfall {(in) in the United States as presented in U. S. Weather Bureau technical
paper 40. (Source: Hershfield, 1961.)
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are shown in Fig. 14.1.2. Depths for 10- and 30-minute durations for a given
return period are obtained by interpolation from the 5-, 15-, and 60-minute data
for the same return period:

PIU minIO-4lP5 min T 059P15 min (14113)
P3U min =0.51P15 min + U49P6,Q min (141“})

For return periods other than 2 or 100 years, the following interpolation equation
is used. with the appropriate coefficients a and b from Table 14.1.1.

. PT yr = ﬂP2 vr + bP]OO yr (1412)

Miller, Frederick, and Tracey (1973) present isohyetal maps for 6- and 24-
hour durations for the 11 mountainous states in the western United States; these
supersede the corresponding maps in TP 40.

Example 14.1.1. Determine the design rainfall depth for a 23-year 30-minute storm -

i Oklahoma City.

Solution. Oklahoma City is located near the center of the state of Oklahoma and
the values of 15- and 60-minute precipitation for 2- and 100-year return periods
are read from Fig. 14.1.2 as P, s = 1.02 in, P05 = 1.86 in, Pago = 1.85 in,
and Piogs0 = 3.80 in, respectively. Using (14.1.15), the values for 30-minute
precipitation depth are calculated

Py min = 0.51P 5 min + 0.49Pg min
For T = 2 years, P30 = 0.51 X 1.02 + 0.49 x 1.85 = 1.43 in.
For T = 100 years, Pigs = 0.51 X 1.86 + 0.49 x 3.80 = 2.81 in,

Then (14.1.2) is used with coefficients @ = 0.293 and b = 0.669 from Table 14.1.1
to give the 25-year 30-minute precipitation depth:

Pisao=aPra + bPio
=0.293 % 1.43 + 0.669 x 2.81

=2.30 in

TABLE 14.1.1
Coefficients for interpolating

design precipitation depths using

Eg. (14.1.2)
Return period T a b
years

5 0.674 0.278
10 0.496 0.449
25 0,293 0.669
50 0.146 0.835

Source: Frederick, Myers, and Auciello, 1977.
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Areal Precipitation Depth

Frequency analysis of precipitation over an area has not been as well developed
as has analysis of point precipitation. In the absence of information on the true
probability distribution of areal precipitation, point precipitation estimates are
usually extended to develop an average precipitation depth over an area. The areal
estimate may be either storm-centered or location-fixed. For the location-fixed
case, one accounts for the fact that precipitation stations are sngtimes near the
storm center, sometimes on the outer edges, and sometimes in between the two.
An averaging process results in location-fixed depth-area curveg relating areal
precipitation to point measurements, Fig. 14.1.3 provides curves for calculating
areal depths as a percentage of point precipitation values (World Meteorological
Organization, 1983).

Depth-area relationships for various durations, such as those shown in
Fig. 14.1.3, are derived by a depth-area-duration analysis, in which isohyetal
maps are prepared for each duration from the tabulation of maximum n-hour
rainfalls recorded in a densely gaged area. The area contained within each isohyet
on these maps is determined and a graph of average precipitation depth vs. area
is plotted for each duration.

Area (mi?)
0 48 97 145 193 241 290 338 386
100 }
i‘\—_‘_‘_“_ 24-hour
s 90
= \‘—-‘____
§ _‘\“—11‘_ 6-hour
2 80 3-hour !
: D
: \
3 !
2 40
E ]
£ 60 P 30-minutes
50
0 125 250 375 500 625 . 750 875 1000
Area (km?)
FIGURE 14.1.3

Depth-area curves for reducing point rainfall to obtain areal average values. (Source: World Meteo-
rological Organization, 1983; originally published in Technical Paper 29, U. S. Weather Bureau,
1958.)
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14.2  INTENSITY-DURATION-FREQUENCY RELATIONSHIPS

One of the first steps in many hydrologic design projects, such as in urban
drainage design, is the determination of the rainfall event or events to be used.
The most common approach is to use a design storm or event that involves a
relationship between rainfall intensiry (or depth), duration, and the frequency or
return period appropriate for the facility and site location. In many cases, the
hydrologist has standard intensity-duration-frequency (IDF) curves available for
the site and does not have to perform this analysis. However, it is worthwhile to
understand the procedure used to develop the relationships. Usually, the informa-
tion is presented as a graph, with duration plotted on the horizontal axis, intensity
on the vertical axis, and a series of curves, one for each design return period, as
illustrated for Chicago in Fig. 14.2.1,

The intensity is the time rate of precipitation, that is, depth per unit time
(mm/h or in/h). It can be either the instantaneous intensity or the average intensity
over the duration of the rainfall. The average intensity is commonly used and can
be expressed as

P=z (14.2.1)
10
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FIGURE 14.2.1
Intensity-duration-frequency curves of maximum rainfall in Chicago, U. S. A.
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where P is the rainfall depth (mm or in) and T is the duration, usually in hours.
The frequency is usually expressed in terms of return period, T, which is the
average length of time between precipitation events that equal or exceed the

design magnitude.

Example 14.2.1. Determine the design precipitation intensity and depth for a 20-
minute duration storm with a 5-year return period in Chicago.

s}
Solution. From the IDF curves for Chicago (Fig. 14.2.1), the gesign intensity for
a 5-year, 20-minute storm is i = 3.50 in/h. The correspondm%zﬂ)recipitation depth
is given by Eq. (14.2.1) with T; = 20 min=0.333 h. -

P:le
=3.50 x 0.333
=1.17in

Example 14.2.2. Use the U. S. National Weather Service maps (Fig. 14.1.2) and
Egs. (14.1.1) and (14.1.2) to plot IDF curves for Oklahoma City, Oklahoma, for
return periods of 2, 5, 10, 25, 50, and 100 years. Consider rainfall durations ranging
from 5 minutes to 1 hour.

Solution. The six maps presented in Fig. 14.1.2 show precipitation for 5-, 15-,
and 60-minute durations and 2- and 100-year return periods. The six values for
Oklahoma City from these maps are: P2 s = 0.48 in, Pjgos = 0.87 in, P35 = 1.02
i]’l, P|u(]‘[5 = 1.86 iﬂ., Pz_ﬁ(j = 1.85 il’], PlUU.ﬁU = 380 in. For T = 2 and 100 yr,
the precipitation for 10- and 30-minute durations is obtained by interpolation from
the 5-, 15-, and 60-minute values using (14.1.1) as illustrated in Example 14.1.1.
For each duration, the values for return period T = 5, 10, 25, and 50 yr are
obtained using the values at 7 = 2 and 100 yr by interpolation using (14.1.2)
and Table 14.1.1, as also illustrated in Example 14.1.1. The results are shown in
Table 14.2.1 in terms of precipitation depth, and they are converted to intensity by
dividing by duration. For example, P53 = 2.30 in, so the corresponding intensity
isi = P/T;,=12.30in/0.50 h = 4,60 in/h. The resulting precipitation intensities for
each duration and return period are plotted in Fig. 14.2.2.

TABLE 14.2.1
Design precipitation depths (in) at Oklahoma City for

various durations and return periods (Example 14.2.1)

Duration T; (min)

Return period T

(yr) 5 10 15 30 60
2 0.48 0.80. L0z 1.43 . 1.85
5 0.57 0.94 1.20 1.74 " 2,30
10 0.63 1.05 1.34 1.67 2.62
25 0.72 1.21 1.54 2.30 3.08
50 0.80 1.33 1.70 2.56 3.44
100 0.87 1.45 1.86 2.81 3.80

The values in italics are read from Fig. 14.1.2; the remainder are obtained by inter-
polation using Eqs. (14.1.1) and (14.1.2).
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TABLE 14.2.2

IDF C s by Frequency Analysis
WIS 5 9 ¥ ysh Annual exceedence series of rainfall data for Coshocton, Ohio

When local rainfall data are available, IDF curves can be developed using fre-

. onE R . ; Return Maxi th (i d date for durati h
quency analysis. A commonly used distribution for rainfall frequency analysis Ranks period Axsmam. depthlin) and. date for duration shown
is the Extreme Value Type I or Gumbel distribution as discussed in Sec. 12.2. (yr) 15 min 30 min 60 min 120 min

For ecach duration selected, the annual maximum rainfall depths are extracted : 25.00 I 1423 2625 3220
from historical rainfall records, then frequency analysis is applied to the annual s 6/12/57 6/12/57 6/12/57
data. In some situations, particularly when only a few years of data are available 2 12.50 0.940 1.326 1.830

5 ) i
(less than 20 to 25 years), an annual exceedence series for each duration may be gf;;fl ‘;'g;fses ?:;ggs

3.421 ‘
6/12/57
1.90
';7/32;9
1.883

3 8.33

determined by za'nking the depths and choosing the N largest values from a record 6/12/59 5/13/64 7127069 1
of N years. Such a series is shown in Table 14.2.2 for a rain gage at Coshocton, i 4 6.25 0.510 1177 1.510 1.792

s ; oy e i 3 . : Hi
Ohio. In the table, the lines connect precipitation data for various durations of the : . 5.00 g’;ggﬁd ?/?%52 ? 4‘;160 Tf;;
same storm event. The design precipitation depths determined from the annual © 6275 7/22/58 7124168 124168
exceedence series can then be adjusted to match those derived from an annual 6 4.17 0.884 1.167 1.375 1.703

: 6/23/52 6/27175 7/22/58 8/4/59

maximum series by multiplying the QBpths by 0.88 for the 2-year return period . 3.57 0.860 1149 1313 | 623 ’
values, 0.96 for the 5-year return period values, and 0.99 for the 10-year return 8/14/73 6/17/70 6/17/70 6/12159
period values (Hershfield, 1961). No adjustment of the estimates is required for 8 3.13 |0.810 1.087 1.306 1.609
7127169 6/15/75 5/13/64 6/28/57
9 2.78 0.805 1.063 1.290 1.604
6/22/51 8122/51 6/23/52 613072
10 2.50 0.783 1.060 1.269 1.600
6/24/56 151 4/25/61 /2861
1 2,27 0.770 1.040 1.225 1.570
8/15/75 6/12/59 6/12/59 4125/61

longer return periods.

Retumn period (years)

[ 100

1.0

50
e 25 |

5.0 = i ,-:f 12 2.08 0.770 1.037 | 1.213 1.482
- 10 7122158 719/67 | 714169 7/22/58
2 5 13 1.92 0.750 1.027 | 1.204 1.393
6.0 o 710073 o575 | 6/13/72 8/11/64

2 3 14 1.79 0.750 1.023 1.203 1.353

50 4 : 6/17/70 7110/73 8/11/64 5/13/64

- 15 1.67 0.733 1.000 1.200 1.351
o 7/19/67 710055 8/3/63 9/24/70

o 16 1.56 0.732 0.975 1.194 1.335
£ | 7/30/58 712769 8/2/64 6/23/69
= 17 1.47 0.710 0.972 1.192 1.310
2 30 4 713152 7130/58 9/12/57 8/14/57
H 18 1.39 0.707 0.934 1.174 1.305
E 2.5 - 8/3/63 8/27/74 7128/61 6/24/57
19 1.32 0.700 0.919 1.143 1.300

2 g 7/24/68 7/28/61 6/22/51 6/11/60

20 1.25 0.700 0.907 1.130 1.300

6/4/63 1 9/12/57 9/24/70 /23/52

v 21 1.19 0.700 0.890 1.130 1.290
= 6/22/60 8/14/73 7119167 8/2/64

22 1.14 0.692 0.880 1.109 1.274

43174 6/24/56 9/5/75 9/12/57

23 1.09 0.688 0.873 1.095 1.230

1.0 S — e - ) 8/27/74 6/11/60 7/6/58 ) 713152

4 1.04 0.687 0.869 1.094 : 1.220

! 4 ‘0 15 30 60 9/12/57 TI4169 6/28/57 716158

Duration {min) 25 1.00 0.670 0.850 1.063 1.200

4/13/55 8/11/64 8/27/74 9/5/75

FIGURE 14.2.2
Intensity-duration-frequency curves for Oklahoma City (Example 14.2.1),

Source: Wenzel, 1982, Copyright by the American Geophysical Union.
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Example 14.2.3. Using the data presented in Table 14.2.2, determine the 2-
year and 25-year precipitation depth estimates for a 15-minute duration storm in
Coshocton, Ohio. Assume the Extreme Value Type I (Gumbel) distribution is
applicable.

Solution. The design rainfall depth for a given return period T is determined by
B (12:3.3)

xrr, = X, + Krsy,

where x7, and sy, are the mean and standard deviation of the rainfall depths for a
specified duration T, and K7 is the frequency factor given by Eq. (12.3.8):

Ky = Jo.5772+1n(1nTlJ}

Consider a 15-minute duration for example; the mean and standard deviation of the
[5-minute precipitation data in Table 14.2.2 are x;5 = 0.799 in and 5,5 = 0.154
in. respectively. Using (12.3.8), Ky = —(\6/m(0.5772 + In{ In[T/(T — D]}) =
={ \a"ﬂ-l{O.S"f'?E + In[In[2/1]} = —0.164; the corresponding value for T = 25 yr
is Kys = 2.044. Then, using (12.3.3) for a two-year return period,
Xy 5 =Xis + Kasys
=0.799 — 0.164 x 0.154
=0.774 in

Because the data in Table 14.2.2 are an annual exceedence series, this value is
multiplied by 0.88 to obtain the design precipitation depth 0.774 x 0.88 = 0.68 in
for a two-year return period. For a 25-year return period

X505 =X;s + Kassis
=0.799 + 2.044 % 0.154
=1.111n

This value is not adjusted because its return period is greater than 10 years.

Equations for IDF Curves

Intensity-duration-frequency curves have also been expressed as &quations to
avoid having to read the design rainfall intensity from a graph. For example,
Wenzel (1982) provided coefficients from a number of cities in the United States
for an equation of the form

j= €
Te +.f
where { is the design rainfall intensity, T, is the duration, and ¢, e, and f are
coefficients varying with location and return period. Table 14.2.3 shows values
of these coefficients for a 10-year return period in 10 U. S. cities.
It is also possible to extend (14.2.2) to include the return period T using the
equation

(14.2.2)

grdntey
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TABLE 14.2.3
Constants for rainfall equation

(14.2.2) for 10-year return period
storm intensities at various locations

Location c e f
Atlanta 97.5 0.83 6.88
Chicago 94.9 0.88 9.04 3 *L
Cleveland 73.7 0.86 8.25 ! ;}'
Denver 96.6 0.97 13.90 &
Houston 97.4 0.77 4.80
Los Angeles 20.3 0.63 2.06
Miami 124.2 0.81 6.19
New York 78.1 0.82 6.57
Santa Fe 62.5 0.89 9.10
St. Louis 104.7 0.89 G.44
Constants correspond to { in inches per hour and T
in minutes. Source: Wenzel, 1982, Copyright by the
American Geophysical Union.
el
[ = (14.2.3)

Ty +f

or
cT™
i= (14.2.4)
T+

Example 14.2.4. Determine and compare the 10-yr, 20-minute design rainfall
intensities in Los Angeles and Denver.

Solution. The design rainfall intensity is computed using 7, = 20 min, and the
values of the coefficients for Los Angeles (c = 20.3, e = 0.63, and f = 2.06} from
Table 14.2.3, for which Eq. (14.2.2) gives

. it
re
Te +f
203
20063 + 206
=72.34 in/h

Similarly, for Denver i = ¢/(T5, + f) = 96.6/(20%%7 + 13.90) = 3.00 in/h. The
design intensity in Denver is greater by 3.00 — 2.34 = 0.66 in/h, or 28 percent.

14.3 DESIGN HYETOGRAPHS FROM STORM
EVENT ANALYSIS

By analysis cf observed storm events, the time sequence of precipitation in typical
storms can be determined Huff (1967) develnned time dictrihirtion reh:ﬁon& {oa/

]
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heavy storms on areas ranging up to 400 mi? in Illinois. Time distribution patterns
were developed for four probability groups, from the most severe (first quartile) to
the least severe (fourth quartile). Fig. 14.3.1(a) shows the probability distribution
of first-quartile storms. These curves are smooth, reflecting average rainfall
distribution with time; they do not exhibit the burst characteristics of observed
storms. Fig. 14.3.1(b) shows selected histograms of first-quartile storms for 10-,
50-. and 90-percent cumulative probabilities of occurrence, each illustrating the
percentage of total storm rainfall for 10 percent increments of the storm duration.
The 30 percent histogram represents a cumulative rainfall pattern that should be
exceeded in abeut half of the storms. The 90 percent histogram can be interpreted
as a storm distribution that is equaled or exceeded in 10 percent or less of the
storms. The first quartile 50-percent distribution has been used in the ILLUDAS
storm drainage simulation model by Terstriep and Stall (1974).

The U. S. Department of Agriculture, Soil Conservation Service (1986)
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FIGURE 14.3.1

(a} Time disribution of first-quartile storms. The probability shown is the chance that the observed
storm pattern will lie to the left of the curve. (b) Selected histograms for first-quartile storms.
(Source: Huff, 1967, Copyright by the American Geophysical Union.)
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developed synthetic storm hyetographs for use in the United States for storms
of 6 and 24 hours duration. These hyetographs were derived from informa-
tion presented by Hershfield (1961) and Miller, Frederick, and Tracey (1973)
and additional storm data. Table 14.3.]1 and Fig. 14.3.2 present the cumulative
hyetographs. There are four 24-hour duration storms, called Types I, IA, 11, and
111, respectively; Figure 14.3.3 shows the geographic location within the United
States where they should be applied. Types I and IA are for the Pacific maritime
climate with wet winters and dry summers. Type III is for the Gulf of Mexico and
the Atlantic coastal areas, where tropical storms result in la.ge éél—hour rainfall
amounts. Type II is for the remainder of the nation. ‘

Pilgrim and Cordery (1975) developed a hyetograph analysis method that
is based on ranking the time intervals in a storm by the depth of precipitation
occurring in each, and repeating this exercise for many storms in the region.
By summing the ranks for each interval, a typical hyetograph shape can be
obtained. This approach is a standard method in Australian hydrologic design
(The Institution of Engineers Australia, 1987).

TABLE 14.3.1
SCS rainfall distributions

24-hour storm 6-hour storm

Py/P24
Hour ¢ ¢/24 Typel TypelA  TypeIl Type Il Hourt /6 PyPg
0 0 0 0 0 0 0 0 0
2.0 0.083  0.035 0.050 0.022 0.020 0.60 0.10 0.04
4.0 0.167 0.076 0.116 0.048 0.043 1.20 020  0.10
6.0 0.250 0.125 0.206 0.080 0.072 1.50 0.25 0.14
7.0 0.292  0.156 0.268 0.098 0.089 1.8C 030 0.19
8.0 0.333  0.194 0.425 0.120 0.115 2.10 0.35 0.31
8.5 0.354  0.219 0.480 0.133 0.130 2.28 0.38 0.44
9.0 0.375 0.254 0.520 0.147 0.148 2.40 040 0.53
9.5 0.396 0.303 0.550 0.163 0.167 2.52 042 0.60
9.75 0.406  0.362 0.564 0.172 0.178 2.64 0.44 0.63
10.0 0.417 0.515 0.577 0.181 0.189 2.76 046 0.66
10,5 0.438 0.583 0.601 0.204 0.216 3.00 0.50 0.70
11.0 0.459 0.624 0.624 0.235 0.250 3.30 0.55 0.75
11,5 0.479  0.654 0.645 0.283 0.298 3.60 0.60 0.79
11.75 0.489  0.669 0.655 0.357 0.339 3.90 0.65 0.83
12.0 0.500 0.682 0.664 0.663 0.500 4.20 0.70 0.86
12.5 0.521  0.706 0.683 0.735 0.702 4.50 0.75 0.89
13.0 0.542  0.727 0.701 0.772 0.751 4.80 0.80 0.91
13.5 0.563 0.748 0.719 0.799 0.785 © 540 0.50 096
14.0 0.583  0.767 0.736 0.820 0.811 6.00 1.0 1.00
16.0 0.667 0.830 0.800 0.880 0.886
20.0 0.833  0.926 0.906 0.952 0.957
24.0 1.000 1.000 1.000 1.000 1.000

Source: U. 8. Dept. of Agriculture, Soil Conservation Service, 1973, 1986.
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Triangular Hyetograph Method

A triangle is a simple shape for a design hyetograph because once the design pre-
cipitation depth P and a duration Ty are known, the base length and height of the
triangle are determined. Consider a triangular hyetograph as shown in Fig. 14.3.4.
The base length is Ty and the height £, so the total depth of precipitation in the
hyetograph is given by P = 374, from which

L 2P
Ty

A siorm advalcement coefficient r is defined as the ratio of the time before the
peak ¢, to the total duration:

(14.3.1)

P o 14.3.2]
! T, ( )
Then the recession time 1, 15 given by
=Ty~ 1y
(14.3.3)
={l = nNTy

A value for r of 0.5 corresponds to the peak intensity occurring in the middle
of the storm, while a value less than 0.5 will have the peak earlier and a value

1.0 - =

05~

Fraction of 24 hour 1

Time (hours)

FIGURE 14.3.2
Soil Conservation Service 24-hour rainfall hyetographs. (Source: U. S. Dept. of Agriculture, Soil
Conservation Service, 1986.)

Rainfall
Distribution

FIGURE 14.3.3

Location within the United States for application of the SCS 24-hour rainfall hyetographs. (Source:

Conservation Service, 1986).

of Agriculture, Soil
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) ) hyetograph for a 5-year 15-minute
T (nin storm in Urbana, 1linois (Example
(h) 14.3.1),

greater than 0.5 will have the peak later than the midpoint. A suitable value of r is
determined by computing the ratio of the peak intensity time to the storm duration
for a series of storms of various durations. The mean of these ratios, weighted
according to the duration of each event, is used for r. Values of r reported in
the literature are presented in Table 14.3.2, which shows that in many locations
storms tend to be of the advanced type, with r less than 0.5.

Yen and Chow (1980) analyzed 9869 storms at four locations: Urbana,
Ilinois; Boston, Massachusetts; Elizabeth City, New Jersey; and San Luis Obis-
po. California. Their analysis indicated that the triangular hyetographs for most
heavy storms are nearly identical in shape, with only secondary effects from storm
duration, measurement inaccuracies, and geographic location.

Example 14.3.1. Determine the triangular hyetograph for the design of an urban
storm sewer in Urbana, Illinois. The design return period is 5 years, and the design

i e
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TABLE 14.3.2
Values of the storm advancement coefficient r

for various locations

Location r Reference

Baltimore 0.399 McPherson (1958)

Chicago 0,375 Keifer and Chu (1957)

Chicago 0.294 McPherson (1958) Sy

Cincinnati 0.325 Preul and Papadakis (1973) v
Cleveland 0.375 Havens and Emerson (1968) i
Gaubhati, India 0.416 Bandyopadhyay (1972) g

Ontario 0.480 Marsalek (1978)

Philadelphia 0.414 McPherson (1958)

Source: Wenzel, 1982, Copyright by the American Geophysical Union.

rainstorm duration has been set at 15 minutes. The storm advancement coefficient
is r = 0.38.

Solution. From Fig. 14.1.2, for precipitation at Urbana (in central llinois), P, 5=

0.88 in, and Pig,5 = 1.70 in. The depth for a S-year return period is given by
Eq. (14.1.2) with a = 0,674 and & = 0.278 from Table 14.1 1: ’

P5‘15=0.674P2‘|5 + 0.278Pmo_15
=0.674 x 0.88 + 0.278 % 1.70

=1.07 in
The peak intensity  is calculated using (14.3.1) with T; = 15 min =0.25 h:
2P 2x1.07
h=—=-—"—>"" = 1
T 035 8.56 in‘h

The time ¢, to the peak intensity is calculated by (14.3.2):
le =rTy =038 x0.25=0095h =57 min
The recession time t, is
4 =Ty =1, =0.25-0.095=0.155h = 9.3 min

The relsulting design hyetograph is plotted in Fig. 14.3.4(b). Values of precipitation
mtensity at regular intervals can be calculated and converted to precipitatien depth
for rainfall-runoff analysis for the storm sewer.

14.4 DESIGN PRECIPITATION HYETOGRAPHS
FROM IDF RELATIONSHIPS

In the hydrologic design methods developed many years ago, such as the rational
method, only the peak discharge was used. There was no consideration of the
time di;tribution of discharge (the discharge hydrograph) or the time distribution
of prec1pitati0n (the precipitation hyetograph). However, more recently developed
des?gn methods, using unsteady flow analysis, require reliable prediction of the
design hyetograph to obtain design hydrographs.
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Alternating Block Method

The alrernating block method is a simple way of developing a design hyetograph
from an intensity-duration-frequency curve. The design hyetograph produced by
this method specifies the precipitation depth occurring in n successive time inter-
vals of duration Ar over a total duration T; = nAr. After selecting the design
return period, the intensity is read from the IDF curve for each of the durations
Ar, 2Ar, 3Ar, . . ., and the corresponding precipitation depth found as the product
of intensity and duration. By taking differences between successive precipitation
depth values, the'amount of precipitation to be added for each additional unit of
time Ar is found. These increments, or blocks, are reordered into a time sequence
with the maximum intensity occurring at the center of the required duration T,
and the remaining blocks arranged in descending order alternately to the right and
left of the central block to form the design hyetograph.

Example 14.4.1. Determine, in 10-minute increments, the design precipitation
hyetograph for a 2-hour storm in Denver with a [10-year return period.

Solution. As was illustrated in Example 14.2.4, the 10-year precipitation intensity
for a given duration can be calculated for Denver by Eq. (14.2.2) with ¢ = 96.6,
e = 0.97, and f = 13.90. For a duration of 20 minutes, this computation yields
i =3.00 in/h, The values for other durations at intervals of 10 minutes are shown in
column 2 of Table 14.4.1. By multiplying intensity and duration, the corresponding
precipitation depth is calculated. For a 20-minute duration P = {7, =(3.00 in/h) X
0,333 = 1,001 in; similar calculations for the other durations are shown in column
3 of Table 14.4.1. It can be seen that the cumulative depth increases with duration
up to the 2-hour or 120-minute limit.

TABLE 14.4.1
A design precipitation hyetograph developed in 10-min increments for a 10-

year 2-hour storm at Denver, using the alternating block method (Example
14.4.1)

Column: 1 2 3 4 5 6
Duration  Intensity  Cumulative  Incremental  Time Precipitation
depth depth

{min) (in/h) (in) (in) (min) (in)
10 4.158 0.693 0.693 0-10 0.024
20 3.002 1.001 0.308 10-20 0.033
30 2:357 1.178 0.178 20-30 0.050
40 1.943 1.296 0.117 30-40 0.084
50 1.655 1.379 0.084 40-50 0.178
60 1.443 1.443 0.063 50-60 0.693
70 1.279 1.492 0.050 60-70 0.308
80 1.149 1.533 0.040 70-80 0.117
90 1.044 1.566 0.033 80-90 0.063

100 0.936 1.594 0.028 90-100 0.040

110 0.883 1.618 0.024 100-110  0.028

120 0.820 1.639 0.021 110-120  0.021

.
=
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The 10-minute precipitation depth is 0.693 in compared with 1.001 in for 20
minutes, so during the most intense 20 minutes of the design storm, 0.693 in will
fall in 10 minutes, while 1.001 — 0.693 = 0.308 in will fall in the remaining
10 minutes. Using this reasoning and taking successive increments of cumulative
precipitation depth, as shown in column 4 of Table 14.4.1, the precipitation depth
added by each additional increment of storm duration is found. In column 6 the
precipitation depths, are ordered so that the maximum block (0.693 in) falls at 50—
60 min; the next-largest block (0.308 in) is placed to the n“ght;:of‘ e maximum
block, at 60-70 min (making 1.00 in between 50 and 70 min, as fequired), the
third-largest block (0.178 in) is placed to the left of the maximurd block (40-50
min), and so on. The results are plotted in Fig. 14.4.1, and the descending order
of the blocks to the left and right of the maximum block can be seen. A design
hyetograph built up in this way represents a 10-year event both for the 2-hour total
duration and for any period within this duration centered on the maximum block.

Instantaneous Intensity Method

If an equation defining the intensity-duration-frequency curve is known, equations
can be developed for the variation of intensity with time in the design hyetograph.
The principle is similar to that employed in the alternating block method, namely
that the precipitation depth for a period of duration T, around the storm’s peak is
equal to the value given by the IDF curve or equation. The difference from the
alternating block method is that precipitation intensity is now considered to vary
continuously throughout the storm.

Consider a storm hyetograph as shown in Fig. 14.4.2, The dashed horizontal
line drawn on the hyetograph for a given precipitation intensity { will intersect
the hyetograph before and after the peak. Measured from the time of the peak
intensity, the time of intersection before the peak is labeled ¢, and that after
the peak f,. The total time between intersections is labeled T, so that

Ty =1+ 1 (14.4.1)

0.7 4

Precipitation (in)

FIGURE 14.4.1

A 10-year 2-hour design
hyetograph developed for
Denver using the alternating

block method (Example
Time (min) 14.4.1).
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Precipitation i

‘ E I LT
intensity : 4

i'Td —- E*(lrl')Td-&;

Time  FIGURE 14.4.2
Fitting a hyetograph by curves.

The storm advancement coefficient » is defined as before, as the ratio of the time
before the peak to the time between intersections.

la
= — 14.4.2
r T, ( )
It follows from (14.4.1) and (14.4.2) that
I !
Ty=2=—2 (14.4.3)
r 1 —r

As shown in Fig. 14.4.2, a pair of curves, i, = f(t,) and i, = f(ty),
are assumed to fit the hyetograph precipitation intensities, where i, and i, are
precipitation intensities before and after the peak, respectively. Thus, the total
amount of rainfall R within time T, is given by the area under the curves:

Ty ' (1—=nTy
R = L flta)dta + L fley) dry (14.4.4)

Noung that f(t,) = f(sp) for any given T, differentiating Eq._(14.4.4) with respect
to 7, gives

dR
— = f(t,) = f( 14.4.5
o, ~ @ = 1) (14.4.5)
If the average rainfall intensity for the duration Ty is i ., then
R = Tyl s (14.4.6)
Differentiating (14.4.6) with respect to T, gives
dR di e
— =g + Ty = f(ty) = f{t 14.4.7
ar, = e Tagp™ = ft0) = ) (14.4.7)
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Keifer and Chu (1957) developed a synthetic hyetograph of this type for use
in sewer system design for Chicago. They defined the average rainfall intensity

iwe as in Eq. (14.2.2):

¢
g S 14.4.
e T Ty (14.4.8)
By differentiating (14.4.8) and substituting the result into (14.4.7) it can be shown
that the intensity i for which the line intersects the hyetograph for a duration Ty
is given by ;
. fl—=eTs +7]
L= -

= (14.4.9)
(T: + 1l

The equations for the intensities i, and i, in terms of t, and ¢, are found by
substituting for 7 in (14.4.9) using (14.4.3).

Example 14.4.2. Develop a 2-hour design hyetograph for a 10-year return period
storm in Denver using a storm advancement coefficient of r = 0.5.

Solution. A value of r = 0.5 and a storm duration of 120 minutes will put the peak
intensity at time ¢ = 60 min measured from the beginning of the storm. The relative
times r, and 1, before and after the peak time are shown in column 2 of Table
14.4.2. A 2-minute time interval is used near the peak for increased accuracy, and
a 10-minute time interval for the remainder, The rainfall intensities are calculated
by Eq. (14.4.9) using values ¢ = 96.6, ¢ = 0.97, and f = 13.9 from Table 14.2.3:
r=20.5; and T, given by (14.4.3).
i (1 ~ e)Ts + f]

==
(75 +1)

Before the peak, T, = r,/r, so for t = 50 min, for example, r, = 60 — 50 = 10 min
and 7, = 1,/r = 10/0.5 = 20 min; hence,

_ 96.6[(1 — 0.97)20%%7 + 13.9]
b (20097 + 13.9)2

=1.348 in/h

Similarly calculated values for all time intervals are shown in column 3 of Table
14.4.2. The values of intensity after the peak are calculated by the same procedure
using T; = 1,/(1 — r). For example, at 7 = 70 min, 7, = 70 — 60 = 10 min and
T; = 10/(1 — 0.5) = 20 min, so i, = 1.348 in/h for this case also.

The values of precipitation intensity so determined are instantaneous values;
the precipitation depth in each time interval may be calculated using the trapezoidal
rule, For example, referring to Table 14.4.2, the precipitation depth during the first
10 minutes is [(0.118 + 0.156)/2] x (10/60) = 0.023 in as shown in column 4.
The sum of all the precipitation increments is 1.697 in, which is slightly higher
than the actual precipitation depth of 1.64 in for a I0-year 2-hour storm in Denver,
calculated in Example 14.4.1. The difference arises from the discretization of the
continuous time scale in this example and the use of a simple trapezoidal rule to
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TABLE 14.4.2
Calculation of the 10-year 2-hour design hyetograph at

Denver by the instantaneous intensity method (Example

14.4.2)
Column: 1 2 3 4
Time Relative time Intensity Incremental
t ta, b precipitation
(min) (min) (in/h) (in)
o 60 0.118
1o 50 0.156 0.023
20 40 0.219 0.031
30 30 0.334 0.046
40 20 0.585 0.077
50 10 1.348 0.161
1570} 8 1.691 0.051
54 6 2.193 0.065
56 4 t 2.975 0.086
58 2 i fo 4.303 0.121
60 0 % 6.950 0.188
62 2 £ 4,303 0.188
64 4 ' 2,975 0.121
66 6 2.193 0.086
68 8 1.691 0.065
70 10 1.348 0.051
80 20 0.585 0.161
90 30 0.334 0.077
100 40 0.219 0.046
110 50 0.156 0.031
120 60 0.118 0.023

Total depth (in) 1.697

calculate precipitation depth. The difference would be diminished if two-minute
increments were used throughout the time horizon, instead of just around the peak
intensity in Table 14.4.2.

Figure 14.4.3 shows the hyetograph developed in this example along with a
similarly computed hyetograph for an advancement coefficient of 0.25. Tt can be
seen that the effect of changing the advancement coefficient is silmply to change
the location of the peak intensity but not change its magnitude.

14.5 ESTIMATED LIMITING STORMS

The estimated limiting values (ELV’s) commonly employed for water control
design are the probable maximum precipitation (PMP), the probable maximum
storm (PMS), and the probable maximum flood (PMF), although many other
possible ELV’s could be developed as criteria for various types of hydrologic
design. The PMP provides only a depth of precipitation, the time distribution of
which must be defined to form a PMS. The PMS can be employed as the input
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to a rainfall-runoff model of a drainage basin system which can then be used to
develop a PMF for the design of runoff control structures.

Probable Maximum Precipitation

The PMP is the estimated limiting value of precipitation. Consequently, the PMP
may be defined as the analytically estimated greatest depth of precipitation for
a given duration that is physically possible and reasonably characteristic over a
particular geographical region at a certain time of year. In practice, no allowance
is made in the estimation of the PMP for the effects of long-term climatic change.
It must be remembered that the concept of PMP is not completely reliable because
it cannot be perfectly estimated and its probability of occurrence is unknown.
However, in operational application, the PMP has been found to be useful, and
its use will continue because of public concern for safety of projects such as large
dams,

There are a variety of methods for determining the PMP. Because of the
uncertainties and limitations of data and knowledge, the PMP must be considered
an estimate and judgment must be used in setting its value. Methods of estimating
PMP are discussed below,

1. Application of storm models. Storm models may be employed to esti-
mate PMP where there is insufficient or nonrepresentative storm data, or where
there is rugged topography that complicates the storm phenomenon and makes
precipitation measurement difficult. The convective cell model for thunderstorms
presented in Sec. 3.3 is one example of a storm model, and Wiesner (1970) has
presented a similar model for the precipitation arising from orographic lifting of
moist air over hills or mountains, When orographic and convective effects occur
simultaneously, the two types of models can be superimposed.

The use of storm models is more successful in determining PMP over large
areas than over small ones. The principle of continuity is more easily applied
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using mean velocities of inflow and outflow, and the moisture content of the
inflowing air can be defined from the dew-point temperature persisting for a
considerable time (usually 12 hours) over a large arca. These factors are more
difficult to define for extreme precipitation rates that occur locally and over short
periods. Therefore, although storm models may indicate the magnitude of the
precipitation to be expected, they should be carefully calibrated with data from
observed storms in the region of interest before use in design.

2. Maximization of actual storms. The chief deficiency of the storm models
is their oversimplified representation of the actual storm. If records of actual
storms are avgilable, they may be maximized to obtain the PMP values. This
process involves increasing the observed storm precipitation by the ratio of the
actual moisture inflow to the storm to the maximum moisture inflow theoretically
possible at the site.

If there are no adequate records of storms in the project basin, it is possible
to trunsposc storms rom other areas to the project basin for the computation
of the PMP if these storms could have occurred in the basin. The procedure of
storm transposition involves the selection of adequate storms for transposition,
determination of the orientation of the storms critical to the basin, and adjustments
for differences, if any. in dew-point temperature, elevation, prevailing wind, and
orographic effects.

The world’s greatest recorded rainfalls, according to the World Meteoro-
logical Organization (1983}, are approximated by the equation

F = 43I R (14.5.1)

where P is the precipitation depth in millimeters and T is the duration in hours.
The equation was obtained by fitting data from observed extreme rainfalls at many
locations for durations ranging from one minute to several months. This equation
is an estimate of the precipitation depths that could occur under very extreme
circumstances.

3. Generalized PMP charts. The estimates of PMP may be made either for
individual basins or for large regions encompassing numerous basins of various
sizes. In the latter case, the estimates are referred to as generalized estimates and
are usually displayed as isohyetal maps that depict the regional variation of PMP
for some specified duration, basin size, and annual or seasonal variation. These
maps are commonly known as generalized PMP charts. :

The most widely used generalized PMP charts in the United States are
those contained in U. S. National Weather Service hydrometeorological report no.
51, commonly known as HMR 51 (Schreiner and Riedel, 1978), for the United
States east of the 105th meridian. These maps specify the probable maximum
precipitation depth for any time of the year (referred to as an all-season estimate)
as a function of storm area ranging from 10 to 20,000 mi* and storm duration
ranging from 6 to 72 hours. For regions west of the 105th meridian, the National
Academy of Sciences (1983) has prepared the diagram shown in Fig. 14.5.1.
which specifies the appropriate National Weather Service publication from which
probable maximum precipitation data may be obtained.
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Hydrometeorological
Report 49 (1977)

.

Hydrometeorological
Report 36 (1961}

East

of the 105th Meridian
based upen
Hydrometeorological
Report 33

and HMR nos.

7
31 (1978), ,‘ Hydrometeorelogical

52 (QSBL ‘ Report 43 (1966)

53 (1980)
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=

Unpublished Upper
Rio Grande
Basin Study (1967)

Technical paper 38

(1960
NWS references for:
Alaska -Technical Paper 47, USWB (1963)
Hawaiian Islands -Hydrometeorological Report 39 (1963)
Puerto Rico -Technical Paper 42, USWB (1961)

and Virgin Islands

FIGURE 14.5.1
Sources of information for probable maximum precipitation computation in the United States.
(Source: National Academy of Sciences, 1983. Used with permission.)

The Probable Maximum Storm

The PMS, or probable maximum storm, involves the temporal distribution of
rainfall. The PMS values are generally given as maximum accumulated depths
for any specified duration. For example, given depths for 6, 12, 18, and 24 hours
typically represent the total depth for each duration and not the time sequence in
which the precipitation occurs.

In order to develop the hyetograph of a PMS, one needs to know the spatial
and temporal distribution of the PMP. One procedure to determine the PMS
has been outlined in hydrometeorological report no. 52 (HMR 52) by Hansen,
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Schreiner, and Miller (1982) for areas of the United States east of the 105th
meridian.

For the purpose of modeling maximum runoff, different critical time
sequences of PMP increments should be investigated. In general, the critical time
distribution of PMP increments is determined by judgment from experience and
available information, such as from weather maps of critical historical storms.
A commonly adopted sequence is the most advanced time distribution, that is,
beginning with the highest amount and continuing with decreasing increments.

The Pr{)bable‘ Maximum Flood

The PMF is the greatest flood to be expected assuming complete coincidence of
all factors that would produce the heaviest rainfall and maximum runoff. This
is derived from a PMP, and hence its frequency cannot be determined. From
the economic viewpoint, it is usually prohibitive to design a structure for PMF,
except for large spillways whose failure could lead to excessive damage and loss
of life. Hence, a pragmatic approach for many design situations is not to define
the design flood as an estimated limiting value, but to scale it downwards by a
certain percentage depending on the type of structure and the hazard if it fails. For
this purpose, the flood event actually used in design is often the greatest flood
that may reasonably be expected, taking into account all pertinent conditions
of location, meteorology, hydrology, and topography. This design flood may
be determined analytically as the flood caused by a transposed historical largest
storm and its magnitude may be a fraction of the ELV.

In practice, the design flood is commonly called the standard project flood
(SPF). The SPF is estimated using rainfall-runoff modeling by applying the unit-
hydrograph method to the standard project storm (SPS), which is the greatest
storm that may be reasonably expected. The SPS can be derived from a detailed
analysis of storm patterns and transposition of storms to a position that would
give maximum runoff. For a particular drainage area and season of year in which
snow melt is not a major concern, the SPS estimate should represent the most
severe flood-producing depth-area-duration relationship and isohyetal pattern of
any storm that is considered reasonably characteristic of the region. The watershed
runoff characteristics and any water-control structures in the basin should be
considered. When melting snow may constitute a substantial volume of runoff to
the SPF hydrograph, appropriate allowances for snow melt should be included
in the estimate. Where floods are predominantly the result of melting snow,
the SPF estimate should be based on the most critical combinations of snow,
temperature, and water losses considered reasonably characteristic. Past estimates
have indicated that SPS magnitudes and SPF discharges are generally in the range
of 40 to 60 percent of the ELV for the same basins.

In some cases the SPF estimate may have a major bearing on the design of
a particular project; in other cases the estimate may serve only as an indication of
the partial degree of protection proposed for the project. SPF estimates are usually
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made only for major and intermediate structures since they require considerable
effort in preparation.

Computer Programs for PMS and PMF Development

The U. S. Army Corps of Engineers Hydrologic Engineering Center (1984)
describes a computer program called HMR 52 which computes the basin-average
precipitation for the probable maximum storm in accordance w1t}1 the criteria i_n
hydrometeorological report No. 52. Input to this program incquiea, the PMP esti-
mates from HMR 51; the program computes the spatially averaggd PMP for any
of the subbasins or combinations of subbasins in the drainage basin. The program
selects the storm area size and orientation so as to produce the maximum basin-
average precipitation. Storm centering and time distribution must be provided by
the user. This program can be used in conjunction with the U. S. Army Corps
of Engineers HEC-1 (Sec. 15.2) rainfall-runoff model to compute the probable
maximum flood.

14.6 CALCULATION OF PROBABLE MAXIMUM
PRECIPITATION

Estimates of the runoff from the PMP are required in the design of spillways and in
dam safety studies. In order to carry out a rainfall-runoff analysis using the PMP
both temporal and spatial distribution of the PMP estimates is required. A stepwise
procedure to derive the distribution of the PMP for the United States east of the
105th meridian has been developed by Hansen, Schreiner, and Miller (1982) in
hydrometeorological report No. 52. This procedure is used for the detenlnination
of the probable maximum storm, which is required to determine peak discharge
and to develop the probable maximum flood hydrograph through a rainfall-runoff
analysis. The procedure is based upon information derived from major storms of
record and is applicable to nonorographic regions of the eastern United States.

The procedure for determining the probable maximum precipitation over a
watershed has five important elements: (1) depth-area-duration curves, which
specify the PMP for a specified storm area and duration; (2) a standa.rd isohvetal
pattern distributing the precipitation spatially in the form of an ellipse; (3) an
orientation adjustment factor, which reduces the PMP estimates if the standard
isohyetal pattern’s longitudinal axis is not oriented in the direction of normal
atmospheric moisture flow in the region; (4) a critical storm area, which generates
the largest PMP over the watershed; and (5) an isohyetal adjustment factor, which
specifies the percentage of the PMP depth that applies on each contour of the
standard isohyetal pattern.

Depth-area-duration curves. In probability-based point precipitation estimates,
there are three variables to be considered: intensity (or depth), duration, and
frequency of occurrence. For the PMP, the frequency of occurrence is replaced
by storm area as the third variable. Figure 14.6.1 shows the PMP for the eastern



476

APPLIED HYDROLOGY {
10 ' 5 [ [l
T i i
1 [ ! |
221 -
2! 1
|
| it it
e %
_——1‘
L N
i s r
PR L\
1 B 9
Erain W
=
| i (TR i
] Mif |
L
- b}
i 4]
— 7 !
Sl 1!
s ol - |
N ! [ .—"4"; ". 1| I‘J,.
TP N
| Lok = [
1 — | ﬂ f I '[ i | mimem |
A R IR g gy
SE | O R AT -
LY Lok b oot S Bl
95" 95" or [T [13 78" 75"

FIGURE 14.6.1(a)
All-season PMP (in) for 6 hours, 10 mi? (Source: Hansen, Schreiner, and Miller, 1982.)

FIGURE 14.6.1(b)
All-season PMP (in) for 12 hours, 10 mi%. (Source; Hansen, Schreiner, and Miller, 1982.)
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FIGURE 14.6.1(¢c)
All-season PMP (in) for 6 hours, 200 mi®. (Source: Hansen, Schreiner, and Miller, 1982.)

FIGURE 14.6.1(d)
All-season PMP (in) for 6 hours, 1000 mi®. (Source: Hansen, Schreiner, and Miller, 1982.)
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FIGURE 14.6.1(e)
All-season PMP (in) for 6 hours, 5000 mi®. (Source: Hansen, Schreiner, and Miller, 1982.)

United States for a 10-mi? area and durations of 6 and 12 hours. For example,
for Chicago, Fig. 14.6.1(a) indicates a PMP for 6 hours of approximately 26 in,
and Fig. 14.6.1(b), gives the PMP for 12 hours as approximately 30 in. In a 12-
hour probable maximum storm over a 10-mi? area at Chicago, then, 26 in would
occur in the most intense 6 hours and 30 — 26 = 4 in of precipitation would occur
in the remaining 6 hours. For a given location, the depth-area-duration graph is
a plot of depth vs. storm area with curves for various storm durations.

Standard isohyetal pattern. A standard elliptical storm pattern adopted in HMR
52 is shown in Fig. 14.6.2. It has [4 contours, labeled A through N, each
of which bounds a specified area: contour A contains 10 mi?, contour B 25
mi®. and so on. The ratio of the lengths of the major and minor axes of the
ellipses shown is 2.5 to 1. If @ and b are the lengths of the semimajor and
semiminor axes in Fig. 14.6.2, the area of the ellipse is given by

A = ab (14.6.1)

Since a = 2.5b, substitution into (14.6.1) gives the length of the semiminor axis
as:

! y 172
i A Y
b= 14.6.2
\2.57) (14.6.2)
For cxample, for A = 10 mi?, b = (10/2.5m)"Y> = 1.13 mi,and a = 2.5b = 2.5 %
1.13=2.82 mi. The length r for a radius at angle 6 with the major axis is given by
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FIGURE 14.6.2

Standard isohyetal pattern recommended for spatial distribution of PMP east of the 105th meridian. (Source: Hansen, Schreiner, and Miller, 1982.)
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b azbz
Pom——n (14.6.3)
a?sin?@ + b2cos?@
For example, for 6 = 45° a = 2.82, and b = 1.13 mi, r? = 2.822 x
1.13%(2.82%5in%45° + 1.13%c0s245°) = 2.20 mi.

Orientation adjustment factor. The orientation of the isohyetal pattern most
likely to be conducive to a PMP event for any place in the United States east
of the 105th meridian is indicated in Fig. 14.6.3. North is considered as 0° for
this figure, al angles are measured clockwise from this direction. This figure
is based upon averages of isohyetal orientations for major storms in the United
States, which predominantly have moisture flowing from the south and west
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FIGURE 14.6.3 :
Analysis of isohyetal orientations for selected major storms, adopted as recommended orientation
for PMP, within = 40°. (Source: Hansen, Schreiner, and Miller, 1982.)
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(180° to 270°). It is important to note that the moisture flow for PMP at any loca-
tion is not restricted to any one orientation; it is reasonable to expect the moisture
flow to occur over a range of orientations centered on the values in Fig. 14.6.3.
If the longitudinal axis of the storm pattern is oblique to the recommended ori-
entation, the PMP estimate is reduced by a percentage depending on the angle
between the two directions. The adjustment factor for orientation differences is

given in Fig. 14.6.4. :

¥
Critical storm area. The critical storm area is that for which @e precipitation
from the depth-area-duration curve yields the greatest PMP over the watershed,
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FIGURE 14.6.4

Adjustment factors for isohyetal orientation difference. This figure is used to determine the adjust-
ment factor to apply to isohyet values in Fig. 14.6.2 when the pattern is placed at an orientation
more than 40° away from that recommended in Fig. 14.6.3. (Source: Hansen, Schreiner, and Miller,
1982.)
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' taking into account the fact that the watershed area is not shaped elliptically like
} g ~ the standard isohyetal pattern.
. - o
N Isohyetal area factor. The value of the PMP represents the average precipitation
; 2 = depth over a specified area for a given duration. When a storm is represented b
. & = P P g ep y
= the standard isohyetal pattern, there will be regions of greater precipitation depth
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Example 14.6.1. Determine the spatial distribution and the average depth over
the watershed of the 6-hour probable maximum precipitation on the Leon River
drainage basin above Belton Reservoir in Texas. The drainage basin area is approx-
imately 3660 mi® with the drainage center at 31°45'N, 98°15'W . (This example is
a simplified version of a design example presented in HMR 52).

Selution.

1. Develop the depth-area-duration curve. The 6-hour PMP depth at Leon
River is read for various storm areas from the standard PMP maps, including those
shown in Fig. 14.6.1. PMP depth is plotted as a function of storm area and duration
as shown ih Fig. 14.6.6. In this example, only the 6-hour curve will be considered.
The plotted points from the maps are connected with a smooth line to form the
depth-area curve for this duration. Then the PMP depths for 2 number of storm
areas are read from this curve as shown in column 2 of Table 14.6.1.

2. Adjust for watershed orientation. The standard isohyetal pattern is cen-
tered over the Leon River drainage basin as shown in Fig. 14.6.7. The longitudi-
nal axis of the watershed runs southeast (134°) to northwest (314°), oblique to the
preferred direction at this location, from the southwest (208°). The map shown in
Fig. 14.6.4 applies to an orientation range of 135° to 315°, so the preferred orien-
tation (208°) is subtracted from the watershed axis direction (314°) falling in the
range 135° to 315°, i.e. 314° — 208°= 106°. When the orientation difference is
greater than 90°, the value of 180° minus the orientation difference is used in read-
ing this figure, that is, in this case 180° — 106°= 74°. The values of the orienta-
tion adjustment factor for 74° and the various storm areas are read off Fig. 14.6.4
and entered in column 3 of Table 14.6.1. Multiplication of columns 2 and 3 yields
the adjusted depths shown in column 4.

3. Find the critical storm area. For a given storm area, the isohyetal
adjustment factors for each contour are read from Fig. 14.6.5 by finding the storm

TABLE 14.6.1

Six-hour probable maximum precipitation for Leon River,
adjusted for orientation of the watershed relative to the
direction of maximum atmospheric moisture flow (Example
14.6.1)

Column: 1 2 3 4
Nominal 6-h PMP Orientation Adjusted
storm from depth- adjustment 6-h PMP
area area-duration factor

curve

(mi?) (in) (in)
1.000 16.1 0.961 15.47
1,500 14.4 0.933 13.44
2,150 12.9 0.897 11.57
3,000 11.5 0.850 9.78
4,500 9.8 0.830 8.33
6,500 8.5 0.850 7.23

10,000 7. 0.850 6.04

15,000 5.9 0.850 5.02
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FIGURE 14.6.7

Isohyetal pattern placed on the Leon River, Texas, drainage to give maximum precipitation volume. (Seurce: Hansen, Schreiner, and Miller, 1982.)



486  arrLIED HYDROLOGY {

TABLE 14.6.2
Computation of isohyetal and areal average depths for the 6-h probable

maximum precipitation at Leon River for a nominal storm area of 1500 mi:
(Example 14.6.1)

Column: 1 2 3 4 5 6
Isohyet  Isohyet Isohyet Average Incremental Incremental
label adjustment  precipitation  depth area within volume of
factor depth* between  watershed precipitation
isohyets AA AV=P,AA
Py
(in) (in) (mi%) (in'mi?)

A 1.62 21.77 21.77 10 217.7

B 1552 20.43 21.10 15 316.5

G 1.42 19.08 19.76 25 493.9

D 1.32 17.74 18.41 50 920.6

E 1.2 16.40 17.07 75 1,280.2

F 1.12 15.05 15.72 125 1,965.6

G 1.05 14.11 14.58 150 2,1874

H 0.96 12.90 13.51 250 3,376.8

1 0.88 11.83 12.36 2N 3.350.9

] 0.80 10.75 11.29 393 4,436.8

K 0.56 7533 9.14 488 4,456.9

L 0.41 5.51 6.52 582 3,793.7

M 0.26 3.49 4,50 737 3,318.3

N 0.16 2.15 2.82 489 1,380.2
Total 3660 31,498.5

Average PMP depth over watershed (in) = 31,498.5/ 3660 = 8.61 in

*The PMP for 1300 mi? is 13.44 in.

area on the vertical axis and reading horizontally to the curve for that isohyet. For
cxample, for a 1500 mi?® area, the graph gives an adjustment factor of 162 percent,
or 1.62, for isohyet A. The adjustment factors for all isohyets for a 1500-mi? storm
area are shown in column 2 of Table 14.6.2. The adjusted PMP depth for 1500-
mi® storm area is 13.44 in from Table 14.6.1, and this value is multiplied by the
isohyetal adjustment factor to give the precipitation depth for each isohyet in column
3 of Table 14.6.2; for example, on isohyet A, the depth is 1.62 % [3.44 = 21.77 in.
The average precipitation depth P,, between adjacent isohyets is shown in column
4. For isohyet B, P,, = (21.77 + 20.43)/2 = 21.10 in, for example.

The incremental areas AA added by including each successive isohyet are
shown in column 5 of Table 14.6.2. As shown in Fig. 14.6.7, isohyets A through
H are completely contained within the watershed, so the incremental area assigned
to them is simply the increase in area from the previous isohyet, with the isohyetal
areas being shown on Fig. 14.6.2. For example, isohyet B encompasses 25 mi?,
of which 10 mi® falls within isohyet A, so the incremental area for isohyet B
is 25 -~ 10 = 15 mi®. For isohyets T through N, the incremental area in column
5 is that part of the isohyetal area that is also contained within the watershed.
The incremental volume AV added for each additional ischyet is calculated as
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AV= PaVAA For example, the volume within isohyet A is 21.77 in X 10 mi*=217.7
in‘mi?, while isohyet B includes an additional 21.10 in X 15 mi® = 316.5 in-mi?
as shown in column 6 of the table. By summing the incremental volumes for all
isohyets containing at least part of their area within the watershed, the total volume
is found, and it is divided by the watershed area to give the average precipitation
depth. In this case, the average depth is 31,489.5 in-mi%3660 mi? = 8.61 in.

The procedure described above is repeated for all the storm areas in Tabie
14.6.1 to find the critical storm area: that area which yields thejgreatest average
PMP over the watershed. In this case the 1500-mi’ area givesithellargest average
depth and is the critical storm area. So the isohyetal precipitationgbattern of the 6-
hour PMP at Leon River is given by column 3 of Table 14.6.2, and the watershed
average 6-hour PMP is 8.61 in.

This procedure can be repeated for various durations and the corresponding
isohyetal and average depths obtained. A storm hyetograph can be developed from
these depths by the alternating block method (Sec. 14.4) or other methods. If a
percentage of the probable maximum precipitation is required for a design (e.g.,
50 percent, as shown in Table 13.1.1 for some dam designs), the values of the
isohyet precipitation depths in column 3 of Table 14.6.2 are reduced to the desired
percentage of the values shown.

REFERENCES

Bandyopadhyay, M., Synthetic storm pattern and runoff for Gauhati, India, /. Hvd. Div., Am. Soc.
Civ. Eng., vol. 98, no. HY3, pp. 845-857, 1972.

Frederick, R. H., V. A. Myers, and E. P. Auciello, Five to 60-minute precipitation frequency for
the eastern and central United States, NOAA technical memo NWS HYDRO-35, National
Weather Service, Silver Spring, Maryland, June 1977,

Hansen, E. M., L. C. Schreiner, and J. F. Miller, Applicaticn of probable maximum precipitation
estimates— United States east of the 105th meridian, NOAA hydrometeorological report no.
52, National Weather Service, Washington, D. C., August 1982,

Havens and Emerson, consulting engineers, master plan for pollution abatement, Cleveland, Ohio,
July 1968.

Hershfield, D. M., Rainfall frequency atlas of the United States for durations from 30 minutes to
24 hours and return periods from 1 to 100 years, tech. paper 40, U. S, Dept. of Comm.,
Weather Bureau, Washington, D. C., May 1961.

Huff, F. A., Time distribution of rainfall in heavy storms, Warer Resour. Res., vol. 3, no. 4, pp.
1007-1019, 1967.

Institution of Engineers Australia, Australian Rainfall and Runoff, vol. 1 ed. by D. H. Pilgrim, vol.
2 ed. by R. P. Canterford, Canberra, Australia, 1987.

Keifer, C. J., and H. H. Chu, Synthetic storm pattern for drainage design, J. Hyd. Div., Am. Soc.
Civ. Eng., vol. 83, no. HY4, pp. 1-25, 1957.

Marsalek, J., Research on the design storm concept, tech. memo. 33, Am. Soc. Civ. Eng.. Urban
Water Resour. Res. Prog., New York, 1978.

McPherson, M. B., Discussion of “Synthetic storm pattern for drainage destgn, J. Hyd. Div., Am.
Sec. Civ. Eng., vol. 84, no. HY, pp. 49-60, 1958.

Miller, I. F., R. H. Frederick, and R. J. Tracey, Precipitation- frequency atlas of the conterminous
western United States (by states), NOAA atlas 2, 11 vols., National Weather Service, Silver
Spring, Maryland, 1973.

National Academy of Sciences, Safety of Existing Dams: Evaluation and Improvement, National
Academy Press, Washington, D. C., 1983.



492 .rPLIED HYDROLOGY

’%A“TFDurati_on (h}
b 12 24

10000 o o —

5000 A
2000
3000

2000

1000

L1 / / /]I/ b =
LLe

b

"

500 4
400

w1 T IS IS KNS

Area (mid)

0 5 10 15 20 25 30 35 40 45 50
PMP (in)

FIGURE 14.P.2
Depth-area-duration curves for 34°36'N, 93°27'W, applicable to the Ouachita River, Arkansas,
drainage. (Sowrce: Hansen, Schreiner, and Miller, 1982.)

direction 95°%275°. The watershed contains all of the contours A through H of
the storm pattern. Contours [ through L add the following incremental areas (in
mi?): 1, 242; J, 242; K, 224; L, 192.

14.6.7 Solve Prob. 14.6.6 to determine the average depth of the 6-hour probable
maximum precipitation of the Ouachita River, Arkansas, above Rennel Dam
(Fig. 14.P.1) considering a storm of 1500 mi2,

14.6.8 Consider a number of storm areas to determine the critical storm area for the 6-
hour PMP over the Ouachita River watershed (Prob. 14.6.6).

CHAPTER

15

1

'DESIGN
FLOWS

Hydrologic design for water control is concerned with mitigating the adverse
effects of high flows or floods. A flood is any high flow that overtops either
natural or artificial embankments along a stream. The magnitudes of floods are
described by flood discharge, flood elevation, and flood volume. Each of these
factors is important in the hydrologic design of different types of flow control
structures. A major portion of this chapter deals with development of the design
flow or design flood for flow regulation structures (detention basins, flood control
reservoirs, etc.) and flow conveyance structures (storm sewers, drainage channels,
flood levees, diversion structures, etc.). The purpose of flow regulation structures
is to smooth out peak discharges, thereby decreasing downstream flood elevation
peaks, and the purpose of flow conveyance structures is to safely convey the flow
to downstream points where the adverse effects of flows are controlled or are
minimal. This chapter discusses methods and simulation models that can be used
in the hydrologic design of flow control structures from urban drainage systems
to flood control reservoirs.

Hydrologic design for water use is concerned with the development of water
resources to meet human needs and with the conservation of the natural life in
water environments. As population and economic activity increase, so do the
demands for use of water. But these must be balanced against the finite supply
provided by nature and the desire to maintain healthy plant and animal life in
rivers, lakes, and estuaries. Hydrologic information plays a vital role in managing
the balance between supply and demand for water resources and in planning water
resource development projects. In contrast to hydrologic design for water control,
which is concerned with mitigating the adverse effects of high flows, hydrologic
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design for water use is directed at utilizing average flows and with mitigating the
effects of extremely low flows.

15.1 STORM SEWER DESIGN

Population growth and urban development can create potentially severe problems
in urban water management. One of the most important facilities in preserving
and improving the urban water environment is an adequate and properly function-
ing storm water drainage system. Construction of houses, commercial buildings,
parking lots, paved roads, and streets increases the impervious cover in a water-
shed, and reduces infiltration. Also, with urbanization, the spatial pattern of flow
in the watershed is altered and there is an increase in the hydraulic efficiency
of flow through artificial channels, curbing, gutters, and storm drainage and col-
lection systems. These factors increase the volume and velocity of runoff and
produce larger peak flood discharges from urbanized watersheds than occurred in
the preurbanized condition. Many urban drainage systems constructed under one
level of urbanization are now operating under a higher level of urbanization and
have inadequate capacity.

One view of the typical urban drainage system is shown in Fig. 15.1.1. The
system can be considered as consisting of two major types of elements: location
elemenis and transfer elements. Location elements are the places where the water
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FIGURE 15.1.1
Typical urban drainage system. (Source: Roesner, 1982, Copyright by the American Geophysical
Union.}
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stops and undergoes changes as a result of humanly controlled processes, for
example, water storage, water treatment, water use, and wastewater treatment.
Transfer elements connect the location elements; these elements include channels,
pipelines, storm sewers, sanitary sewers, and streets. The system is fed by
rainfall, influent water from various sources, and imported water in the pipes
or channels. The receiving water body can be a river, a lake, or an ocean. Figure
15.1.1 shows a storm sewer system for collection of storm drainage in a pipe
network and discharge to a receiving water body. This secti?n '*Eonsiders the
design of a sewer system for storm drainage. i

Systemn concepts are increasingly being used as an aid in énderstanding
and developing solutions to complex urban problems. These problems involve
distributed systems, and must be analyzed to account for both spatial and temporal
variations. Urban watersheds vary in space in that the ground surface slope
and cover, and the soil type, change from place to place in the watershed.
They vary in time in that hydrologic characteristics change with the process of
urbanization. The mathematical formulation of models for urban water systems
distributed in both time and space is a complicated task. Consequently, spatial
variation is sometimes ignored, and the system is treated as being lumped. Some
spatial variation can be introduced by dividing the watershed system into several
subsystems that are each considered lumped, and then linking these lumped-
system models together to produce a model of the entire system.

Models can be used as tools for planning and management. In particular, a
number of computerized watershed simulation models have been proposed. The
determination of the runoff volume and peak discharge rate are important issues in
urban stormwater management, and methods for calculating these variables range
from the well-known rational formula to advanced computer simulation models
such as the Storm Water Management Model (SWMM, see Huber, et al., 1975).

Design Philosophy

A storm sewer system is a network of pipes used to convey storm runoff in a
city. The design of storm sewer systems involves the determination of diameters,
slopes, and crown or invert elevations for each pipe in the system. The crown
and invert elevations of a pipe are, respectively, the elevations of the top and the
bottom of the pipe circumference.

The selection of a layout, or network of pipe locations, for a storm sewer
system requires a considerable amount of subjective judgment. Hydrologists are
usually able to investigate only a few of the possible layouts. Generally, manholes
are placed at street intersections and at major changes in grade, or ground surface
slope, and the sewers are sloped in the direction of the ground surface, so as
to connect with downstream submains and trunk sewers.” Once a layout has
been selected, the rational method can be used to select pipe diameters. This
conventional design approach is based on a set of design standards and criteria,
such as those set forth by the American Society of Civil Engineers (1960) and
various planning agencies.
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Storm drainage design can be divided into two aspects: runoff prediction
and system design. In recent years, rainfall-runoff modeling for urban watersheds
has been a popular activity and a variety of such rainfall-runoff models are
now available, as described by Chow and Yen (1977), Heeps and Mein (1974),
Brandstetter (1976), McPherson (1975), Colyer and Pethick (1977), Yen (1978),
and Kibler (1982). Computer models are described more fully in Sec. 15.2.

The following constraints and assumptions are commonly used in storm
sewer design practice:

1. !"reensurfacg flow exists for the design discharges; that is, the sewer system is
designed for “gravity flow”; pumping stations and pressurized sewers are not
considered.

2. The sewers are of commercially available circular sizes no smaller than 8
inches in diameter.

3. The design diameter is the smallest commercially available pipe having flow
capacity equal to or greater than the design discharge and satisfying all the
appropriate constraints.

4. Storm sewers must be placed at a depth such that they will not be susceptible
to frost, will be able to drain basements, and will have sufficient cushioning
to prevent breakage due to ground surface loading. To these ends, minimum
cover depths must be specified.

5. The sewers are joined at junctions such that the crown elevation of the
upstream sewer 1s no lower than that of the downstream sewer,

6. To prevent or reduce excessive deposition of solid material in the sewers, a

minimum permissible flow velocity at design discharge or at barely full-pipe

gravity flow is specified (e.g., 2.5 ft/s).

To prevent scour and other undesirable effects of high-velocity flow, a maxi-

mum permissible flow velocity is also specified.

At any junction or manhole the downstream sewer cannot be smaller than any

of the upstream sewers at that junction.

9. The sewer system is a dendritic, or branching, network converging in the
downstream direction without closed loops.

~1

o0

Rational Method

The rational method, which can be traced back to the mid-nineteenth century, is
still probably the most widely used method for design of storm sewers (Pilgrim,
1986; Linsley, 1986). Although valid criticisms have been raised about the
adequacy of this method, it continues to be used for sewer design because of
its simplicity. Once the layout is selected and the pipe sizes determined by the
rational method, the adequacy of the system can be checked by dynamic routing
of flow hydrographs through the system.

The idea behind the rational method is that if a rainfall of intensity i begins
instantaneously and continues indefinitely, the rate of runoff will increase until
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the time of concentration ¢,, when all of the watershed is contributing to flow at
the outlet. The product of rainfall intensity i and watershed area A is the inflow
rate for the system, iA, and the ratio of this rate to the rate of peak discharge Q
(which occurs at time ¢.) is termed the runoff coefficient C (0 = C = 1). This is
expressed in the rational formula:

0 = CiA (15.1.1)

Commonly, @ is in cubic feet per second (cfs), i is in inches per hopr, and A is in
acres, and the conversion (1 cfs =1.008 acre-in/hr) is considered E{']o be included
in the runoff coefficient. The duration used for the determinatiofi of the design
precipitation intensity i in (15.1.1) is the time of concentration of the watershed.

In urban areas, the drainage area usually consists of subareas or subcatch-
ments of different surface characteristics. As a result, a composite analysis is
required that must account for the various surface characteristics. The areas of
the subcatchments are denoted by A; and the runoff coefficients of each subcatch-
ment are denoted by C;. The peak runoff is then computed using the following
form of the rational formula:

Q=i CA (15.1.2)
j=1

where m is the number of subcatchments drained by a sewer.
The assumptions associated with the rational method are:

1. The computed peak rate of runoff at the outlet point is a function of the average
rainfall rate during the time of concentration, that is, the peak discharge does
not result from a more intense storm of shorter duration, during which only a
portion of the watershed is contributing to runoff at the outlet.

2. The time of concentration employed is the time for the runoff to become
established and flow from the most remote part of the drainage area to the
inflow point of the sewer being designed.

3. Rainfall intensity is constant throughout the storm duration.

Runoff Coefficient

The runoff coefficient C is the least precise variable of the rational method. Its
use in the formula implies a fixed ratio of peak runoff rate to rainfall rate for the
drainage basin, which in reality is not the case. Proper selection of the runoff
coefficient requires judgment and experience on the part of the hydrologist. The
proportion of the total rainfall that will reach the storm drains depends on the
percent imperviousness, slope, and ponding character of the surface. Impervious
surfaces, such as asphalt pavements and roofs of buildings, will produce nearly
100 percent runoff after the surface has become thoroughly wet, regardless of the
slope. Field inspection and aerial photographs are useful in estimating the nature
of the surface within the drainage area.
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The runoff coefficient is also dependent on the character and condition of the
soil. The infiltration rate decreases as rainfall continues, and is also influenced
by the antecedent moisture condition of the soil. Other factors influencing the
runoff coefficient are rainfall intensity, proximity of the water table, degree of
soil compaction, porosity of the subsoil, vegetation, ground slope, and depression
storage. A reasonable coefficient must be chosen to represent the integrated effects
of all these factors. Suggested coefficients for various surface types as used in
Austin, Texas are given in Table 15.1.1.

TABLE 15.1.1
Runoff coefficients for use in the rational method

Return Period (years)

Character of surface 2 5 10 25 50 100 500
Developed
Asphaltic 0.73 0.77 0.81 0.86 0.90 0.95 1.00
Concrete/roof 0.75 0.80 0.83 0.88 0.92 0.97 1.00

Grass areas (lawns, parks, etc.)
Poor condition (grass cover less than 50% of the area)

Flat, 2% 0.32 0.34 0.37 0.40 0.44 0.47 0.58
Average, 2-7% 0.37 0.40 0.43 0.46 0.49 0.53 0.61
Steep, aver 7% 0.40 0.43 0.45 0.49 0.52 0.55 0.62

Fair condition (grass cover on 50% to 75% of the area)

Flat, 0-2% 0.25 0.28 0.30 0.34 0.37 0.41 0.53
Average, 2-7% 0.33 0.36 0.38 0.42 0.45 0.45 0.58
Steep, over 7% 0.37 0.40 0.42 0.46 0.49 0.53 0.60

Good condition (grass cover larger than 75% of the area)

Flat, 0-2% 0.21 0.23 0.25 0.29 0.32 0.36 0.49
Average, 2-7% 0.29 0.32 0.35 0.39 0.42 0.46 0.56
Steep, over 7% 0.34 0.37 0.40 0.44 0.47 0.51 0.58

Undeveloped

Cultivated Land
Flat, 0-2% 0.31 0.34 0.36 0.40 0.43 0.47 0.57
Average, 2-7% 0.35 0.38 0.41 0.44 0.48 0.51 0.60
Steep, over 7% 0.39 0.42 0.44 0.48 0.51 0.54 0.61

Pasture/Range
Flat, 0-2% 0.25 0.28 0.30 0.34 0.37 0.41 0.53
Average, 2-7% 0.33 0.36 0.38 0.42 0.45 0.49 0.58
Steep, over 1% 0.37 0.40 0.42 0.46 0.49 0.53 0.60

Forest'Woodlands
Flat, 0-2% 0.22 0.25 0.28 0.31 0.35 0.39 0.48
Average, 2-7% 0.31 0.34 0.36 0.40 0.43 0.47 0.56
Steep, over 7% 0.35 0.39 0.41 0.45 0.48 0.52 0.58

Note: The values in the table are the standards used by the City of Austin, Texas, Used with permission.
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Rainfall Intensity

The rainfall intensity 7 is the average rainfall rate in inches per hour for a particular
drainage basin or subbasin. The intensity is selected on the basis of the design
rainfall duration and return period as described in Sec. 14.2. The design duration
is equal to the time of concentration for the drainage area under consideration.
The return period is established by design standards or chosen by the hydrologist
as a design parameter. . 4

Runoff is assumed to reach a peak at the time of concetratign r. when the
entire watershed is contributing to flow at the outlet. The time gf concentration
is the time for a drop of water to flow from the remotest point in the watershed
to the point of interest. A trial and error procedure can be used to determine
the critical time of concentration where there are several possible flow paths to
consider. The time of concentration to any point in a storm drainage system is
the sum of the inlet time ¢, (the time it takes for flow from the remotest point to
reach the sewer inlet), and the flow time I in the upstream sewers connected to
the outer point:

Lo =1, +1f (15.1.3)
The flow time is given by Eq. (5.7.3):

= L
- =i
t ; > (15.1.4)
where L; is the length of the ith pipe along the flow path, and V; is the flow
velocity in the pipe.

The inlet time, or time of concentration for the case of no upstream sewers,
can be obtained by experimental observations, or it can be estimated by using
formulas such as those listed in Table 15.1.2. There may exist several possible
flow routes for different catchments drained by a sewer; the longest time of
concentration among the times for different routes is assumed to be the critical
time of concentration of the area drained.

Because the areas contributing to most storm sewer inlets are relatively
small, it is also customary to determine the inlet time on the basis of experience
under similar conditions. Inlet time decreases as the slope and imperviousness of
the surface increases, and it increases as the distance over which the water has to
travel increases and as retention by the contact surfaces increases. All inlet times
determined on the basis of experience should be verified by direct overland flow
computation.

Drainage Area

The size and shape of the catchment or subcatchment under consideration must
be determined. The area may be determined by planimetering topographic maps,
or by field surveys where topographic data has changed or where the mapped
contour interval is too great to distinguish the direction of flow, The drainage area

o
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contributing to the system being designed and the drainage subarea contributing
to each inlet point must be measured. The outline of the drainage divide must
follow the actual watershed boundary, rather than commercial land boundaries,
as may be used in the design of sanitary sewers. The drainage divide lines are
influenced by pavement slopes, locations of downspouts and paved and unpaved
yards, grading of lawns, and many other features introduced by urbanization.

Pipe Capacity

In choosing stqrmn sewer pipe diameters, the mimimum required diameter is com-
puted, and the next larger commercially available size is selected. Commercial
pipes are available in diameters of 8, 10, 12, 15, 16, and 18 in, at increments of
3 in between 18 and 36 in, and at increments of 6 in between 3 ft and 10 ft.

Once the design discharge Q entering the sewer pipe has been calculated
by the rational formula, the diameter of pipe D required to carry this discharge
is determined. It is usually assumed that the pipe is flowing full under gravity
but is not pressurized, so the pipe capacity can be calculated by the Manning or
Darcy-Weisbach equations for open-channel flow. For Manning’s equation, the
area is A = wD?/4, and the hydraulic radius is R = A/P = (wD¥%4)/=mD = D/4.
The friction slope Sy is set equal to the bed slope of the pipe, 5S¢, thus assuming
uniform flow, and the discharge is computed for full pipe flow as

h

1.49 l,z(WDZ)(D)M
:————SO ke ) | s

n 4 4
0.463
:Tﬁ S i (15.1.5)
This is solved for the required diameter D as
2.16 -
D | rol (15.1.6)
VSo

which is valid for Q in cubic feet per second, and D in feet. When using SI
units, with O in cubic meters per second and D in meters, the coefficient 2.16 is
replaced by 2.16 X 1.49 = 3.21 in Eq.(15.1.6).
Using the Darcy-Weisbach equation (2.5.4), with A, R, and Sy as for
Manning’s equation,
8 172
Q=A(—RS )
f f
mD? 8¢D 12
4 \f4°°

(15.1.7)
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Solved for D, this gives

0.81102\"*
B (ﬁ) (15.1.8)
£50
where f is the Darcy-Weisbach friction factor and g is acceleration due to gravity.
Equation (15.1.8) is valid for any dimensionally consistent set of units.

s
Assessment of the Rational Method o

=]

The rational method is criticized by some hydrologists because gf its simplified
approach to the calculation of design flow rates. Nevertheless, the rational method
is still widely used for the design of storm sewer systems in the United States and
other countries because of its simplicity and the fact that the required dimensions
of the storm sewers are determined as the computation proceeds. More realistic
flow simulation procedures involving the routing of flow hydrographs require the
dimensions of the flow conveyance structures to be predetermined. The storm
sewer system design produced by the rational method can be considered as a
preliminary design whose adequacy can be checked by routing flow hydrographs
through the system.

The uncertainties involved in the rational method can be examined by the
risk analysis procedures described in Chap. 13 (Yen, 1975; Yen, et al., 1976;
Yen, 1978). In this case, the loading on the system is described by the rational
formula (15.1.2) and the capacity by the pipe conveyance equations (15.1.5) or
(15.1.7). Problems 15.1.8 to 15.1.16 address this subject.

Example 15.1.1. A hypothetical drainage basin comprising seven subcatchments
is shown in Fig. 15.1.2. Determine the required capacity of the storm sewer EB
draining subarea IIl for a five-year return period storm. This subcatchment has
an area of 4 acres, a runoff coefficient of 0.6, and an inlet time of 10 minutes.

1 I1
OA
11 v v
E O—T B
VI v 4
™ i
¢ FIGURE 15.1.2
The drainage basin and storm sewer system for
D Examples 15.1.1 and 15.1.2.
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The design precipitation intensity for this location is given by ¢ = 120T%'%/(T; +
27), where i is the intensity in inches per hour, T is the return period, and Ty is
the duration in minutes. The ground elevations at points E and B are 498.43 and
495.55 ft above mean sea level, respectively, and the length of pipe EB is 450 ft.
Assume Manning’s n is 0.015. Calculate the flow time in the pipe.

Solution. The time of concentration for flow into sewer EB is simply the 10-minute
inlet time for flow from subcatchment III to point E. So, T;= 10 min and the design
rainfall intensity with T = 5 years is

i 120T0.I75
ET)
_ 120(5)%17
(10 + 27)
=4.30 in/h
The design discharge is given by Eq. (15.1.1):
0=CiA
=0.6X4.30x4
=10.3 cfs

The slope of the pipe EB is the difference between the ground elevations at points
E and B divided by the length of the pipe: §¢ = (498.43 — 495.55)/450 = 0.0064.
The required pipe diameter is calculated from (15.1.6):

3R

*

2.160n
VSo

38
_[2.16 X 10.3 % 0,015

0.0064
=171 ft
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Solution. The same method as was illustrated in Example 15.1.1 is used for each
pipe, except that now the time of concentration must include both inlet time and
flow time through upstream sewers. The results obtained in Example 15.1.1 for
pipe EB are shown in the first row of Table 15.1.4.

Pipe AB. This pipe drains subcatchments I and II. From Table 15.1.3, A;= 2
acres, C7 = 0.7, and the inlet time is #; = 5 min, while Ay = 3 acres, Cp= 0.7,
and #; = 7 min. Hence, the total area drained by pipe AB is 5 acres and X CA =
CiA; + CyAn = 0.7 X 2 + 0.7 x 3 = 3.5. The time of c_onc_g:ngation used is 7
min, the larger of the two inlet times. The calculations for thg reguired diameter
are carried out in the same way as in Example 15.1.1; the results shown in the
second row of Table 15.1.4. The calculated diameter, 1.94 ft, is"rounded up to a
commercial size of 2.0 ft (24 in) for pipe AB.

Pipe BC. This pipe drains subcatchments I through V: subcatchments I and II
through pipe AB, subcatchment III through pipe EB, and subcatchments IV and V
directly. There are thus four possible flow paths for water to reach point B; the time
of concentration is the largest of their flow times. The flow time for flow coming
from pipe AB is 7 minutes inlet time plus 1.76 minutes travel time, or 8.76 minutes;
for the flow from pipe EB it is 10 minutes inlet time plus 1.75 minutes flow time,
or 11.75 minutes; and the inlet times for subcatchments IV and V are 10 min and
15 min, respectively. Thus, the time of concentration for pipe BC is taken as 15 min.

For subcatchments I and I, ZCA = 3.5, as shown previously. For subcatch-
ments IIT to V, the values of the runoff coefficient and catchment area are given in
Table 15.1.3; at point C, using these values, 2CA = 3.5+ 0.6 X4 + 0.6 X 4 +
0.5 X 5 = 10.8. Proceeding as in Example 15.1.1, the calculated pipe diameter
is 2.87 ft, which is rounded up to 3.0 ft (36 in) for pipe BC (third row of Table
15.1.4).

Pipe CD. This pipe drains all seven subcatchments. Using the same method
as for the previous pipes, its time of concentration (to point C) is found to be 15
minutes (to point B) plus 1.2 minutes flow time in pipe BC, or 16.2 minutes, and
3 CA = 15.3. The calculated diameter, 3.22 ft, is rounded up to a commercial size
of 3.50 ft (42 in) (fourth row of Table 15.1.4).

The required diameters for pipes AB, BC, and CD are 21, 36, and 42 in,
respectively.

TABLE 15.1.3
Characteristics of the drainage basin

for Example 15.1.2

The diameter is rounded up to the next commercially available pipe size, 1.75 ft or
21 in.

The flow velocity through pipe EB is found by taking the nominal diameter
(1.75 i), and assuming the pipe is flowing full with @ = 10.3 cfs. Hence, V =

0/A = 10.3/(m x 1.75%4) = 4.28 ft's. The flow time is L/V = 450/4.28 = 105 5 = Ciichment,  Axen  Rumat Talet
1.75 min. It should be noted that a slight error in the computed flow time is A E.oefﬁcwnt :lme
caused by assuming that the pipe is flowing full. The velocity for partially-full-pipe lisi) (imin)
flow can be determined using Newton’s iteration technique presented in Chap. 5, if
necessary. I 2 0.7 5

I 3 0.7 7
Example 15.1.2. Determine the diameter for pipes AB, BC, and CD in the 27- II.[VI : gg }g
acre drainage basin shown in Fig. 15.1.2. The area, runoff coefficients, and inlet v M 0'5 15
time for each subcatchment are shown in Table 15.1.3, and the length and slope for VI 4.5 0.5 15
each pipe are in columns 2 and 3 of Table 15.1.4. Use the same rainfall intensity VIl 4.5 0.5 15

equation as in Example 15.1.1 and assume the pipes have Manning's n = 0.015.
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Flow
time
L/v
(min)

velocity

Flow
Q/A
(ft/s)

11

size
used
(ft}

Pipe

10

Computed

sewer
diameter

(tt)

171
1.94
2.87
3.22

Design
discharge
Qg

(cfs)

10.3

16.4

40.9

56.3

Rainfall
intensity
i

(in/hr)
4.30
4.68
3.79
3.68

t{.‘
(min)
10.0
7.0
15.0
16.2

2.4
3.5
10.8
15.3

3.CA

4
5
18

drained
27

Total
area
(acres)

0.0064
0.0081
0.0064
0.0064

Slope
(ft/ft)

Length

L
(ft)
450
550
400
450

Design of sewers by the rational method (Examples 15.1.1 and 15.1.2)

TABLE 15.1.4
Sewer

pipe

EB

AB

BC

CD
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15.2 SIMULATING DESIGN FLOWS

Since the early 1960s, a host of deterministic hydrologic simulation models have
been developed. These models include event simulation models for modeling a
single rainfall-runoff event and continuous simulation models, which have soil
moisture accounting procedures to simulate runoff from rainfall in hourly or
daily intervals over long time periods. Examples of event simulation models
include: the U. S. Army Corps of Engineers (1981) HEC-1 flood hydrograph
model; the Soil Conservation Service (1965) TR-20 computcr’prugram for project
hydrology; the U. S. Environmental Protection Agency (1978 SWMM storm
water management model; and the Illinois State Water Survey ILLUDAS model,
by Terstriep and Stall (1974). Examples of continuous simulation models include:
the U. S. National Weather Service runoff forecast system (Day, 1985); the U. S.
Army Corps of Engineers (1976) STORM model; and the U. S. Army Corps of
Engineers (1972) SSARR streamflow synthesis and reservoir regulation model.
This is by no means a complete list of available models, but it covers most of the
models commonly used in hydrologic practice. The HEC-1 model is probably the
most widely used hydrologic event simulation model. The acronym HEC stands
for Hydrologic Engineering Center, the U. S. Army Corps of Engineers research
facility in Davis, California, where this model was developed.

HEC-1 Model

HEC-1 is designed to simulate the surface runoff resulting from precipitation
by representing the basin as an interconnected system of components. Each
component models an aspect of the rainfall-runoff process within a subbasin
or subarea; components include subarea surface runoff, stream channels, and
reservoirs. Each component is represented by a set of parameters that specifies
the particular characteristics of the component and the mathematical relations
describing its physical processes. The end result of the modeling process is the
computation of direct runoff hydrographs for various subareas and streamflow
hydrographs at desired locations in the watershed.

A subarea land surface runoff component is used to represent the movement
of water over the land surface and into stream channels. The input to this com-
ponent is a rainfall hyetograph. Excess rainfall is computed by subtracting infil-
tration and detention losses, based on an infiltration function that may be chosen
from several options, including the SCS curve number loss rate as presented in
Sec. 5.5. Rainfall and infiltration are assumed to be uniformly distributed over
the subbasin. The resulting rainfall excesses are then applied to the unit hydro-
graph to derive the subarea outlet runoff hydrograph. Unit hydrograph options
include the Snyder’s unit hydrograph and the SCS dimensionless unit hydrograph
presented in Chap. 7. Alternatively, a kinematic wave model can be used to find
subbasin runoff hydrographs.

A stream routing component is used to represent flood wave movement
in a channel. The input to this component is an upstream hydrograph resulting
from individual or combined contributions of subarea runoff, streamflow
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routings, or diversions. This hydrograph is routed to a downstream point, using
the characteristics of the channel. The techniques available to route the runoff
hydrograph include the Muskingum method, level-pool routing, and the kinematic
wave method.

A suitable combination of subarea runoff and streamflow routing compo-
nents can be used to represent a rainfall-runoff and stream routing problem. The
connectivity of the streamn network components is implied by the order in which
the input data components are arranged. Simulation must always begin at the
uppermost subarea in a branch of the stream network, and proceed downstream
until a conflugnee is reached. Before simulating below the confluence, all flows
above it must be routed. The flows are combined at the confluence, and the
combined flow is routed downstream.

Use of a reservoir component is similar to that of a streamflow routing
component. A reservoir component represents the storage-outflow characteristics
of a reservoir or flood-retarding structure. The reservoir component functions by
receiving upstream inflows and routing them through a reservoir using storage
routing methods. The reservoir outflow is solely a function of storage (or water
surface elevation) in the reservoir and is not dependent on downstream controls.
Spillway characteristics are entered along with top-of-dam characteristics for
overtopping. A simplified dam-break option is also available.

Example 15.2.1. (Adapted from Ford, 1986.) A rainfall-runoff model using the
HEC-1 computer program is to be developed for the Castro Valley Creek catchment,
shown in Fig. 15.2.1 in order to analyze the effects of urbanization. The catchment

FIGURE 15.2.1
The Castro Valley watershed (Example 15.2.1}.
Qutlet (Source: Ford, 1986.)
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is divided into four subcatchments; a schematic diagram of the watershed is shown
in Fig. 15.2.2. Subcatchment 4 is undergoing urbanization through development of
a new residential area, and a detention reservoir in subcatchment 4 and downstream
channel modifications are being investigated, the purpose of which is to reduce the
effects of the additional flow resulting from the development. The objective of the
problem is to calculate the runoff hydrograph at the catchment outlet for three dif-
ferent conditons: (1) the existing condition throughout the catchment, (2) the existing
condition in subcatchments 1 to 3 with subcatchment 4 urbanized, apd (3) the same
as (2) but with a modified channel and a reservoir in subcatchment 4. Subarea runoff
computations are performed using Snyder’s synthetic unit hydrogragh with rainfall
loss rates determined using the SCS curve number method, channel routing is carried
out by the Muskingum method, and routing through the reservoir by the level-pool
method.

The following Table presents the existing characteristics of the subcatch-
ments. The total watershed area is 5.51 mi%

Subcatchment Area Watershed Length to SCS curve

length centroid number
L Lcy CN
(mi®)  (mi) (mi)
1 1.52 2.65 1.40 70
2 2.17 1.85 0.68 84
3 0.96 1.13 0.60 80
4 0.86 1.49 0.79 70

The parameters for Snyder’s synthetic unit hydrograph for the existing condition are
Cp, = 0.25 and C, = 0.38. The flood wave travel time (Muskingum coefficient K)
for the stream reach passing through subarea 3 is estimated as 0.3 h, and the travel
time for subarea [ is estimated as 0.6 h. The Muskingum X has been approximated
as 0.2 for each of the two stream reaches.

The design rainfall is a hypothetical 100-year-return-period storm defined by
the following depth-duration data.

Components

Subarea
D surface
runoff SUB2 RES4

SUB4

Reservoir

Channel SUB3 SUBI

routing

Analysis point
O and hydrograph OUT

combination

FIGURE 15.2.2
Schematic diagram of Castro Valley watershed showing components of HEC-1 analysis.




510  APPLIED HYDROLOGY

Duration 5 min 15 min lh 2h 3h 6h 12 h 24 h
Rainfall (in) 0.38 0.74 1.30 1.70 2,10 3.00 5.00 7.00

A residential development in subcatchment 4 will increase the impervious area so
that the developed SCS curve number will be 85. The unit hydrograph parameters
are expected to change to C, = 0.19 and C, = 0.5. Medification of the channel
through subcatchment 1 will change its Muskingum routing parameters to K=04h
and X = 0.3. The detention reservoir to be constructed at the outlet of subcatchment

4 has the following characteristics:
)

Low-level outlet Reservoir capacity Elevation
Diameter 5ft {acre-ft) (ft above MSL)
Crc_)ss-seciionall area 19,63 ft? 0 388.5
Grlﬁcc_coefﬁcwr?[ 0.71 6 394.2
Centerline elevation 391 fi 12 398.2

(above MSL) 18 400.8

Overflow spillway (ogee type) 23 401.8
Length 30 fi =t 8
Weir coefficient 2.86
Crest elevation 401.8 ft

(above MSL)

Solution. The parameters used for Snyder’s unit hydrograph in HEC-1 are 7, and
C,; t, is calculated for the existing condition using Eg. (7.7.2) with C| = 1.0, and
C,, L, and L as given above, For example, for subcatchment 1,

t, = CALLeA)"® = 0.38(2.65 X 1.40)°* = 0.56 h

The results of this calculation for the four subcatchments are:

Subcatchment
1 2 3 4 4
urbanized
C, 0.38 0.38 0.38 0.38 0.19
7] 0.56 0.41 0.34 0.40 0.20

The HEC-1 input for the Castro Valley Creek catchment is shown in
Table 15.2.1. The data file has been annotated in the figure so that it can be under-
stood better. Use of HEC-1's multiplan option enables the runoff hydrographs for
all three conditions to be calculated in one computer run. Plan 1 is for existing
conditions, plan 2 has subcatchment 4 urbanized, and plan 3 introduces the reser-
voir and channel modifications.

Each component operation begins with a KK card. The input has been set
up so that the runoff from subcatchment 4 is determined first, then routing through
the proposed detention reservoir is performed, followed by the Muskingum rout-
ing through subcatchment 1. Next, the rainfall-runoff computation is performed for

[Precip]

80

7.00

70}

wgservoir

72

5.00

3.00

in plans 1 and 2]

56
[Snyders unit hydrograph parameters, ¢, and C |

[Time step (min) and duration of computation]
[Second plan, urbanized conditions)

[Muitiplan option with 3 plans]
[Component identification card]

|Comment card}

2.10
[SCS loss rate parameters CN

[Identification cards]

[Basin area in square miles]
[Third plan, also urbanized)
[Reservoir in subarea 4]
{Runoff not routed through

1.70

40
1.30

32
289
0.74

0
0.38

16

0
5.51
70
0.25
85
0.5
85
0.5

5
3

* PLAN1 = EXISTING CONDITIONS

* PLAN2 =URBANIZED CONDITIONS

SUB4
0.86
0.40
0.20
0.20

1
2

'RES4

19 KM  ROUTE SUB4 THROUGH RESERVOIR

20 KP

2]

22 KP
23 RN

CONSIDER EXISTING CONDITIONS, DEVELOPED CONDITIONS AND

DEVELOPED CONDITIONS WITH IMPROVEMENTS

CASTRO VALLEY CREEK CATCHMENT
* PLAN3 =URBANIZED CONDITIONS WITH IMPROVEMENTS

1
1 ID
2 ID
3 ID
4 IT
5 1P
6 KK
7 KM RUNOFF COMPUTATIONS FOR SUBCATCHMENT 4
8 PH
9 BA
10 LS
11 US
12 KP
13 LS
14 US
15 KP
16 LS
17 US
18 KK

RN

Row:

HEC-1 input for the Castro Valley watershed (Example 15.2.1).

TABLE 15.2.1
Column:
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subcatchment 1 and the resulting runoff hydrograph added to the runoff hydrograph
from subcatchment 4. Next, rainfall-runoff computations are performed for sub-
catchment 2, and this runoff is routed through subcatchment 3 and added to the
outlet hydrograph. The final step is to perform the rainfall-runoff computations for
subcatchment 3 and to add this result to the outlet hydrograph.

The resulting runoff hydrographs at the outlet of subcatchment 4 and at the
outlet of the entire catchment for each of the three plans are shown in Fig. 15.2.3,
The peak discharge from subcatchment 4 under existing conditions is 271 cfs, and
under urbanized conditions, 909 cfs. The detention reservoir reduces the peak dis-
charge to 482 ¢fs. The peak water surface elevation in the reservoir is 402.88 ft
above mean sta level (MSL) at time 12.67 h. The peak discharges at the outlet are
1906 cfs for existing conditions, 2258 cfs for urbanized conditions, and 2105 cfs
for urbanized conditions with the reservoir and channel modifications.

Hydrograph at RES4

|
800
600

400 -

v T T T T T T T T 1
0 2 4 6 8 10 12 14 16 18 20 22 24
Time ¢hrs)

Hydrograph at outlet

FIGURE 15.2.3

Discharge hydrographs at
RES4 and at outlet (Example
15.2.1). Plan 1 is for

Plan 3 introduces a reservoir
T 1 1T 1 T 1 1 andchannel modifications
Q 2 4 6 g 10 12 14 16 18 20 22 24 downstream of subcatchment

Time (hrs) 4.

existing conditions, Plan 2 has
subcatchment 4 urbanized, and
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Urban Storm Drainage Models

The first computerized models of urban storm drainage were developed during
the late 1960s, and since that time a multitude of models have been discussed
in the literature. The models applicable to design of storm sewer systems can be
classified as design models, flow prediction models, and planning models.

Design models. These models determine the sizes and other geometric dimen-
sions of storm sewers {and of other facilities) for a new system or an extgnsion or
improvement to an existing system. The design computations are usually carried
out for a specified design return period.

Design models may be classified further into Aydraulic design models and
least-cost optimal design models. Hydraulic design models range from the simple
rational method to much more sophisticated flow simulation models based upon
solving the dynamic wave equations. One example of a hydraulic design model
is ILLUDAS (Illinois Urban Drainage Area Simulator), developed by Terstriep
and Stall (1974), which is popular both in the United States and abroad. This
model is an extension of the British TRRL (Transportation and Road Research
Laboratory) model (Watkins, 1962) to include both paved-area and grassed-area
hydrographs. A flow chart for the ILLUDAS program is given in Fig. 15.2.4,

Least-cost optimal design models are intended for determining the lowest-
cost storm sewer layout and pipe diameters that will convey storm drainage
adequately. These models are based on optimization techniques such as linear pro-
gramming, dynamic programming, nonlinear programming, heuristic techniques,
or a combination of these. The flow simulation for the sewer network is con-
sidered a part of the optimization. One of the more comprehensive models of
this type is a dynamic programming model called ILSD (Illinois Sewer Design)
developed by Yen, et al. (1976).

Flow prediction models. These models simulate the flow of storm water in
existing systems of known geometric sizes or in proposed systems with prede-
termined geometric sizes. Most flow prediction models simulate the flow for a
single rainfall event, but some can simulate the response to a sequence of events.
The simulation might be for historical, real-time, or synthetically-generated storm
events. At least some simple hydraulics is considered in most models. A model
may or may not include water quality simulation. The purpose of a flow simula-
tion may be to check the adequacy and performance of an existing or proposed
system for flood mitigation and water pollution control, to provide information
for storm water management, or to form part of a real-time operational control
system. ‘

An emerging design philosophy is to use either traditional (rational method)
or more advanced optimization methods for designing a storm sewer systerm, then
checking the final design by detailed hydraulic simulation and cost analysis. An
example of this approach is a British design and analysis procedure called the
Wallingford Storm Sewer Package (WASSP; see Price, 1981).
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Read basic data
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for next reach
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| area hydrograph
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FIGURE 15.2.4
] o . T TTTMAR urhan storm drainage model (Source. Terstriep and Stall, 1974).
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Planning models. These models are used for broader planning studies of urban
stormwater problems, usually for a relatively large space frame and over a
relatively long peried of time. The quantity and quality of storm water is treated
in a gross manner, considering only the mass conservation of water and pollutants
without considering the dynamics of their motion through the system. Planning
models are e_rqployed for such tasks as studies of receiving water quality and
treatment faqllmes. They do not require detailed geometric information on the
drainage facilities as do the first two groups of models. Typical examples of
planning models are: (1) STORM (Storage, Treatment, Overflowy Rinoff Model),
created by the U. S. Army Corps of Engineers (1976); (2) ;S?’MM (Storm
Water Management Model), developed by Metcalf and Eddy, Inc. , the University
of Flonda_, and Water Resources Engineers, Inc., (Metcalf and Eddy, 1971,
U. S. Environmental Protection Agency, 1977); (3) RUNQUAL (Runoff Quality),
which includes the hydraulic portion of the SWMM RUNOFF model and the
stream water quality model QUAL-II (Roesner, Giguere, and Davis, 1977);
(4) HSPF (Hyd_rocomp Simulation Program— Fortran) developed by Johnson, et
al. (1980), which is a later version of the Stanford Watershed Model; and (5)
MITCAT (MIT catchment model) by Harley, Perkins, and Eagleson (1970).

15.3 FLOOD PLAIN ANALYSIS

A flood plain is the normally dry land area adjoining rivers, streams, lakes,
bays, or oceans that is inundated during flood events. The most common causes
of flolodmg are the overflow of streams and rivers and abnormally high tides
resulting from severe storms. The flood plain can include the full width of narrow
st}’eam valleys, or broad areas along streams in wide, flat valleys. As shown in
Fig. 15.3.1, the channel and flood plain are both integral parts of the natural
conveyance of a stream. The flood plain carries flow in excess of the channel
capacity and the greater the discharge, the further the extent of flow over the
flood plain.

The lﬁrst step in any flood plain analysis is to collect data, including
Eopographlc maps, flood flow data if a gaging station is nearby, rainfall data
if flood ﬂow.data are not available, and surveyed cross sections and channel
roughness estimates at a number of points along the stream.

‘A determination of the flood discharge for the desired return period 1s
required. If gaged flow records are available, a flood flow frequency analysis
can be performed. If gaged data are not available, then a rainfall-runoff analysis
must bf: performed to determine the flood discharge. The rainfall hyetograph is
determined for the desired return period, a synthetic unit hydrograph is developed
for each subarea of the drainage basin, and the direct runoff hydrograph from
ecach subarea is calculated. The subarea direct runoff hydrographs are routed
downstream and added to determine the total direct runoff hydrograph at the most
downstream part of the drainage basin, as was illustrated in Example 15.2.1 for

Castro Val.ley. The peak discharge of the most downstream hydrograph is used
as the design flood discharge.
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Once the flood discharge for the desired return period has been determined,
the next step is to determine the profile of water surface elevation along the
channel. This analysis can be carried out assuming steady, gradually-varied,
nonuniform flow using a one-dimensional model such as HEC-2 (U. S. Army
Corps of Engineers, 1982), or a two-dimensional model based upon either finite
differences or finite elements (Lee and Bennett, 1981; Lee, et al., 1982; Mays
and Taur, 1984). One-dimensional models allow the flow properties to vary along
the channel only, while two-dimensional models account for changes across the
channel as well. ‘Alternatively, an unsteady flow analysis can be performed to
identify the maMmum water surface elevation at various cross sections during the
propagation of the flood wave through a stream or river reach, using DAMBREK,
DWOPER, or FLDWAV, as described in Chap. 10. Unsteady flow models are
necessary for flood plain delineation in large lakes because the storage in the lake
alters the shape and peak discharge of the flood hydrograph as it passes through.

Sectivns

Section

A
- o 3
ase of sl — |
B slope \} o / |
4 o ;o
imit of 100-year flood ~ / / Iy
/ / s i
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Flood

|~ Flood plain *—‘-—_—*I-— plain —-|

|«—Flood plain for 100-year flood — |
~—— — Stream valley

Profil
FaHies Section A

J00-year flood level .
10-year flood level \\\‘ - —_t

Section B Bed of channel

FIGURE 15.3.1
Typical sections and profiles in an unobstructed reach of stream valley. (Source: Waananen, et al.,
1977. Used by permission.)
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After the water surface elevations have been determined, the area covered
by the flood plain is delineated. The lateral extent of the flood plain is determined
by finding ground points on both sides of the stream that correspond to the
flood profile (water surface) elevations. Ground elevations in the flood plain
can be determined from topographic maps, street maps, or stereo aerial photos.
Topographic maps are the most convenient, with the elevations given by contour
lines. The flood plain boundary is determined by following the contour line that
corresponds to the flood profile elevation for a particular areg. Of course, the
flood plain delineation is only as accurate as the topographic maps used. After
flood levels have been determined for a particular reach of stréam the actual
location of the flood plain boundaries should be checked by field surveys.

In order to provide a standard national procedure, the 100-year flood has
been adopted by the U. S. Federal Emergency Management Agency (FEMA)
as the base flood for purposes of flood plain management measures. The 500-
year flood is also employed to indicate additional areas of flood risk in the
community. For each stream studied in detail, the boundaries of the 100- and
500-year floods are normally delineated using the flood elevations determined at
each cross section. Between cross sections, the boundaries are interpolated using
topographic maps at a scale of 1:24,000 with a contour interval of 10 feet or 20
feet. In cases where the 100- and 500-year flood boundaries are close together,
only the 100-year boundary is shown.

Encroachment on flood plains, such as by artificial fill material, reduces
the flood-carrying capacity, increases the flood heights of streams, and increases
flood hazards in areas beyond the encroachment. One aspect of flood plain
management involves balancing the economic gain from flood plain development
against the resulting increase in flood hazard. For purposes of FEMA studies, the
100-year flood area is divided into a floodway and a floodway fringe, as shown
in Fig. 15.3.2. The floodway is the channel of a stream plus any adjacent flood

Water surface of selected flood with
encroachment in fringe areas

Floodway
Designated floodway fringe

Floodway fringe

-

s

il
%hmnd

Natural water surface of selected flood

I
| Allowed increase
1

O SN

%&

FIGURE 15.3.2

Definition of floodway and floodway fringe. The floodway fringe is the area between the designated
floodway limit and the limit of the selected flood. The floodway limit is defined so that encroachment
limited to the floodway fringe will not significantly increase flood elevation. The 100-year flood is
commonly used and a one-foot allowable increase is standard in the United States.




520  APPLIED HYDROLOGY

plain areas that must be kept free of encroachment in order for the 100-year flood
to be carried without substantial increases in flood heights. FEMA's minimum
standards allow an increase in flood height of 1.0 foot, provided that hazardous
velocities are not produced. The floodway fringe is the portion of the flood plain
that could be completely obstructed without increasing the water surface elevation
of the 100-year flood by more than 1.0 foot at any point.
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——1855.—~~ Boundary of 1955 flood

River mile measured along
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from Dutton Landing

38°17307

FIGURE 15.3.3
Flood hazard map for Napa, California. (Source: Waananen, et al., 1977 Used with permission.)
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Two types of flood plain inundation maps, flood-prone area and flood hazard
maps, have been used. Flood-prone area maps show areas likely to be flooded
by virtue of their proximity to a river, stream, bay, ocean, or other watercourse
as determined from readily available information. Flood hazard maps such as
Fig. 15.3.3 for Napa, California, show the extent of inundation as determined
from a thorough technical study of flooding at a given location. Flood hazard
maps are commonly used in flood plain information reports and require updating
when changes have occurred in the channels, on the flood plains; and in upstream
areas. These changes include structural modifications and channel §r flood plain
modifications in upstream areas. Development of new buildingf on the flood
plain, obstructions, or other land use changes can affect the stream discharges,
water surface elevation, and flow velocities, thereby changing the elevation
profile defining the flood plain.

15.4 FLOOD CONTROL RESERVOIR DESIGN

Urbanization increases both the volume and the velocity of runoff, and efforts
have been made in urban areas to offset these effects. Storm water detention basins
provide one means of managing storm water. A storm water detention basin can
range from as simple a structure as the backwater effect behind a highway or road
culvert, up to a large reservoir with sophisticated control devices.

Detention is the holding of runoff for a short period of time before releasing
it to the natural water course. The terms “detention” and “retention” are often
misused; retention is the holding of water in a storage facility for a considerable
length of time, for aesthetic, agricultural, consumptive, or other uses. The water
might never be discharged to a natural watercourse. but instead be consumed by
plants, evaporation, or infiltration into the ground. Detention facilities generally
do not significantly reduce the total volume of surface runoff, but simply reduce
peak flow rates by redistributing the flow hydrograph. However, there are excep-
tions: for example, the reduced surface runoff volume from land areas that have
been contour-plowed, and the reduced surface runoff from detention basins on
granular soils.

On-site detention of storm water is storage of runoff on or near the site where
precipitation occurs. In some applications, the runoff may first be conducted short
distances by collector sewers located on or adjacent to the site of the detention
facility. On-site detention is distinguished from downstream detention by its
proximity to the upper end of a basin and its use of small detention facilities as
opposed to the larger dams normally associated with downstream detention.

The concept of detaining runoff and releasing it at a regulated rate is an
important principle in storm water management. In areas having appreciable
topographic relief, detention storage attenuates peak flow rates and the high
kinetic energy of surface runoff. Such flow attenuation can reduce soil erosion and
the amounts of contaminants of various kinds that are assimilated and transported
by urban runoff from land, pavements, and other surfaces. Several different

e e e
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methods exist for the detention of storm water, including underground storage,
storage in basins and ponds, parking lot storage, and rooftop detention,

There are several considerations involved in the design of storm water
detention facilities. These are: (1) the selection of a design rainfall event, (2) the
volume of storage needed, (3) the maximum permitted release rate, (4) pollution
control requirements and opportunities, and (5) design of the outlet works for
releasing the detained water. Flow simulation models such as the HEC-1 model
can be used to perform reservoir routing to check the adequacy of detention basin
designs. .

The hypothgtical ponded area in Fig. 15.4.1 serves as an example of a
detention pond. Figure 15.4.2 provides a comparison of the outflow hydrographs
from this detention pond with the corresponding inflow hydrographs for various
flow volumes. In all cases, the detention pond reduces the flood peak discharge,
but less so when the volume of runoff is large than when it is small,

Modified Rational Method

The modified rational method is an extension of the rational method for rainfalls
lasting longer than the time of concentration. This method was developed so that
the concepts of the rational method could be used to develop hydrographs for
storage design. rather than just floed peak discharges for storm sewer design,
The modified rational method can be used for the preliminary design of detention
storage for watersheds of up to 20 or 30 acres.

The shape of the hydrograph produced by the modified rational method
15 a trapezoid, constructed by setting the duration of the rising and recession

ponding area

embankmeni

culvert

height

length

width

angle used in
determination
of slope

[ [ TR I 1)

I ~=MMm

FIGURE 15.4.1
Schematic representation of wedge-shaped ponding area with box culvert cutlet. (Source: Craig and
Rankl, 1978. Used with permission.)
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Comparison of inflow and outflow hydrographs for a detention basin. The inflow peaks are all 1000
cfs; however, the inflow volumes vary. The ponding area is a hypothetical wedge-shaped storage
area (Fig. 15.4.1), and a 4 ft x 4 ft box culvert serves as the outlet. The pond width is 60 ft with
a slope of 0.02 ft/ft. The flow with the largest volume results in the highest outflow rate from the
pond. (Source: Craig and Rankl, 1978. Used with permission.)
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limbs equal to the time of concentration ., and computing the peak discharge
assuming various rainfall durations. Figure 15.4.3 illustrates modified-rational-
method hydrographs developed for a drainage basin that has a 10-minute time
of concentration and is subject to rainfall of various durations longer than 10
minutes. For example, consider the tallest trapezoid in the figure. Its rainfall
duration is T; = 20 min, and the corresponding rainfall intensity f is used in the
rational formula (15.1.1) to compute the peak discharge. The hydrograph rises
linearly to this discharge at the time of concentration (10 minutes), is constant
unti] the rainfall ceases (20 minutes), then recedes linearly to zero discharge at 30
minutes. The hydrqgraphs for longer rainfall durations have lower peak discharges
because their rainfall intensities are lower.

If an allowable discharge out of a proposed detention basin is known, such
as from a requirement that the peak discharge from the detention pond not be
greater than the peak discharge from the area under predeveloped conditions, then
the required detention storage for each rainfall duration can be approximated by
determining the area of the trapezoidal hydrograph above the allowable discharge.
By calculating the storage for hydrographs of rainfalls of various durations,
the hydrologist can determine the critical duration for the design storm as the
one requiring the greatest detention storage. This critical duration can also be
determined analytically.

{

Proposed time
ol concentrat 100

604 e .
Wt T, = 10 minutes

50 j

Q (cfy)

i
/ FIGURE 15.4.3
L L Typical storm water runoff
’ . S T \ : | hydrographs for the modified
0 10 20 30 40 50 rational method with various

Time (min) rainfall durations,
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Figure 15.4.4 is a representation of inflow and outflow hyc.irographs for a
detention basin design. In this figure, a is the ratio of the peal_( discharge before
development, Q4 (or peak discharge from the detention basin), and the peak

discharge after development, Op:

a= 9a (15.4.1)
O

The ratio of the times to peak in the two hydrographs is 7. ‘i{, is 'E_pe: vglul}le of
runoff after development. The volume of storage V; ncedeq in r.hg bISlD‘IS the
accumulated volume of inflow minus outflow during the period whenjthe inflow

rate exceeds the outflow rate, shown shaded in the figure. ‘
Using the geometry of the trapezoidal hydrographg, the ratio of the volume
of storage to the volume of runoff, V/V,, can be determined (Donahue, McCuen,

and Bondelid, 1981):

Ye oy fa[l + Doy - M)] (15.4.2)
v, T 2

where T is the duration of the precipitation and T, is the time to peak of the
inflow hydrograph.

Inflow hydrograph
(developed conditions}
Volume of storage
N,
5o \
o
£0, - L%, 0, = 0@,
é’" Qutflow hydrograph
(volume =V, )
T, 7, - OETF*‘|
Time T, —»|

FIGURE 15.4.4 .
Inflow and outflow hydrographs for detention design. The outflow hydrograph is based on the

inflow hydrograph for predeveloped conditions or on other more restrictive outflow criteria. (Source:
Donahue, McCuen, and Bondelid, 1981. Used with permission.)
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Consider a rainfall intensity-duration relationship of the form
_a
Ta + b

where 7 is rainfall intensity and a and b are coefficients. The volume of runoff
after development is equal to the volume under the inflow hydrograph:

V = QT4 (15.4.4)

The volume of storage is determined by substituting (15.4.4) into (15.4.2), and
rearranging to ge:t‘

(15.4.3)

Tif v+ al
= - + _ﬂ =T . .
v, QpTd{l a{l Td(\l : )H (15.4.5)
v @i
Ty, ~0sTs — DTy + L2800 4 242 L 5

2 2 0,

where o has been replaced by Q./Q,.

The duration that results in the maximum detention is determined by sub-
stituting &, = CiA = CAal/(T, + b), then differentiating (15.4.6) with respect to
T, and setting the derivative equal to zero:

2
4v, Q QATp{d{I/Q )}
— = =T, —E + b
dT, id Qr — O 2 | dry
_-Tha | Cha _ Oy
(Ty+b2 Tyi+b %7 2CAa
_ _bCAa %
(T;+ b2 ~* 7 2CAa

where it is assumed that @4, T, and y are constants, Solving for T'y,

& Lz
A
7= | e 0y (15.4.7)

2
oy
94~ 3¢ 4a

The time to peak T, is set equal to the time of concentration.

Example 15.4.1. Determine the critical duration Ty (i.e., the one that requires
the maximum detention storage) for a 25-acre watershed with a developed runoff
coefficient C = 0.825. The allowable discharge is the predevelopment discharge
of 18 cfs. The time of concentration for the developed conditions is 20 min, and
for undeveloped conditions is 40 min. The applicable rainfall-intensity-duration
relationship is

_ 96.6
T, +13.9

I
i
!
i
!
i 4
-1
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Solution. The critical duration is found from Eq. (15.4.7):

/2
T,= (13.9)(0.825)(25.0)(96.6) 139

g (18720)
2(0.825)(25)(96.6) /

=27.23 min
i

Example 15.4.2. Determine the maximum detention storage f&r tﬁe watershed
described in Example 15.4.1 if y = 40/20 = 2. #

Solution. The peak discharge for the duration of 27.23 min is

a
o)
96.6 |
=10: 825)(25)(27 23 + 13. 9)
=48.44 cfs
By Eq. (15.4.6), then,
5
Vo=1(27.23)(48.44) — (18)(27.23) — (18)(20) + (18)(20)\ ) “8)7( O}Iél_&i

=895.77 cfs - min X 60 s/min

=53,746. ft°

Asa compa.rlson from (15.4.4), V. = Q,T; = 48.44 X 27.23 = 1319 cfs - min =
79,140 ft°, so V,/V, = 53,746/79, 140 = 0.68. Hence the detention pond will store
68% of its inflow hydrograph in this example.

15.5 FLOOD FORECASTING

Flood forecasting is an expanding area of application of hydrologic techniques.
The goal is to obtain real-time precipitation and stream flow data through a
microwave, radio, or satellite communications network, insert the data into rain-
fall-runoff and stream flow routing programs, and forecast flood flow rates and
water levels for periods of from a few hours to a few days ahead, depending on
the size of the watershed. Flood forecasts are used to provide warnings for people
to evacuate areas threatened by floods, and to help water management personnel
operate flood control structures, such as gated spillways on reservoirs. The data
collection systems used in flood forecasting are described in-Chap. 6.

The components involved in a flood forecasting model for a large reservoir
system can be illustrated by considering a model developed at the University of
Texas at Austin for the Highland Lakes reservoir system on the lower Colorado
River basin in central Texas (Fig. 15.5.1; see Unver, Mays, and Lansey, 1987).
This system is characterized by integrated operation of several reservoirs for
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FIGURE 15.5.1
Lower Colorado River basin. (Source: Unver, Mays, and Lansey, 1987.)

multiple objectives. The portion of the river basin controlled by the Lower
Colorado River Authority (LCRA) extends from the headwaters of Lake Buchanan
downstream to the mouth of the Colorado River at the Gulf of Mexico. The
Highland Lakes system consists of seven reservoirs that are serially connected.

Urban development in the flood plain of the Highland Lakes has restricted
the range within which the reservoirs may be operated during floods. As an
example, the original design of Lake Travis in the 1930s called for a release
of 90,000 cfs during severe flooding conditions. Subsequent construction in the
flood plain downstream of the lake has reduced the safe release (without flooding)
to less than 30,000 cfs. Flood control operation of the Highland Lakes is also
complicated because only two of the lakes, Buchanan and Travis, can store any
significant flood volumes. The other lakes are held at constant level during normal
operation.

The flood forecasting model for the Highland Lakes system can be used in
a real-time framework to make decisions on reservoir operations during flooding.
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URE 15.5.2

Structure of real-time flood management model.

shown in Fig. [5.5.1.

FIG

This model is used by the Lower Colorade River Authority to manage the river-lake system

The model is run and resides on a Micro-vax computer. The real-time dala collection system is described in Sec. 6.5.

(Source: Unver, Mays, and Lansey, 1987.)
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This model is an integrated computer program with components for flood routing,
rainfall-runoff modeling, and graphical display, and is controlled by interactive
software. Input to the model includes automated real-time precipitation and stream
flow data from various locations in the watershed, as was shown in Chap. 6.

The overall model structure is shown in Fig. 15.5.2. Real-time data are input
to the model from the data collection network. The real-time flood control module
includes the following submodules: (1) a DWOPER submodule, that is, the U. S.
National Weather Service Dynamic Wave Operational Model for unsteady flow
routing; (2} a GATES submodule, which determines gate operation information
for DWOPER, such gs the gate discharge as a function of the head on the gate; (3)
a RAINFALL-RUNOFF submodule which is an SCS-type rainfall-runoff model
for the ungaged drainage area surrounding the lakes for which stream flow data
is not available; (4) a DISPLAY submodule, which contains graphical display
software; and (5) an OPERATIONS submodule which is the user-control software
that interactively operates the other submodules and data files.

The input for this flood forecasting model includes both the real-time data
and the physical description of system components that remain unchanged during
a flood. The physical data include: (1) DWOPER data describing stream cross
section information, roughness relationships, and so on; (2) characteristics of the
reservoir spillway structures for GATES; and (3) drainage area description and
hydrologic parameter estimates for RAINFALL-RUNOFF. The entire river-lake
system contains 871 cross sections for DWOPER. It is divided into five subsys-
tems because running the model for the whole system at once is usually not
necessary, since floods tend to be localized within one or two of the subsystems,
The real-time data include: (1) stream flow data at automated stations and head-
water and tailwater elevations at each dam; (2) rainfall data at recording gages;
(3) information as to which subsystem of lakes and reservoirs will be considered
in the routing; and (4) reservoir operations.

15.6 DESIGN FOR WATER USE

The primary variables to be determined in a water-supply reservoir design are the
location and height of the dam, the elevation and capacity of the spillway, and
the capacity and mode of operation of the discharge works. Two hydrological
variables are paramount: the storage capacity in the reservoir and the firm yield
or mean annual rate of release of water through the dam that can be guaranteed
from an analysis of historical data. There can be a great deal of uncertainty in the
firm yield, especially for a short historical period. Naturally, the storage capacity
and firm yield are interconnected because the larger the storage, the greater is the
firm yield, with the limit that the firm yield can never be greater than the mean
annual inflow rate to the reservoir.

A reservoir may be a single-purpose structure, such as for water supply
or flood control, or it may be a multiple-purpose reservoir, in which zones of
storage are identified for different purposes (Fig. 15.6.1).
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Zones of storage in a multipurpose reservoir.

Overview of Design Process

Hydrologic design of a reservoir for water use involves four steps:

1. Projection into the future of the water demand to be met by the reservoir;

2. Determination of the location and elevation of the dam, and calculation of its
surface area—storage capacity curve for present and future conditions;

3. Computation of the firm yield of the reservoir for present and future conditions;

4. Comparison of the water demand and firm yield of the reservoir to determine
its service life, or period of years during which the reservoir will be adequate
to meet the demands.

This process is illustrated by the following examples, which involve the design
of a new water-supply reservoir for the city of Winters, Texas (Henningson,
Durham, and Richardson, 1979). The reservoir considered here was completed
and went into service in 1981.

Projection of Demand.
Example 15.6.1. Project the water supply needed for the city of Winters, Texas,

from 1980 to 2030, given the historical population and water use data in the table
below.

Year 1910% 1920 1930 1940 1950 1960 1970 1980
Population 1347 1509 2423 2335 2676 3266 2907 3061

Solution. A least-squares linear regression equation is fitted to the population data,
taking the form v "
Py =ao + art (15.6.1)

where P(r) is the estimated population in year ¢, and the coefficients are a, =
—48,170 and a, = 26.02 year !, For example, for 1980, P(r) = —48, 170 + 26.02 %
1980 = 3350. Using (15.6.1), the population is projected into the future, yielding
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the following estimates: 1990 — 3610; 2000 — 3870; 2010 — 4130; 2020 — 4390;
and 2030 — 4651. These projections are checked against the population projections
of local and regional government entities, taking economic and demographic factors
into account, and are accepted as adequate.

The population projections are then converted into water use projections. In
1978, a use rate of 175 gal per capita per day (gpcd) was observed; this is projected
to increase to 200 gped in the year 2000 and to 225 gped in 2030. Hence, for a 1980
population of 3350, the water demand is W = 3350 X 175 = 0.586 MGD (million
gallons per day); to this demand is added an additional amount to meet the needs of
the rural population around the city of Winters. The resulting total demand is 0.66
MGD in 1980,sgrowing to 1.36 MGD in 2030 (Fig. 15.6.2). For reservoir water
balance computations, it is more convenient to express the demands in acre-ft/year
(1 acre-ft/year=8.92 x 10™* MGD); the demands in 1980 and 2030 are projected
to be 740 and 1520 acre-ft/year, respectively. The water use forecasting method
described here is very simple. More comprehensive methods of accomplishing this
task are also available, such as the IWR-Main model (Dziegelewski, Boland, and
Baumann, 1981) and statistical time series models (Maidment and Parzen, 1984).

Storage-area curve. Once the location and elevation of the dam are known,
its storage-area curve can be determined. Associated with each water surface
elevation k; in the reservoir is a surface area A; and a storage volume S;. The
relationship between S; and A; constitutes the storage-area curve.

To determine the storage-area curve, the surface area A; is determined by
measurement on a topographic map of the area enclosed within the contour line
at elevation A; (see columns 2 and 3 of Table 15.6.1). The horizontal slice of
storage between elevations h; and h;.; has an average area of (A; + A;4)/2
and a thickness of h; 4+ — h;, so the storage at the upper level j + 1 is (see Fig.
15.6.3):

(B 1 — XA + A5 41)

Sjc1 =5+ - (15.6.2)
20 ——
!

o)
o} ! Service -
2 | life et
3 ) ’7 1
Eiof it I ,,7” ‘>
£ S Projected use
=

Historical use

ol ‘ ‘ ; ‘ , . ;
1940 1960 1980 2000 2020
Year

FIGURE 15.6.2

Comparison of projected water use and firm yield of water supply for Winters, Texas.
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TABLE 15.6.1 .
Storage-area computation for reservoir
Column: 1 2 3 4
Levelj  Elevation h; Surface area A;  Storage §;
(ft above MSL) (acres) (acre-ft)
1 1752 0 0
2 1756 1 2
3 1760 19 42 .4
4 1764 7 234 v
5 1768 146 680 #
6 1772 227 1426 7
7 1776 262 2404
8 1780 341 3610
9 1784 430 5152
10 1788 573 7158
11 1790 643 8374
12 1792 805 9822

Note: The last two increments use an elevation difference of 2 ft instead of 4 ft because
elevation 1790 is the crest of the spiliway.

where S; is the storage at the lower level j of the slice. For example, in Table
15.6.1, §3 = 2 + (1760 — 1756)(1 + 19)/2 = 42 acre-ft. Reservm‘r storage can
also be computed by the conic method for which (A; + Aj+1)/2 in (15.6.2) is
replaced by (A; + Aj 11 + VAjA;+1/3) (U. S. Army Corps of Engmeer§, 1981)..

The storage-area curve so computed corresponds to the topographic c_:onch-
tions when the reservoir is first constructed. After the reservoir has been 1n use
for some years, its storage-area curve may be modified by sedimentation in the
reservoir, which can reduce both the storage and the area for a given water sur-
face elevation. Specific studies are needed at each site to determine the rate gf
sedimentation and how the deposited sediment is distributed within the reservoir.

*
(hj+| —hj) (Aj'f‘A;H)

Sj+g=5j + 2

FIGURE 15.6.3
Calculation of storage volume of a reservoir.
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Firm yield. The firm yield of a reservoir is the mean annual withdrawal rate that
would lower the reservoir to its minimum allowable level just once during the
critical drought of record. The critical drought is a period of several years duration
that contains sustained low rainfall and stream flows and for which hydrological
records of rainfall, stream flow, and evaporation exist at or near the reservoir
site. The firm yield is determined by a simulation of the reservoir water balance
using monthly time intervals ¢, ¢ = I B o

The monthly data on reservoir inflow {; and net evaporation e (evaporation
minus precipitation on the TEServoir water surface) are obtained from measure-
ments at or near the reservoir site for a long period of record, hopefully including
the critical drought. Records of water use at the site to be supplied (city, irrigation
area, etc.) are analyzed to determine the ratio d, of mean monthly water use to
mean annual water use. The variable d,, called the demand factor, represents the
proportion of the annual firm yield needed in month ¢. Then, starting with a full
reservoir, the reservoir water balance is calculated forward in time as

Se=Si+h-Yd-Ae,~Q  t=12.. . T (15.6.3)

where §,—; and §, are the storages at the beginning and end of month 1, 4, is
the surface area and Q, the volume of spillway flow in month t, and ¥ is the
withdrawal rate. The surface area A ¢ 1s calculated from the Storage-area curve
given S,y and S,. The units of (15.6.3) are acre-ft or m?,

If the allowable range of operation of storage is from § min Y0 S, . the firm
yield is that value of ¥ giving §,= §_..just once during the period of computations
(with §, > §  for all other months). Normally, spillway flow @, = 0, but during
periods of high inflow it may occur that S, as computed from Eq. (15.6.3) is
greater than §, : in this case, Q, = §, — S e: @nd a new value of S;=8_.18
used in the next computational step.

Example 15.6.2. Compute the reservoir water balance for the Winters Elm Creek
Reservoir for 1940 hydrological conditions as given in Table 15.6.2, if the with-
drawal rate ¥ is 1240 acre-ft/year,

Solution, The given data for monthly inflow and net cevaporation for 1940 are given
in columns 2 and 5, respectively, of Table 15.6.2. The monthly demand factors d,
are given in column 3. By multiplying these factors by the withdrawal rate ¥ = 240
acre-fi/year, the monthly withdrawal rates are found, as given in column 4. The
net evaporation loss (evaporation less precipitation) from the reservoir surface, in
column 7, is the product of data in columns 5 and 6,

Atr =1 (January), initial storage is a full reservoir, §q = S = 8374 acre-fi;
from Eq. (15.6.3), §, = 8374 +0-76-102—-0=819¢ acreft; forr=2 (February),
S2 = 8196 + 191 — 68 — 51 — 0 = 8268 acre-ft, and so on. The surface area A, is
computed by linear interpolation from Table 15.6.1, given average storage in month
i:forr=1, the average storage is (8374 + 8196)/2 = 8285 acre-ft, and by linear
interpolation 4, = 638 acres. It may be noted that A;and §, are interdependent,
s0, in practice, (15.6.3) is calculated iteratively for each month, making small
adjustmenis to A, until a final storage §; is found that is consistent with (15.6.3)

and Table 15.6.1. Spills occur in May and June 1o keep the storage from exceeding
the maximum level for those months.

Winters Elm Creek Reservoir for a
nd hydrologic data from 1940

Simulation of water balance in
withdrawal rate of 1240 acre-ft/yr a

TABLE 15.6.2

o4

Storage
(acre-ft)
8374
8196
8268
7902
8209
8374
8374
7625
8046
7591
7157
7164
6974

Initial

0

(acre-ft)
711
295

Spill

=y, 06

51
282
306

63

113
3371

evaporation
loss
(acre-ft)

102

347

334

584

361

483

345

Surface
area
(acres)
638
635
626
625
643
643
62]
612
611
585
573
567

evaporation

€

0.160
0.080
0.450
0.490
0.540
0.520
0.940
0.590
0.790
0.5%0
0.110
0.200

(ft)

Net

Withdrawal
rate
Yd,
(acre-ft)
76
68
84
93
111
141
170
107
89
73
71
1240

151

Demand
factor
0.061
0.055
0.068
0.075
0.089
0.114
0.137
0.122
0.086
0.072
0.059
0.062
1.000

191
706
1334
770
933
135
43

0
4217

1

(acre-ft)

Inflow

10
11
12
Total

(t=1is Jan.)

Month

t
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Example 15.6.3. Determine the firm yield of the Winters Elm Creek Reservoir
give the hydrologic data in Table 15.6.3.

Solution. The water balance simulation illustrated in the previous example for 1940
is carried out sequentially for hydrologic data from the years 1940 to 1969, which

g contain the critical drought of record for this region, in years 1950 to 1956. There
= are 30 years X 12 months/year = 360 months of simulation. The minimum storage
& & E S, is 48 acre-ft for this reservoir, and is reached in April, 1951 (z = 136). The
o @ | o min : i . P! .
5 5| o § § ‘E e g E water balance simulation for the first six months of 1951 is shown in T ble 15.6.3.
B i o It turns out that the value ¥ = 1240 acre-ft/year is the correct firm yield, so that the
- = minimum storage is reached just once during the 360-month period ‘of record. In
= practice, repeated simulations are made using the whole hydrological record with

% = £ ! various trial values of ¥ until the maximum withdrawal rate satisfying the required

- & SE coococoo condition on minimum storage is found.

3]

-

é £ Balance of supply and demand. The service life of the reservoir is that duration

- ks — for which the firm yield (or reservoir supply rate) is greater than the expected

= & l“é demand. For the Winters Elm Creek example, the firm yield is ¥ = 1240

L Z2x3) EZTRIRST acre-ft/year = 1.106 MGD. As shown by the plot on Fig. 15.6.2, the condition

= Qe S . CeLty LY P g :

B % of just-balanced supply and demand is expected to occur in approximately year

Tl e 8 2014, or 34 years from the year of reservoir construction.

§ s, 4 ¥ It may be noted that while the demands are projected forward in time (from

@ o 00 Oy I~ 00O 2 & i .

Lo|Zesi Sxem&e | 1980 to 2030), the firm yield is calculated on the basis of past hydrologic data

¥ oo v o& o & y p < g .

é = - (1940 to 1969 in the examples). The underlying assumption of this analysis is that

oy g & past hydrologic conditions are typical of patterns that could be repeated in any

. ‘E 0 future sequence of years. So, the firm yield can be thought of as a mean annual

= - . .

5 S ’§ I —— - supply rate that could be withdrawn constantly, year after year, even in the face

Eg|z2vE Beciii|z of future conditions equivalent to the critical drought of record. Of course, the

= 2 E} firm yield is not absolutely guaranteed because a future drought may occur which

;E = |3 £ is more severe than the critical drought of record. Studies of the thickness of

= __c:u E s z annual tree rings indicate that in some regions droughts have occurred in previous

§ | =, ¢ o E centuries more severe than those recorded in this century, for which rainfall and
- Rl 2 EEYy e g .. .

g ®|ZES8| co=2ecF g flow data are available.
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