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Drug discovery and evaluation is a multidisciplinary process. The discovery
of a new drug starts with experiments in isolated organs or in biochemical
assays, for example, in vitro receptor binding’s studies. New chemical com-
pounds have to be compared with known drugs used in specific therapies.
Positive results have to be confirmed in various animal tests. The therapeutic
advances may be higher potency, fewer side effects, longer activity, or a new
mode of action. Many methods are described in the literature and are reviewed
in Drug Discovery and Evaluation: Pharmacological Assays, the first book of
this series.

The strategy of drug development has changed in recent years. Instead of
sequential studies in toxicology and pharmacokinetics, the parallel involve-
ment of various disciplines has been preferred. Exposure to the body is
investigated by pharmacokinetic studies on absorption, distribution, and
metabolism at an early stage of development and contributes to the selection
of drugs. The term safety pharmacology, formerly general pharmacology, has
been coined to describe a specific issue in addition to traditional toxicology
tests.

These studies are reviewed in the second book of the series as Drug
Discovery and Evaluation: Safety and Pharmacokinetic Assays.

Clinical pharmacology and clinical pharmacokinetics belong together.
There is no pharmacodynamics without pharmacokinetics and vice versa. We,
therefore, combined both disciplines in the third book of this series as Drug
Discovery and Evaluation: Methods in Clinical Pharmacology, with the aim
of demonstrating the mutual dependency to the reader.

An important objective of clinical pharmacology is the early and ongoing
assessment of the safety and tolerability of a new drug. This is done by
assessing the type, frequency, and severity of side effects; assessing in which
patient population these side effects may occur at which dose or exposure; for
what duration; and whether these side effects are reversible. The importance of
an adequate selection of animal models, assessing the significance of the
preclinical data obtained in the first-in-man study, has recently been shown
quite dramatically.

The first dose step in the first-in-man study with a humanized monoclonal
antibody induced a cytokine release syndrome in all actively treated healthy
volunteers, all of whom suffered life-threatening, acute shock and subsequent
multiorgan failure. Obviously, these severe and serious adverse results were
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not predicted by the animal studies conducted prior to human studies. Because
of this incident, the regulators worldwide changed several processes so that
this mishap further could be prevented.

Pharmacogenomics has an interesting input to drug development. Geno-
mic information should enable the pharmaceutical industry to target specific
patient populations that are more likely to respond to the drug therapy or to
avoid individuals who are likely to develop specific adverse events in clinical
studies. In this volume, the possibilities of pharmacogenomics-guided drug
development are discussed. Another new and promising development is per-
sonalized medicine. These new areas are discussed in this edition.

This second edition of Drug Discovery and Evaluation: Methods in Clin-
ical Pharmacology is completely new organized and extended. It contains
besides the former chapters several new ones, such as Clinical Studies in
Infants and Geriatric Population, Traditional Chinese Medicine, Space Phar-
macology, Nanotechnology in Medicine, etc.

Franz J. Hock
Michael R. Gralinski

General Introduction
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Abstract

An important objective of clinical pharmacol-
ogy is the early and ongoing assessment of the
safety and tolerability of a new drug. This is
done by assessing the type, frequency, and
severity of side effects, assessing in which
patient population these side effects may

occur at which dose or exposure, for what
duration and whether these side effects can be
monitored and whether they are reversible.
The terminology for the safety assessment
of drugs has some specifics that need to
be explained right at the beginning of this
chapter.
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Introduction/General Considerations

An important objective of clinical pharmacology
is the early and ongoing assessment of the safety
and tolerability of a new drug. This is done by
assessing the type, frequency, and severity of side
effects, assessing in which patient population
these side effects may occur at which dose or
exposure, for what duration and whether these
side effects can be monitored and whether they
are reversible. The terminology for the safety
assessment of drugs has some specifics that need
to be explained right at the beginning of this
chapter.

Definition of Adverse Events as the
Parameter to Assess Safety

The term “side effect” used for marketed drugs is
replaced by the term “adverse event” (AE) in
studies with investigational drugs. An adverse
event is defined as any unfavorable and
unintended sign, symptom, or disease temporally
associated with the use of a drug, whether or not
considered related to the drug.

In this chapter the term “adverse event” is
explicitly also used for any abnormal laboratory
value, as the consequence of abnormal values will
be evaluated in the same scheme as for clinical
adverse events.

The term “treatment related” is often added as
a modifier in order to remove preexisting condi-
tions from consideration. A further term “serious
adverse event” is used to describe any untoward
medical occurrence that, at any dose, results in
death, is life-threatening, requires hospitalization
or prolongation of an existing hospitalization,
results in persistent or significant disability or
incapacity, or is a congenital anomaly or a birth
defect. Serious adverse events have to be reported
to the health authorities in an expedited manner,
typically.

The severity of an adverse or serious adverse
event is classified as either mild, moderate, or
severe. Standardized definitions for adverse
events and classification of severity have been
published by the National Cancer Institute (NCI)

of the National Institute of Health (NIH) and
are also used for clinical trials in nononcology
indications (NCI 2017).

It is important to distinguish between the
severity and the seriousness of an adverse
event. A severe adverse event is not neces-
sarily serious (e.g., severe abdominal cramps
not causing hospitalization), and a serious
adverse event is not necessarily of severe inten-
sity (e.g., mild to moderate, prolonged
dizziness of an outpatient causing hospitaliza-
tion) (Herson 2000).

How to Manage the Safety Assessment of
a Drug

One of the most critical steps in the development
of a new drug is the first administration of a drug
to humans, the first dose escalation, the first mul-
tiple dosing, and the first switch from healthy
patients to the targeted patient population.
In order to acquire the safety data in a responsible
way, it is necessary to consider all of the following
areas for each clinical study and to plan these
items in advance:

* Expect, plan, and manage the occurrence
of adverse events. This administrative part
of the safety method includes the selection
of the right preclinical animal models for
the prediction of the target organ, the
definition of the exposure to the drug at the
no-observed-adverse-effect-level (NOAEL),
the adequate calculation of the safe
starting dose in humans, the decision about
the dose escalation and when to stop it, the
proper organization of the clinical trial, and
the definition of the expected adverse event
profile.

* Plan and manage the acquisition of adverse
events data. This includes — based on the
expected adverse event profile — the selection
of the clinical, technical, and laboratory obser-
vations, by which the expected adverse events
are to be monitored.

* Plan and manage the interpretation of the
adverse events data and their impact on the
subsequent development or study conduct.
In order to avoid bias, the statistical analysis



of the safety data obtained has to be predefined,
using commonly accepted criteria. For each
parameter assessed, it should be clear prior to
the analysis, which deviation is considered
relevant and therefore an adverse event. This
is usually done in the statistical analysis plan,
which has to be finalized prior to closing the
database of a study and prior to breaking
the randomization code. In clinical pharm-
acology studies, data monitoring committees
(DMC) are typically not included; however,
in studies with adaptive designs DMCs might
be installed very early in clinical development.

Case Study

The importance of an adequate selection of ani-
mal models, assessing the significance of the
preclinical data obtained for humans and plan-
ning adequately the study conduct in the first-in-
human study has been shown quite dramatically
a decade ago. The first dose step in the first-in-
man study with the biotherapeutic TGN1412, a
humanized agonistic anti-CD28 IgG4 monoclo-
nal antibody (present on regulatory T-cells),
induced a cytokine release syndrome in all six
active-treated healthy volunteers, all of whom
suffered from life-threatening, acute shock and
subsequent multi-organ failure. At least in one
of the participants of the TGN1412 first-in-man
study, several fingers and toes were to be ampu-
tated finally. Obviously this severe and serious
adverse events were not predicted by the animal
studies conducted prior to human studies, the
dose administered was obviously above the min-
imum active biological effect level MABEL) for
humans, and all volunteers were already dosed
before the first dosed person suffered from the
symptoms of the upcoming cytokine release syn-
drome, that is, within less than 90 min. Although
a complete explanation of the event was never
unanimously accepted (http://www.circare.org/
foia5/clinicaltrialsuspension_interimreport.pdf),
at least it appears that the drug was given too fast
to each subject (3—6 min infusion time) and to
too many subjects within too short a time
(every 10 min the next subject was dosed)
(Horvath and Milton 2009). As a consequence
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of this event with TGN1412, the regulators
worldwide have changed several processes so
that this should not happen again. The European
Medicines Agency (EMA) has revised their
guidance on first-in-human clinical trials to
identify and mitigate risks for trial participants
(EMA 2017) after a case of death of a human
volunteer in a first-in-human clinical trial in
2016. In that case, a 49-year-old healthy subject
who experienced neurological symptoms after
the 5th out of 10 planned doses in the first mul-
tiple ascending dose study with a nonselective
fatty acid amid hydrolase inhibitor was submit-
ted to hospital and died about 7 days later
(Brentano and Menard 2016). A major new
request by the EMA is the treatment of a sentinel
at least 24 h before subsequent subjects are to be
treated.

It is self-evident that the evaluation and inter-
pretation of the safety data obtained as a whole is
of utmost importance to a drug development
program; however, here in this chapter the topic
will be the technical description of the most
often used clinical, technical, and laboratory
methods to acquire safety data and how this
will influence decisions on dose escalation or
termination of a study. No more thoughts are
given to analyze the safety data as a whole and
in the context of the already accumulated clinical
safety data.

Categorization of Adverse Events for
Decision Making

Purpose and Rationale

Adverse events should be categorized in the same
way across studies so that the decisions based
on these categories are consistent within a
development program and across programs. The
NCI-CTCAE v5.0 terminology is defining the
following five grades of severity for each adverse
event (AE):

Grade

1 Mild; asymptomatic or mild symptoms; clinical
or diagnostic observations only; intervention
not indicated

Definition

(continued)
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Grade

2 Moderate; minimal, local, or noninvasive
intervention indicated; limiting age-
appropriate instrumental activities of daily
living (ADL)

3 Severe or medically significant but
not immediately life-threatening;
hospitalization or prolongation of
hospitalization indicated; disabling; limiting
self-care ADL

4 Life-threatening consequences; urgent
intervention indicated

5 Death related to AE

Definition

Procedure

Each adverse event or finding is classified into
one of five categories, where grade 1 indicates
a deviation from the norm without an obvious
relevance for the subject, grade 2 indicates
a mild interference with daily activities for
the subject but without need for treatment except
non-opioid analgesics, for example. Occurrences
of events of grade 2 have to be seen as an alert on
reaching doses, where tolerability to the test
compound decreases. Grade 3 indicates that
the event or finding requires medical or
other treatment or prevents daily activities of
the subject. Grade 4 is reserved for definitely
inacceptable adverse events, which typically,
if not occurring in the placebo group, leads to
a termination of the study at least of the
dose, when the grade 4 event has been observed
(e.g., thabdomyolysis, angioedema). Grade 5 of
course is an inacceptable consequence of
treatment with an investigational drug and
may even terminate a drug development
project. If there is a rapid change in a parameter,
this also might lead to an increase in
grading. For laboratory parameters (chemistry,
ECG), the grading is done based on the
likelihood for further consequences or
risks according to the categories above. In
order to categorize laboratory values as abnor-
mal, they have to be different from the normal
range, which is specific to each laboratory. The
numbers given here are suggestions and
are based on published normal ranges (Kratz
et al. 2004).

Evaluation

For each subject, the maximal adverse events’
grading can easily be assessed. For gradings 3 or
4, unblinding is recommended; for grade 5,
unblinding and immediate termination of the
clinical trial is a must. An individual should not
be further dosed if on active drug and grading 3
occurs. If only placebo-treated subjects suffer
from an adverse event and if this event is not
study-procedure related, it has no impact on
further study conduct. If placebo- and active-
treated patients suffer from grading 3, but with
less than 50% of active-treated subjects, doses
should be adapted (=lowered), the number of
subjects treated at a time need to be reduced,
and the time interval between subjects should
be increased, in order to minimize the risk for
treated subjects. If the dose step is well tolerated,
additional subjects could be treated at the dose
with the grade 3 events. Finally, if more than
50% of active-treated patients suffer from grade
3 adverse events at a given dose, the dose below
is qualified as the maximal tolerated dose. At all
grades, clinical judgment is needed based on
the nature, reversibility, and monitorability of
adverse events.

Critical Assessment of the Method

The categorization of information leads to a loss
of information and therefore has to be used with
care. Everyone using this method needs to be
aware that the full picture and information
needs to be taken into account and not just the
results from the categorization. The grading sys-
tem suggested and described here is modified
from (Sibille et al. 2010) and not approved by
any authority but should be seen as way to con-
sistently aggregate and interpret information.
Grading adverse events is in use in oncology
and vaccine studies already (Cancer therapy
evaluation program 2009; FDA Guidance
2007). These systems use four or five gradings,
where grade 5 is always “death” and grade 4 is
mostly of life-threatening adverse events, which
is not in contradiction with the grading used
here.



Modifications of the Method

An alternative to formal categorization of
adverse events for subsequent decision making
on dose escalation or study progress is the repet-
itive assessment of the uncategorized clinical
and laboratory data by the investigator, the
sponsor, and additional experts to achieve a
common understanding on how to proceed.
The precategorization of events as described
here in this chapter, however, does not
prevent such an approach and has the advantage
to provide a consistent assessment of the
information across dose steps, studies, and
compounds.

Decision Making on Dose Increase and
to Stop the Study

Purpose and Rationale

The decision to stop dose escalation should
be based on the observation of adverse
events no longer tolerable (by frequency or
severity) and by the observed exposure
information.

Procedure

The grading of the adverse events and their
frequency need to be assessed. As long as no
adverse events are observed and the exposure is
not above the exposure in the most sensitive
species, dose escalation may go on as planned
in the protocol. If the exposure is above
the NOAEL exposure, careful further dose
escalation may be reasonable to define the
maximal tolerable dose. Ifthe severity of adverse
events is below grade 3 and the exposure of
the NOAEL is not reached, dose escalation can
proceed. No further dose escalation should
be considered, if more than 50% of active-
treated subjects suffer from adverse events of
grade 3.
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Evaluation

In case grade 3 or 4 adverse events do occur,
treatment of ongoing subjects should be stopped
immediately.

Clinical Adverse Events Monitoring
(Report by Subjects)

Purpose and Rationale

Most drug-related adverse events are based on
the spontaneous reporting of clinical signs by the
clinical trial participants. Subjects participating in
a clinical trial can realize these adverse events at
any time.

Procedure

The subjects are asked to report any events, signs,
or abnormal observations and feelings to the study
personnel immediately. In addition, subjects
should be asked direct questions from time to
time, such as “Did you make any disagreeable or
unexpected observations since you took the
drug?” The information obtained need to be
documented without interpretation at first. The
(preliminary) diagnosis and decision about next
steps (physical, and if indicated additional
laboratory or technical examinations) will be
based on the interpretation by the responsible
MD on this report.

Evaluation

Categorization of adverse events reported by
the subjects is to be done by experienced
medical personnel taking into account
possible differential diagnosis and their
time course. The reference http://www.fda.gov/
BiologicsBloodVaccines/GuidanceCompliance
RegulatoryInformation/Guidances/Vaccines/ucm
074775.htm gives an example of recommenda-
tions by the FDA.


http://www.fda.gov/BiologicsBloodVaccines/GuidanceComplianceRegulatoryInformation/Guidances/Vaccines/ucm074775.htm
http://www.fda.gov/BiologicsBloodVaccines/GuidanceComplianceRegulatoryInformation/Guidances/Vaccines/ucm074775.htm
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http://www.fda.gov/BiologicsBloodVaccines/GuidanceComplianceRegulatoryInformation/Guidances/Vaccines/ucm074775.htm
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Clinical Adverse Events Monitoring
(Physical Examination by the Clinical
Investigator)

Purpose and Rationale

Physical examination based on spontaneous
reporting of adverse events will be conducted as
needed.

Procedure

Physical examination can include auscultation,
investigation of reflexes, or orientation, etc.

Evaluation

The investigator needs to decide on the classifica-
tion of physical findings based on changes to
baseline and their relevance.

Critical Assessment of the Method

Typically there will not be many clinical findings
on physical examination. If there are some, this
indicates already quite substantial effects (e.g.,
angioedema, rashes, ankle edema). Exceptions
are findings in the vital signs of heart rate or
blood pressure (see below), where effects are
frequently seen.

Timing of Monitoring

Purpose and Rationale

Timing of clinical and laboratory assessments
need to be in line with the timecourse of drug
concentration over time.

Procedure

Standard monitoring needs to be done at baseline
and repetitively after drug administration. For

orally administered drugs, this is typically at
baseline before drug administration — 30 min, 1,
2,4, 8,12, and 24 h after dosing for once daily
drugs. Timing has to be tailored to the specific
pharmacokinetic and pharmacodynamic profile of
a drug.

Vital Signs
Heart Rate

Purpose and Rationale

The heart rate is influenced by the sympathic
and parasympathic system, which can be affected
by drugs directly or indirectly. Heart rate as a vital
parameter has to be quite stable as heart rate
effects in patients with ischemic heart disease
could lead to angina pectoris. In phase I studies,
heart rate typically is most affected by increased
vagal tone and subsequent bradycardia and
occasional fainting.

Procedure

Continuous ECG monitoring by telemetry or
Holter ECG is the method of choice to observe
effects on heart rate.

Evaluation

Normal range: 50-80/min in supine position.
Grade 3 definition: <45/min for bradycardia.
Grade 1 definition: 100—115/min. Grade 2 defini-
tion: 116—130/min. Grade 3 definition: >130/min.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Modifications of the Method

Holter monitoring allows continuous 24-h
assessment of heart rate including analysis of
cardiac arrhythmias. Holter monitoring should
be used whenever there is evidence of pro-
arrhythmic potential of a drug. Central analysis
of Holter ECGs is recommended to also be able
to compare acquired data to larger groups of
subjects.
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Vital Signs
Blood Pressure

Purpose and Rationale

Blood pressure is dependent on stroke volume,
heart rate (stroke volume x heart rate = cardiac
output), and peripheral resistance. Decrease in
cardiac output and/or resistance decreases blood
pressure and vice versa. A decrease in blood
pressure is most often a result of either vasodila-
tation or decrease in heart rate, both of which can
occur during increased vagal stimulation.

Procedure

Blood pressure can be measured manually or
by a machine, in supine, sitting, or standing
positions. For functional assessments the
Schellong test is an easy to conduct procedure to
measure the effect of a physical challenge on
heart rate and blood pressure. After 10 min in
supine position, the subject is asked to take a
standing position. Heart rate and blood pressure
are measured 2 min after end of supine position.
Timepoints of blood pressure measurements need
to be adapted based on the observed effects.

Evaluation

Normal range: 100-140 mmHg systolic in supine
position, 50-85 mmHg diastolic in supine posi-
tion. Grade 1 definition: 140-159 mmHg systolic
in supine position and 90-99 mmHg diastolic in
supine position for pressure increase; a quantity
of 80-100 mmHg systolic in supine position for
pressure decrease. Decrease in systolic blood
pressure after 2 min standing by more than
20 mmHg together with increase in heart rate.
Grade 2 definition: 160—179 mmHg systolic in
supine position and 100-110 mmHg diastolic in
supine position for pressure increase; a quantity
of 70-80 mmHg systolic in supine position for
pressure decrease. Cannot stay standing after
10 min of supine position for pressure decrease.
Grade 3 definition: >180 mmHg systolic in
supine position and >110 mmHg diastolic in
supine position for pressure increase; below
70 mmHg systolic in supine position for pressure
decrease or syncope during Schellong test.

W. Seiz
Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Modifications of the Method
Twenty-four-hour ambulatory blood pressure
monitoring (ABPM) is the method of choice for
any compound with known or suspected effect of
blood pressure as the effect over time can be best
followed by continuous monitoring. Some drugs
affect the nocturnal decrease in blood pressure
(so-called dipping); whenever there is evidence
that a drug has such an effect, ABPM should be
used early in clinical development. Blood pres-
sure (and heart rate) will be measured every
15-20 min during day time (defined as 6 a.m. to
10 p.m.). During night time, the measurement
intervals are 30 min. Full 24 h should be mea-
sured, if ABPM is used. ABPM allows to calcu-
late precisely peak and trough effects and the
duration of effect on blood pressure.

ECG Parameter
PR Interval

Purpose and Rationale

The PR interval in the ECG is the time during
which the electrical excitation is conducted from
the atria to the AV-node. Prolongation of the PR
interval is a potential side effect of drugs affecting
repolarization and bears the risk of AV blockade.

Procedure

Evaluators should be trained in ECG analysis.
Automated analysis is frequent but needs to be
validated in order to rely upon it.

Evaluation

Normal range: 120-200 ms. Grade 1 definition:
<0.8-fold LLN or >1.1-fold ULN. Grade 2 defi-
nition: >250 ms. Grade 3 definition: AV-block
2nd degree or syncope.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.
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ECG Parameter
QT Interval

Purpose and Rationale

The QT interval in the ECG is the time during
which the electrical excitation and repolarization
of the ventricles takes place. Prolongation of the
QT time and especially the QTc time (QT time
corrected for effect of heart rate) is a risk
factor for torsades des point, a ventricular
arrhythmia associated with an increased inci-
dence of drug-induced sudden cardiac death.
QT prolongation of drugs is one of the most
frequent reasons for termination of a drug devel-
opment program.

Procedure

Evaluators should be trained in ECG analysis.
Automated analysis is frequent but needs to be
validated in order to rely upon it.

Evaluation

Normal range for QTc: 360—425 ms for men,
380445 for women, increase below 40 ms.
Grade 1 definition: Increase above 40 ms and
QTc below 475 ms. Grade 2 definition:
476499 ms and increase below 60 ms. Grade 3
definition: Above 500 ms or increase exceeding
60 ms.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Laboratory Parameter
Glucose

Purpose and Rationale

A sufficient glucose concentration in blood
(>2 mmol/L or >40 mg/dL at minimum)
is essential for all life processes. Whenever
there are signs of decreased consciousness,
this vital parameter has to be assessed
immediately.

Procedure

Blood glucose should be measured from capillary
or venous blood at predefined timepoints and in
addition in cases of suspected hypoglycemia or
impaired consciousness.

Evaluation

Normal range 3.8—6.4 mmol/L. Grade 1 definition
for hypoglycemia: 3.5-3.8 mmol/L. Grade 2 def-
inition: 2.2-3.4 mmol/L. Grade 3 definition:
1.7-2.1 mmol/L.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Laboratory Parameter
Potassium

Purpose and Rationale

Potassium concentration in cells is 25-fold higher
than in blood. In all cases were potassium is
released into the peripheral blood (e.g., during
and after hypoxic events) or a decrease in renal
excretion occurs, potassium increases will have
the potential for cardiac bradyarrhythmias.
Hypokalemia can lead to ventricular tachyar-
rhythmias. Therefore close monitoring of
potassium concentration in serum is very impor-
tant in early phases of development as long as the
effect on its concentration in serum is not yet
known.

Procedure
Potassium values are measured from serum
taken from peripheral veins at predefined
timepoints.

Evaluation

Normal range 3.5-5.0 mmol/L. Grade 1 defini-
tion: 3.1-3.4 for hypokalemia and 5.1-6.0 for
hyperkalemia. Grade 2 definition: 2.5-3.0 mmol/
L for hypokalemia and 6.1-6.5 mmol/L for hyper-
kalemia. Grade 3 definition: 2.0-2.4 mmol/L
for hypokalemia and 6.6-7.0 mmol/L for
hyperkalemia.
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Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Laboratory Parameter
Alanine Aminotransferase (ALT)

Purpose and Rationale

Hepatic damage is one of the most frequent drug-
related adverse events and needs to be monitored
in every clinical pharmacology study. Transami-
nases (SGPT/ALT and SGOT/AST), alkaline
phosphatase, and total and conjugated bilirubin
are the serum assays to detect liver damage.

Procedure

ALT, AST alkaline phosphatase, and bilirubin are
taken from serum of peripheral blood at pre-
determined timepoints and more frequently, if
any increases are seen. If increase of ALT is
above threefold upper limit of normal (ULN),
ALT needs to be followed until normalization
(below ULN) or until no further decrease of ALT
after termination of treatment is observed.

Evaluation

Any transaminase elevation above the upper limit
ofnormal should be considered as an indicator for
hepatic damage. ALT increase is the enzyme spe-
cific for liver damage. Normal range is 0—60 IU/L,
strongly dependent on lab. Grade 1 definition:
Increase >1.2-fold ULN. Grade 2 definition:
Increase 2.5- to 5-fold. Grade 3 definition: >5-
to 10-fold.

Critical Assessment of the Method

Basic method for safety and tolerability assess-
ment. Increases of ALT are very specific to the
liver. Alkaline phosphatase can be increased in
other diseases as well, for example, bone disease.
Depending on preclinical data of potential liver
toxicity and upcoming clinical data early in
development, the reporting thresholds for
increases in liver enzymes should be adapted
specifically.

W. Seiz

Laboratory Parameter
Aspartate Aminotransferase (AST)

Evaluation

Normal range is 0—40 IU/L, strongly dependent
on lab. Grade 1 definition: Increase >1.2-fold
ULN. Grade 2 definition: Increase 2.5- to 5-fold.
Grade 3 definition: >5- to 10-fold.

Critical Assessment of the Method
Supporting parameter for ALT analysis.

Laboratory Parameter
Phosphatase

Evaluation

Normal range is 30—120 IU/L, strongly dependent
on lab. Grade 1 definition: Increase >1.1-fold
ULN. Grade 2 definition: Increase two- to three-
fold. Grade 3 definition: three- to tenfold.

Critical Assessment of the Method
Supporting parameter for ALT analysis.

Laboratory Parameter
Bilirubin

Purpose and Rationale

Bilirubin assessment together with ALT measure-
ment is used to identify potential risks of hepatic
toxicity.

Evaluation
Normal range is 5-27 pmol/L. Grade 1 definition:
Increase >1.3-fold ULN.

Hy’s law (FDA 2009) is a prognostic indicator
that a drug-induced liver injury leading to jaun-
dice has a case fatality rate of 10-50%. Hy’s law
cases have the three following components:

* The drug causes hepatocellular injury, gener-
ally shown by more frequent threefold or
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greater elevations above the ULN of ALT or
AST.

* Among subjects showing such ALT/AST ele-
vations, often much greater than 3 x ULN,
some subjects also show elevation of serum
bilirubin to >2 x ULN, without initial findings
of cholestasis (serum alkaline phosphatase
[ALP] activity >2 x ULN).

* No other reason can be found to explain the
combination of increased transaminases
and bilirubin, such as hepatitis A, B, or C,
preexisting or acute liver disease, or
another drug capable of causing the observed
injury.

Critical Assessment of the Method
Together with ALT, a very powerful parameter to
identify true drug-related hepatic damage.

Laboratory Parameter
Creatinine

Purpose and Rationale

Creatinine is solely excreted by the kidney,
primarily by glomerular filtration, and therefore
is a good marker of renal perfusion and
filtration. Drugs affecting renal perfusion or fil-
tration lead to an increase in creatinine. Increases
in creatinine only occur if there is already a sig-
nificant decrease in renal glomerular filtration
rate.

Procedure

Creatinine concentration needs to be measured in
plasma and urine. Together with the urine produc-
tion per time (either within 24 h, or time overnight
sampling; for example, 1,500 ml excreted
between 8 pm and 7 am), the glomerular filtration
rate can easily be calculated.

Evaluation

Normal range: 80—-130 pmol/L. Grade 1 defini-
tion: >1.1-fold ULN. Grade 2 definition: >1.5-
fold ULN. Grade 3 definition: >1.9- to 3.4-fold
ULN.

Critical Assessment of the Method

Serum creatinine levels are not very sensitive to large
changes in GFR as long as the GFR is still above
60 ml/min/m” but then a rapid increase will be
observed. A more sensitive method for renal function
is the GFR or the fractional excretion of electrolytes.

Laboratory Parameter
Albumin in Urine

Purpose and Rationale
Presence of albumin in urine is an indicator of
glomerular damage.

Procedure
Albumin is measured from morning urine.

Evaluation

Normally no albumin is excreted via urine. Any
finding of albumin above 300 mg/24 h in urine
is indicative of a renal issue that needs to be
further evaluated (if prior to treatment with inves-
tigational drug the value was negative).

Critical Assessment of the Method
Albumin in urine is always a pathological sign,
which needs further analysis.

Laboratory Parameter
Creatinphosphokinase (CPK)

Purpose and Rationale

CPK is released during damage of skeletal mus-
cle, a frequent side effect of lipid lowering com-
pounds like statins.

Procedure

CPK is taken from serum of peripheral blood at
predetermined timepoints and more frequently, if
any increases are seen. If increase of CPK is above
threefold ULN, CPK needs to be followed until nor-
malization (below ULN) or until no further decrease
of CPK after termination of treatment is observed.



14

Evaluation

Normal range: 50-400 IU/L. Grade 1 defini-
tion: 480-1,000 IU/L. Grade 2 definition:
1,000-2,000 IU/L. Grade 3 definition:
2,000-5,000 TU/L.

Laboratory Parameter
Hemoglobin (Male Subjects)

Purpose and Rationale

Hemoglobin can be affected by acute bleeding,
by chronic suppression of erythrogenesis, or by
dilution/concentration due to changes in the
intravasal volume.

Procedure
Hemoglobin is assessed from whole blood
taken from peripheral veins at predetermined
timepoints.

Evaluation

Normal range for males: 13.5-17.5 g/dL. Grade 1
definition: 12.0-12.5 g/dL and decrease >1.5 g/dL.
Grade 2 definition: 10.0-11.9 g/dL. Grade 3
definition: <10.0 g/dL. Normal range for
females: 12.5-15.5 g/dL. Grade 1 definition:
11.0-12.0 g/dL and decrease >1.5 g/dL. Grade
2 definition: 9.5-10.9 g/dL. Grade 3 definition:
<9.5 g/dL.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Laboratory Parameter
Polymorphonuclear Leucocytes (PMN)
Purpose and Rationale

Immunotoxic effects of drugs on white bloods

cells are not uncommon and need to be detected
early on in development.

W. Seiz

Procedure
PMN count is assessed from whole blood taken
from peripheral veins at predetermined timepoints.

Evaluation

Normal range: 1.7-7.5 G/L. Grade 1 definition:
<0.7-fold LLN or >1.3-fold ULN. Grade 2
definition:1.0-1.3 G/L. Grade 3 definition:
<1.0 G/L.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Laboratory Parameter
Platelets

Purpose and Rationale

Immunotoxic effects of drugs on platelets are not
uncommon and need to be detected early on in
development.

Procedure
Platelet count is assessed from whole blood
taken from peripheral veins at predetermined
timepoints.

Evaluation

Normal range: 150-350 G/L. Grade 1 definition:
<0.85 LLN. Grade 2 definition: 50-125 G/L.
Grade 3 definition: <50 G/L.

Critical Assessment of the Method
Basic method for safety and tolerability
assessment.

Coagulation Parameter

Activated Partial Thromboplastin Time
(aPTT)

Purpose and Rationale
Effects on aPPT are seen in cases of decreased
hepatic protein synthesis rate.



1 Methodologies of Safety Assessment in Clinical Pharmacology 15

Procedure
aPTT is assessed from plasma.

Evaluation

Normal range: 22-43 s. Grade 1 definition: 1.1-
to 1.3-fold ULN. Grade 2 definition: 1.3-to 1.5-
fold ULN. Grade 3 definition: >1.5-fold ULN
until minor bleeds. Grade 4 definition: Major
bleeds.

Critical Assessment of the Method
Basic method for safety and tolerability assessment.

Laboratory Parameter
Kidney Injury Molecule-1 (KIM-1)

Purpose and Rationale

KIM-1 is a rather new biomarker indicating
renal toxicity at the tubular level. KIM-1 has
been preclinically qualified as an excellent
marker for drug-related renal toxicity. If there is
preclinical evidence for renal toxicity at this
region and if KIM-1 has been used in nonclinical
toxicity studies, this parameter should be
monitored.

Procedure
KIM-1 can be measured using commercially
available kits.

Evaluation

Look for significant changes from baseline and
if those occur, stop treatment, follow KIM-1 until
normalization.

Critical Assessment of the Method

There is limited experience with KIM-1 in
healthy subjects and in clinical pharmacology
studies. The marker is not well established in
its performance in nondisease states so far.
Therefore descriptive analysis of the marker
and analysis of traditional parameters such as
serum creatinine or BUN together with KIM-1
in order to get more experience with the marker
is advised.

Modifications of the Method

There are several additional bimarkers for assess-
ment of renal toxicity like alpha-GST or NGAL.
They are also well qualified in nonclinical toxicity
studies with nephrotoxicants. There is only lim-
ited information about the normal ranges and
the spontaneous variations available currently.

Visual Analogue Scale for
Semiquantitatively Assessing Pain and
Other Subjective Factors

Purpose and Rationale

A visual analogue scale (VAS) is a psychometric
response scale, which can be used in question-
naires. It is a measurement instrument for sub-
jective characteristics or attitudes that cannot
be directly measured, for example, pain or
subjective assessment of the effectiveness of
a treatment.

For the quantification of these subjective
factors, the VAS is an instrument that tries to
measure the severity across a continuum from
none to an extreme amount of the characteristic.
For example, the spectrum of pain to a subjective
suffering from it appears to be continuous and
does not take discrete jumps, as the typical cate-
gorization of none, mild, moderate, and severe
suggests. In order to reflect this idea of an under-
lying continuum the VAS was introduced.

Procedure

Operationally, a VAS 1is usually a horizontal
line, 100 mm in length, anchored by word
descriptors at each end, for example, “no pain”
and “maximum pain.” When responding to
a VAS, subjects are asked to indicate their level
of agreement to a statement by indicating a posi-
tion along a continuous line between the two
end points mentioned. This continuous (or “ana-
logue”) aspect of the scale differentiates it from
discrete scales (e.g., “none-mild-moderate-
severe” or “A to F”).
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Evaluation

The VAS score is determined by measuring in
millimeters from the left-hand end of the line to
the point that the patient marks.

Critical Assessment of the Method

As such an assessment is clearly highly subjec-
tive, these scales are of most value when looking
at change within individuals, and are of less value
for comparing across a group of individuals at one
time point. It could be argued that a VAS is trying
to produce interval/ratio data out of subjective
values that are at best ordinal. Thus, some caution
is required in handling such data. Many
researchers prefer to use a method of analysis
that is based on the rank ordering of scores rather
than their exact values, to avoid reading too much
into the precise VAS score.

However, a VAS is extremely simple to use,
easy to teach and understand. Therefore, bias
introduced by complexity can be ignored.

For efficacy studies in patients, where pain is
a primary or secondary outcome parameter, the
VAS is only of limited value.

In practice, computer-analyzed VAS responses
may be measured using discrete values due to the
discrete nature of computer displays.

The VAS can be compared to other linear
scales such as the Likert scale or Borg scale. The
sensitivity and reproducibility of the results are
broadly very similar, although the VAS may
outperform the other scales in some cases [1].

Modifications of the Method

Due to the limitations mentioned above, several
additional tools for pain assessment have been
developed and validated, such as the McGill
pain questionnaire, where several dimensions of
pain are assessed. As for all questionnaires, it is
very important to have the questionnaire available
in the validated version of the native language.
Otherwise the outcome of the questionnaires from
different languages cannot be compared. These

W. Seiz

complicated and often patent protected question-
naires do not have a major place in clinical
pharmacology studies.

Summary

It should be kept in mind that during the first
clinical studies, there is practically no information
about the safety and tolerability of a new drug as
compared to the knowledge accumulated later on.
Nevertheless, only during these initial studies the
administration of the drug occurs under such
kinds of secure conditions concerning the ability
to handle side effects that dose escalation should
not be stopped too early. It has to be kept in mind
that during phase II and III studies and even more
during marketing of a drug, the exposure of the
drug to patients might occasionally — due to over-
dose, poor metabolization, or other causes of
accumulation — be much higher than intended.
Especially for these cases the company develop-
ing a drug should know, which kind of side effects
would be expected.
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Abstract

Cardiovascular methods to assess pharmaco-
dynamics nowadays evolve very quickly, due
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to rapid progress in high technology and IT
sector. Noteworthy, mathematical approach
grows very fast in new algorithms to analyze
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the heart signal. Many areas of multiple organ
damage will relay in very complex software
and hardware innovations. Basics for this
growth is understanding of previously
unknown mechanisms of control of physiolog-
ical functioning like heart stiffness and com-
pliance. Other reasons go to research in
Shannon’s entropy and derived calculations.
On the other hand, some previous methods
have been surpassed like arterial pulse methods
when it comes to pharmacodynamics research.
It is of importance also to take into account rare
diseases and various channelopathies that may
interfere with pharmacodynamics evaluation
on large-scale clinical trials. In phases III and
IV of clinical research, those factors may influ-
ence final statistical results. New tests and old
proven measures of hemodynamic stabilities
are required to evaluate new therapeutics dur-
ing clinical studies to be able to treat more
people on pharmacogenetic basis with
pharmacogenomic approach. Safety to treat
with new drugs comes into the first place, so
many requirements in monitoring of data gath-
ered by contract research organization (CRO)
are necessary to get the approval of FDA, and
European Medicines Agency (EMA) is the
European Union’s equivalent to the US Food
and Drug Administration (FDA). Those
approvals mainly rely on pharmacodynamics
data pooled out from clinical drug researches.
To be more rapidly accessible, adverse effects
are collected via wireless technologies and
monitored on wider basis across multicentric
studies. Therefore, guidelines on consistent
methodology toward new therapeutics
approach are adopted constantly.

Introduction

Understanding pharmacodynamics of novel test-
ing drug is essential for its clinical utility espe-
cially when it comes to safety for use in human
population. Therefore, the International Council
for Harmonization of Technical Requirements for
Pharmaceuticals for Human Use (ICH) regularly
provides updates and guidelines on consistent
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methodology toward new therapeutics by
adopting quality, safety, efficacy, and multi-
disciplinary guidelines (www.ich.org). ICH is
unique in bringing together the regulatory author-
ities and pharmaceutical industry to discuss scien-
tific and technical aspects of drug registration, and
it is discussed by panel of key opinion leaders and
adopted worldwide.

Studying pharmacodynamics of novel thera-
peutic is of importance from the aspect of expo-
sure/response  relationships,  weighted as
pharmacokinetics (PK) relationship to pharmaco-
dynamics (PD). This PKPD relationship is central
to utilizing experimental data to enable right
decision-making in drug development put into
clinical practice.

Also, studying pharmacodynamics is not the
same in pediatric and/or elderly population, there-
fore yielding adequate study population groups is
essential for clinical drug investigation.

Novel approach is pharmacogenetics which
refers to heterogeneity in drug response, whereas
pharmacogenomics tends to evolve into personal
medicine, meaning “the right dose, of the right
drug, for the right person.” Therefore, there is a
need to target individual patient’s response of
those who will benefit the most and suffer the
least. Nevertheless, genetic variation in subgroups
of patients will create a different response in
pharmacodynamics.

Various newly recognized channelopathies,
like the ones previously described involving the
nervous system (i.e., generalized epilepsy with
febrile seizures, familial hemiplegic migraine,
episodic ataxia, hyperkalemic and hypokalemic
periodic paralysis), the cardiovascular system
(i.e., long QT syndrome, short QT syndrome,
Brugada syndrome, and catecholaminergic poly-
morphic ventricular tachycardia), the respiratory
system (i.e., cystic fibrosis), the endocrine system
(i.e., neonatal diabetes mellitus, familial hyper-
insulinemic hypoglycemia, thyrotoxic hypokalemic
periodic paralysis, familial hyperaldosteronism), the
urinary system (i.e., Bartter syndrome, nephrogenic
diabetes insipidus, autosomal-dominant polycystic
kidney disease, hypomagnesemia with secondary
hypocalcemia), and the immune system (i.e., myas-
thenia gravis, neuromyelitis optica, Isaac syndrome,
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and anti-NMDA [N-methyl-D-aspartate] receptor
encephalitis); need new pharmacodynamics aspect
evaluation of new innovative therapeutics.

Validation of Cardiovascular Test
Criteria

Pharmacological drug testing in clinical setting
has five phases. Phase 0 refers to newly intro-
duced step in testing micro dose of drug in short
period of time 1-3-7 days, to be able to select its
suitability to enter Phase 1.

Phase I refers to the first introduction of a drug
into humans — usually healthy voluntaries up to
20 or 80 subjects.

Phase II investigation consists of controlled
clinical trials designed to demonstrate effective-
ness and relative safety (drug vs. placebo).

Phase III trials are performed after the drug has
been shown to be effective and are intended to
gather additional evidence of effectiveness for
specific disease indications and more precise def-
inition of drug-related adverse effects and safety.
This phase includes both controlled and
uncontrolled studies.

Phase IV trials are conducted after the national
drug registration authority has approved a drug for
distribution or marketing. These trials may
include research designed to explore a specific
pharmacological effect, to establish the incidence
of adverse reactions, or to determine the effects of
long-term administration of a drug.

All cardiovascular tests planned by the proto-
col should be monitored, in sense of validity,
objectivity, and repeatability. Usually, there is an
outsourcing contract research organization (CRO)
who is responsible for quality control of the
equipment.

The principal investigator is responsible for
minimizing the individual risk and optimizing
the ethical benefit of the study to the group. Public
sanctioning of the study is done by Ethical Com-
mittee. While considering usability of test chosen,
it should provide a tangible and measurable result
of drug action. As for quality criteria of new drug,
it should unequivocally prove its safety in human
population.

Empirical Quality Criteria

The usability of a method can be quantified by a
formal assessment of empirical quality criteria
based on test-theoretical principles:

Objectivity: Objective is the extent of investigator
independence in conducting the test, analyzing
its results, and interpreting its data. It should be
done in double-blind fashion with strict stan-
dardization and between observer agreement
and consistency.

Reliability and sensitivity: Standard error is
accepted because it reflects physiological vari-
ability between subjects and methods used for
quantification. A test or method is reliable if it is
hardly subject to such variability and yields
highly consistent results when repeated, although
this does not imply that the results are objective,
which is a matter of sensitivity of the test.

Pharmacosensitivity and pharmacospecificity:
The capacity to detect drug-induced systematic
effects, pharmacosensitivity reflects reliability
of method selected for quantification,
intrasubject repeatability of drug-related
changes. Partially those variations belong also
to circadian rhythm, postprandial effects. The
ability to separate these is a proof of specificity.

Economy: If a method can be repeated several
times in cost efficient and time efficient way
with electronic wireless transfer it is better.

Validity: Methods are valid if they measure what
they claim or intend to measure.

Assessment of agreement among observers is
important in evaluating test objectivity, also
agreement on testing the method on different
manufacturer’s equipment is essential in this
regard.

Issues with Cardiovascular Test
Methodology and Measurements
Validity

It is important though that measurement
equipment be calibrated and standardized as to
provide intrasubject repeatability and test
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objectivity in drug host reaction. In this way also
interobserver variability is less present.
Correlation and regression analyses are
more accurate in drug effectiveness and safety
as well.

Clinical Trial Legal Regulations
and Good Clinical Practice (GCP)

Clinical trial by definition is any investigation
in human subjects intended to discover or
verify the clinical, pharmacological, and/or
other pharmacodynamic effects of an investiga-
tional product(s), and/or to identify any adverse
reactions to an investigational product(s),
and/or to study absorption, distribution, meta-
bolism, and excretion of an investigational
product(s) with the object of ascertaining its
safety and/or efficacy. The terms clinical
trial and clinical study are synonymous (ICH
GCP 1.12).

The regulative that describes standard for

the design, conduct, performance, moni-
toring, auditing, recording, analyses, and
reporting of clinical trials that provides

assurance that the data and reported results are
credible and accurate, and that the rights,
integrity, and confidentiality of trial subjects
are protected is also very important (ICH
E6: GCP).

The need for more efficient approach in clinical
trials goes to design, conduct and oversight,
recording and reporting as new tools to trace
immediate results. It is wireless technology that
enables monitoring instantaneously and on long
distances.

A document that describes the objective(s),
design, methodology, statistical considerations,
and organization of a trial is called clinical
trial protocol. The protocol usually also
gives the purpose and rationale for the trial,
but these could be provided in other protocol
referenced documents (ICH GCP 1.44).
Throughout the ICH GCP Guidance, the term
protocol refers to protocol and protocol
amendments.

I. I. Vranic

Cardiovascular Tests
in Pharmacodynamics

Circadian Blood Pressure

Purpose and Rationale

Arterial blood pressure (ABP) is the pressure
derived from circulating blood upon the intrinsic
wall of the arterial vessel, also called systemic
blood pressure. It is the pressure derived from
ejected blood out of the left ventricle during the
systole, and pulsatile wave of sequential modula-
tion thereof, during the progression of the pulse
wave to the rest of circulation.

Due to the transformation of the pulse wave,
the maximum (“systolic” BP [SBP]) and mini-
mum (“diastolic” BP [DBP]) blood pressure are
reflections of the central hemodynamics. Since
blood pressure declines almost exponentially
over the diastole, bradycardia has a direct DBP
reducing effect unrelated to central pump function
and peripheral vascular resistance; this is often
associated with a relatively higher SBP due to a
higher preload while longer filling phase.

In BP estimation there are few international
guidelines to consult: the eight report of the Joint
National Committee on Prevention, Detection,
Evaluation, and Treatment of High Blood Pres-
sure, American hypertension guideline (JNC 8)
and the National Institute for Health and Care
Excellence (2011, 2015,2016) Hypertension: clin-
ical management of primary hypertension in
adults, British hypertension guideline (NICE) are
widely known and accepted international guide-
lines, although there are some countries with local
guidelines (Chiang 2017).

Procedure

Blood pressure is still mostly measured noninva-
sively according to the principle of Riva-Rocci in
1896, i.e., by inflating a cuff around the upper arm
up to arterial compressive occlusion and then
slowly deflating the cuff while the pressure in
the cuff is measured. Originally, the cuff pressure
was measured by means of a mercury sphygmo-
manometer; most present devices use an aneroid
manometer or electronic pressure transducer;
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nevertheless, blood pressure is still generally
reported in millimeters mercury (mmHg).
Measuring pulse signals originating from sys-
tolic and diastolic blood pressure can be
achieved by palpation, auscultation, or
oscillometry, from a suitable vessel site distant
from the cuff. Palpatory (systolic) blood pressure
is now only used for emergency evaluations;
manually operated auscultatory blood pressure
with an appropriately adjusted cuff has long
been considered to be the method of choice for
clinical practice (using aneroid manometers) and
clinical trials (using a random zero mercury
sphygmomanometer). Blood pressure is now
mostly measured by means of oscillometric
devices with automated inflation and deflation;
the increasingly frequent use of the auto-
mated devices has the implication that many
clinicians and nurses are no longer sufficiently
well acquainted with the manual ausc-
ultatory methods, which rely on cautious highly
observer-dependent  auscultation of  the
Korotkoft-I sound (first appearance of a clear
tapping sound that gradually increases in inten-
sity) for SBP and the Korotkoff-IV (sound muf-
fling [DBPg;y]) or Korotkoff-V auscultatory
criterion (sound disappearance [DBPgv]) for
DBP. On the other hand, modern technology
has introduced newer robust devices that can be
self-operated by patients and trial subjects also
with devices that measure BP from the wrist.
Home BP monitoring (HBPM) has been
heralded as a useful and reliable measure of BP
(Chia et al. 2017). Rather than replacing clinic BP
measurements and ambulatory BP monitoring
(ABPM), HBPM is a complementary tool that
helps to eliminate the white-coat effect and iden-
tify masked hypertension. HBPM can also
improve patient awareness and treatment adher-
ence by giving all patients with hypertension and
their family members a more active role in the
management of the disease (Shrout et al. 2017).

Evaluation

The shift from manual (mercury-based) ausculta-
tory to automated oscillometric methods has been
the subject of controversy, which has only partly

been resolved by imposing standardized (cross-)
validation procedures.

Automated systems are highly robust and eco-
nomic since they do not rely on an experienced
analyst. This may result in less well-standardized
conditions of measurement by lack of experience
and discipline (choice of cuff, position of cuff,
position of the microphone or oscillometric sen-
sor, inflation speed, deflation speed, adjusted
deflation speed when the pulse rate is low or
irregular, posture of the patient, resting time,
etc.) (Wood et al. 2017).

On the other hand, this makes measurements
made primarily for safety surveillance more reli-
able and useful also for further (efficacy-based or
pharmacodynamic) assessments (Butlin and
Quasem 2017).

Critical Assessment of the Method

Only invasive blood pressure monitoring
(in intensive care unit (ICU)) (Zhou et al. 2017)
is superior to noninvasive Riva-Rocci principle
(previously discussed). Discrepancies between
the two methods can be equal to or less than 5%,
provided that all instructions in technical manual
are addressed properly.

Ambulatory Blood Pressure Monitoring
(ABPM)

Purpose and Rationale

Single time pressure measurement is only a snap-
shot of the blood pressure pattern, whereas there
are normal fluctuations according to activities and
circadian rthythm during the day and night. Single
time pressure measurement fails to detect blood
pressure fluctuations due to autonomic modula-
tion, physical and emotional stress, and the mod-
ification thereof by therapeutic intervention
(Mc Kinstry et al. 2015).

ABPM typically provides the following three
types of information: an estimate of mean BP
level, the diurnal rhythm of BP, and BP variability
(Thomas et al. 2006).

This seemingly perfect measurement for night
blood pressure (NBP), however, has its own vital
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limitations. First, all currently available ambula-
tory BP monitors produce sonorous stimuli,
which have been found to disturb sleep signifi-
cantly in a substantial proportion of patients. Fur-
thermore, the correlation between NBP derived
from ABPM and target organ damage tends to
be weaker, with the lowest sleep quality mainly
resulting from the repeated cuff inflations during
overnight BP monitoring. Second, ABPM is not
commonly employed in routine clinical practice
for evaluating NBP, mainly because of its high
cost and inconvenience in performing multiple
NBP measurements.

Similarly, the appropriateness and efficacy of
antihypertensive interventions should take ambu-
latory blood pressure measurement/monitoring
(ABPM) data into account also with regard to
their chronobiological fluctuations (Lee et al.
2015). Indeed, numerous larger-scale outcome
studies have shown that ambulatory blood pres-
sure measurement/monitoring (ABPM) yields
better predictors of cardiovascular events when
compared to timed manual BP readings in the
physician’s office or at home, even when the latter
are taken carefully and in strict adherence with
pertinent guidelines.

Procedure

The first device for noninvasive ambulatory BP
(ABP) monitoring (ABPM) was developed in
1962 and subsequently modified by Sokolow
et al. in 1966 (Sokolow et al. 1966). It used a
microphone taped over the brachial artery, a cuff
inflated by the patient, and a magnetic tape
recorder for storing cuff pressure. Presently,
most devices are automated and rely on the
oscillometric analysis of the vascular sound.

A large variety of devices for ambulatory mea-
surement are available. These devices generally
provide for both event-triggered and automated
oscillometric measurements according to a pre-
sent protocol of regular intervals (that may be set
differently for the day and night measurements). It
is important to use a device that has been validated
independently, for instance, according to the pro-
tocol of the British Hypertension Society
(O’Brien et al. 1993) or that of the US Association
for the Advancement of Medical Instrumentation
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(Association for the Advancement of Medical
Instrumentation 1993) or both.

Evaluation

The interpretation of ABPM data should be based
on standardized criteria (O’Brien et al. 2000;
Verdecchia et al. 2004).

An average daytime ABP <135 mmHg sys-
tolic and 85 mmHg diastolic is generally consid-
ered normal for adults; levels <130/80 mmHg
may be considered optimal. Subjects with daytime
systolic average ABP values <130 mmHg can be
considered to be at only minimal cardiovascular
risk even if the reading in the physician’s office was
higher (exclusion of white-coat hypertension).

In hypertension management, it is important to
analyze both day- and nighttime readings,
although the latter may have to be set at broader
intervals in order not to disturb sleeping rest. The
day—night time fluctuations are generally used to
calculate the BP-dip (= (1 (SBPgieeping/ SBPdaytime))
100), with categories such as nondipper (0-10%),
dipper (10-20%), extreme dipper (>20%), and
reverse dipper (<0%) (O’Brien et al. 1988). In
healthy individuals, NBP decreases by 10-20%
and increases promptly on waking. However, cer-
tain abnormal diurnal variation patterns have been
described in which the nocturnal fall of BP may be
more than 20% (extreme dippers), <10% (non-
dippers), or even reversed (reverse dippers). Never-
theless, in recent years, evidence has shown that
nocturnal BP levels rather than circadian BP pattern
are more accurate in predicting mortality and mor-
bidity related to BP, independent of mean BP and
daytime BP levels.

Further important criteria are the overall BP
variability and early morning surges, and the
pulse pressure (SBP — DBP). Since most systems
also report pulse rate, ABPM data can also be used
to assess pulse rate variability.

Critical Assessment of the Method

Serial single time BP measurements should be
needed to provide complete and accurate diagnos-
tics of hypertension and the need for treatment
thereof. For sure, some specific hours should be
outlined and sought for in the evaluation of the
efficacy of antihypertensive medication. For
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example, exact time measurement, same appara-
tus, same personal, before drug intake, after 1 h of
waking and urination and before breakfast, also
after period of fasting for 6 h at least. Two mea-
surements with pause of 1 min should be taken and
mean values considered into account. While
addressing  cardiovascular safety of non-
cardiovascular therapeutic, we ought to take diurnal
fluctuations as well. Finally, ABPM seems to be
very important method in the clinical pharmacolog-
ical evaluation of cardiovascular effects especially
during the night time period and because some
people are dippers (hypotensive postural orthostatic
tachycardia syndrome (Shibao et al. 2013) and/or
Bradbury-Eggleston syndrome) and nondippers
(nocturnal hypertension).

Electrocardiography

Standard 12 lead ECG is the good old standard
test, well known for its unsurpassed diagnostic
capacity when it comes to accurateness, availabil-
ity, and cost-benefit, as well as multiple feasible
repeats.

Purpose and Rationale

The electrocardiogram (ECG, also EKG) is the
main noninvasive method among other less fre-
quently used in everyday clinical practice. Back in
1901 Einthoven was first to recognize heart’s
electroactivity using string galvanometer and
was the first to construct forerunner of contempo-
rary ECG machine. He also named P wave, QRS
complex, and T wave some time previously in
1895. The Nobel Prize for this achievement was
awarded to him in 1924. Needless to say how
important his discovery was for the sake of the
whole Medicine! Those tiny superficial signals
from transthoracic spread of the electrical activity
of the heart were to be gathered during systole
(contraction phase) and diastole (relaxation
phase). What came later was of even bigger
importance: that ECG analysis provided informa-
tion on frequency and origin (sinus rhythm or
other), presence of premature atrial or ventricular
beats (ectopism), nature of intra-atrial conduction
(existence of block), sorting-out atrial

depolarization and repolarization timeline,
assessing atrioventricular conduction properties
(in search of concealed pathway and/or block),
or to analyze intraventricular and transventricular
conduction (search for accessory pathway or
block) and ventricular depolarization and repolar-
ization phase (hypoxic or hypothermal injury).

Also, information about cardiac memory that is
new and trendy could be very helpful in analyzing
drug effects in clinical trials. Noteworthy, many
rare diseases, which affect not more than 5 per
10,000 persons in the European Union and
encompass between 6000 and 8000 different enti-
ties (which affect more than 30 million people just
in the EU), have its own ECG varieties and pre-
sentations still waiting to be addressed and fully
recognized.

Procedure

Still relying on the pioneer work of Willem Eint-
hoven, modern ECG diagnostics now involve
digital recording, analysis, and archiving of the
ECG tracings and related data (for instance,
P-wave duration, PQ-interval, QRS duration,
QT-interval, P-wave, QRS-wave, and T-wave
vector amplitude and angle). The highest preci-
sion is achieved by recording the signals from the
bipolar Einthoven leads (I, 11, III), amplified uni-
polar Goldberger leads (aVR, aVL, aVF), and
unipolar precordial Wilson leads (V;—V¢) simul-
taneously for a sufficiently long time (10 s at least)
and at a sufficiently high writing speed
(25-50 mm/s).

Standard ECG recording is done with patient
resting (12 leads recorded simultaneously, 25 mm/
sec paper speed, 10 mm/mV gain, and filter band
settings from 0.05 Hz to 150 Hz).

Evaluation

Modern electrocardiography is no longer confined
to the “reading” of ECG tracings recorded on
paper and the measurement of relevant time sec-
tions (intervals, segments, durations) and ampli-
tudes by means of an ECG ruler. It now usually
consists of a sequence of finely tuned electronic
data processing steps: capturing the ECG lead
signals; obtaining a digital representation of each
recorded ECG channel by analog—digital
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conversion and a special data acquisition software
or a digital signal processing chip; processing the
resulting digital signal by a series of specialized
algorithms, which first condition the signal by
removing noise, base-level variation, etc.; mathe-
matical analysis of the clean signals to identify
and measure selected time segments and ampli-
tudes (features) for interpretation and diagnosis;
secondary processing such as Fourier analysis and
wavelet transform decomposition with vector fea-
ture extraction to provide input to pattern
recognition-based programs; logical processing
and pattern recognition, using rule-based expert
systems, probabilistic Bayesian analysis or fuzzy
logics algorithms, cluster analysis, artificial neural
networks, genetic or evolutionary optimization
algorithms, and other techniques to derive conclu-
sions, interpretation, and diagnosis; reporting of
the tracings, the data, and the conclusions drawn
from the analysis with a proper sourcing of the
information and the analysis steps.

ECG in diagnosing of specific conditions like,
for example, acute myocardial infarction (STEMI
or non-STEMI), myocardial ischemia, arrhyth-
mia, pericarditis, etc. Brugada syndrome, J point,
Osborn wave belong to ST segment evaluation.
Apart from these, ECG can indicate electrolyte
disturbances such as hyperkalemia, hypokalemia,
hypercalcemia, hypocalcemia, arrhythmogenic
right ventricular cardiomyopathy (condition
known for sudden cardiac death (SCD) in young
individuals); WPW syndrome can be diagnosed
noninvasively by ECG only. The available ECG
algorithms differ in their complexity and accu-
racy, and recent analyses have shown lower accu-
racy rates than those initially reported by the
original authors. In clinical practice, a few elec-
trocardiographic features could be helpful to pre-
dict the accessory pathway (AP) site and are
summarized in the following table:

Right-sided AP
Precordial transition
(R/S > 1)is > V2?

Left-sided AP
R/S in

V1> 0.5 (early
transition)”
Shorter P-Delta interval
(P on delta sign)

Longer P-Delta
interval
Decreased

(continued)
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Increased preexcitation | preexcitation
degree® degree®
Free wall | Late R/S transition Negative Delta
versus (>V3) inl, aVL
Septal Early R/S transition Positive Delta
location (<V3) in I, aVL
Superior | Dominant positive Delta in 11, III, aVF
versus
Inferior Dominant negative Delta in I, III, aVF
location

QS pattern in V1 for a supero-septal location is
suggestive of a Para-Hisian AP

QS pattern in II for an infero-septal location is suggestive
of sub-Epicardiac AP°

®Maybe be inaccurate with very subtle or minimal
preexcitation

®May vary depending on properties of the intrinsic normal
AV conduction system

°Coronary sinus branch or diverticulum

These ECG algorithms and criteria may be
limited or inaccurate in some subgroups of
patients and specific AP types including:
(1) pediatric and congenital heart disease;
(2) abnormal patient stature or extreme heart
rotation; (3) minimal preexcitation degree;
(4) multiple APs; (5) slowly conducting APs
(Mahaim family).

Furthermore, it is important to emphasize that
ECG prediction of the AP site considers only the
ventricular insertion site of the AP fiber. Conse-
quently, this site might not always coincide with
the successful ablation site since that many of
APs may have some degree of oblique course.
Finally, though 12-lead ECG is a valuable non-
invasive tool to predict the AP site in WPW
patients, intracardiac mapping during the elec-
trophysiologic study and successful catheter
ablation remain the gold standard for AP
localization.

Critical Assessment of the Method
Although the basic principles of electrocardiogra-
phy are well known, there is an obvious need for
standardization. However, such information usu-
ally relates to the conventional recording and
interpretation of the ECG signals. In contrast,
there is little guidance with regard to the complex
electronic data processing that is now inherent to
state-of-the-art electrocardiography.
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Most ECG devices also print a single- or multi-
channel signal record on paper. Only such
(signed) hardcopy record may be accepted as reli-
able source documentation. However, caution is
indicated since many devices use thermopaper,
which generally rapidly fades. The date/time
stamp of such devices is usually not reliable
since it can be easily accessed by the operator
and/or is not automatically synchronized with a
reliable time server.

Also, most modern ECG devices provide for
an automated analysis of relevant ECG intervals
(RR, PQ, QRS, QT) usually based on the aver-
aged signals of a 10-s recording. Such analyses
are often judged to be less reliable. This preju-
dice is unjustified in healthy subjects with
mostly normal ECGs: there is generally good
agreement between automated and manual ana-
lyses; possibly gross differences between auto-
mated and manual analyses in healthy subjects
mostly relate to either artificial or electrophysi-
ological signal distortions (such as U-waves)
that can be easily identified if the tracings are
appropriately reviewed by an experienced
analyst.

Most analyses, whether automated or manual,
are subject to the constraint that it may prove
difficult to identify the start of the Q-wave; for
this reason, the atrioventricular conduction inter-
val is often reported as PR- instead of the
PQ-interval; the PR-interval does not extend
from the start of the P-wave to the R-peak, but
to the intersection of the iso-electricity (‘“zero”
line with the upstroke of the R-wave. The “PR”-
interval thus represents a simplification of the
“PQ”-interval whenever the start of the Q-wave
is not expressed or cannot be measured reliably.
This simplification is highly convenient since it
is far more easily standardized and/or automated.
It is noteworthy that such a simplification is not
also generally adopted for the QT-interval: the
QT-interval represents the sum of the ventricular
depolarization and repolarization, of which the
former is relatively constant, less subject to drug
effects, and less likely to be of arrhythmogenic
relevance. The measurement of the QT-interval
relies on two fiduciary points: the start of the
Q-wave and the “end” of the T-wave; both are

not sharply expressed; the precision of the esti-
mated repolarization duration could be improved
by measuring the “RT”-interval, i.e., from the
peak of the R-wave to the end of the T-wave;
the former fiduciary point is more -easily
detected, standardized, and/or automated. Auto-
mated ECG analysis usually also reports a clini-
cal “diagnosis” of the condition reflected by the
ECG based on the rhythmicity and contour of the
ECG cycles using either medical or stochastic
algorithms. The ECG contour is stereotypic,
and deviations from a “normal” morphology
may indeed reflect a more or less specific anom-
aly of cardiac rhythmicity and ectopism; sinus
node pacemaker autonomy and function; intra-
atrial, atrioventricular, intra- and transventricular
signal spread; myocardial mass; myocardial
depolarization and repolarization; myocardial
energy balance; etc. Nevertheless, no automated
diagnosis should be accepted unless reviewed,
confirmed, and/or amended by an experienced
electrocardiographist.

Relevant electrocardiographic time intervals
and signal durations are affected by heart rate
(HR) variations: the AV-nodal conduction time
and the PQ/PR-interval shorten with increasing
heart rate and this fluctuation may be used as an
index of  autonomic  function.  The
HR-dependency of the QT-interval is well
known and has resulted in several approaches
to “correct” the QT-interval for HR below or
above 60 bpm, according to Bazett, Fridericia,
Framingham’s regression; however, these cor-
rections apply a population mean correction fac-
tor for all subjects while there is convincing
evidence for significant interindividual variabil-
ity in the HR—QT relationship implying that the
best HR correction for QT should be estimated
for each individual. This is hardly feasible since
it requires a number of “normal” QT measure-
ments at varying HR for each subject;
normograms have been proposed to solve this
problem. However, rather than to “correct” for
HR-variations, there might be interest in investi-
gating the disparity of the RR—QT relationship as
a more sensitive index of arrhythmogenic risk.
Data from the International Long QT Syndrome
Registry indicate that the probabilistic risk of
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developing malignant arrhythmias in patients
with QT prolongation is exponentially related
to the length of the QTc interval, but it remains
unclear whether a QT-prolongation predomi-
nantly related to HR (i.e., with normal QTc)
would be without risk.

The time course of experimental ECG criteria
reflects time effects both related and unrelated to
the investigational medication. Assuming an
additive response model, this results in two
important steps in the management of such
data: to consider the data both untransformed
(U) and as arithmetic changes (D) from predose
baseline and to match the courses of these U- and
D-data for the time course of the respective
criteria during a medication-free control day
(“time-matching”). Such time-matching using
an extra control day within each treatment (pla-
cebo, therapeutic dose, supratherapeutic dose,
active control) is costly and the need thereof is
controversial.

In the setting of the ICH E14-Guideline, an
investigational medication is accepted to be
without QT/QTc-effect if the upper bound of
the one-sided 95% confidence interval for the
largest time-matched mean effect (i.e., of the
changes from predose baseline relative to pla-
cebo) of the drug on the QTc interval excludes
(i.e., is smaller than) 10 ms; the study is normally
conducted in healthy volunteers investigating
both a therapeutic and a (widely) supra-
therapeutic dose relative to a positive (active)
and a negative (placebo) control in an experi-
mental setting stringently powered to exclude
an effect on the QTc interval exceeding
5-10 ms. This has been subject to extensive
critique also because of well-founded biostatis-
tical concerns and since a possible effect com-
partmentalization is not accounted for. When the
largest time-matched difference exceeds this
threshold, the study is termed “positive.” A pos-
itive study does not imply that the drug is
pro-arrthythmic but influences the evaluations
that need to be carried out during the further
stages of drug development.

Most ECG systems operate as closed “black-
boxes” with device-specific file formats and
often nonpublic analysis algorithms. There
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have been several efforts to develop unified,
platform- and device-independent solutions.

Vectorcardiography

Purpose and Rationale

The single equivalent dipole theory that has been
developed in terms of body surface potentials, the
electric field produced by heart muscle, can be
represented at any instant by a single equivalent
dipole, and this in turn by a mean instantaneous
spatial vector; and the voltage registered in any
given lead is directly proportional to the projec-
tion of the instantaneous vector on the axis of the
lead but is inversely proportional to the cube of
the distance between the dipole and lead elec-
trode. The vector concept and its implications
were known to Einthoven and his contemporaries
as well.

Procedure

Exactly as standard ECG procedure with 12 lead
system electrodes. The reference frame used to
indicate descriptively the orientation of the vec-
tor loops in a body is that recommended by
American Heart Association Committee as fron-
tal, transverse (horizontal), and sagittal plane
vectorcardiograms.

Evaluation

The spatial vectorcardiogram (VCG) (Fig. 1) may
be considered to originate at the center of an
imaginary cube and as projected to the sides of
the cube to represent the frontal, transverse, and
sagittal planes.

Critical Assessment of the Method

Analysis of the VCG should be done in a system-
atic manner if one is to obtain consistent interpre-
tations. Just as the routine interpretation of ECG
tracing, vectorcardiographic analysis requires
observation of the P, QRS, and T loop voltage
and direction of inscription. The conventional
planar VCG records the projected image of the
cardiac spatial vector on the frontal, transverse,
and sagittal plane. Vectorcardiography is superior
to ECG in some situations where acute



2 Pharmacodynamic Evaluation: Cardiovascular Methodologies 29

Fig. 1 VCG plot showing
vector loops for P, QRS, and

T wave (Reprinted from
Yang H, et al.

- 0~
Spatiotemporal :
representation of cardiac 04 o
vectorcardiogram (VCG)
signals. Biomed Eng 0.24
Online. 2012; 11:16 under
license to BioMed Central ¥ 034

Ltd. and CC BY License)

myocardial infarction (AMI) could be overseen
due to existence of left bundle branch block; ven-
tricular hypertrophy of left or right origin, atrial
hypertrophy, some congenital heart disease and
valvular heart diseases; also some pulmonary
states: cor pulmonale, emphysema, and chronic
obstructive pulmonary disease (COPD).

Signal Averaged ECG: Late Potentials

Purpose and Rationale

The high-resolution electrocardiogram (ECG) is
defined as a body surface electrocardiographic
recording that registers cardiac events not seen
in the standard ECG. This is usually done by
increasing both the time and the voltage scales
of the recording instrumentation. However, as
the ECG signal is amplified, there are sources of
noise that can obscure very small cardiac signals.
There are several possible sources of interfering
noise, but the most significant of these noise sig-
nals are the electromyographic (EMG) signals
from the skeletal muscles.

Computer-based methods can be used to
decrease the effects of interfering noise signals.
The most common method is known as signal
averaging. Hence, the term signal-averaged ECG
or SAECG is often used interchangeably with the
term high-resolution ECG.

— ()Rf\'-lnqip

Procedure

There have been several reviews of SAECG in
the literature. In addition, there was a combined
American Heart Association, American College
of Cardiology, and European Society of Car-
diology Task Force SAECG report that was
published in each group’s respective journal.
A more recent report by an expert committee
of the American College of Cardiology also
provides guidelines for clinical use. A technical
information report from American Asso-
ciation for the Advancement of Medical
Instrumentation was published in 1998 that spec-
ifies the technical characteristics of SAECG
systems.

Evaluation

SAECG acquisition and analysis are based on
the recording of three leads in an anatomically
orthogonal configuration and are referred to
as XYZ leads, similar to the coordinate axes
used in geometry. The most notable of these
systems is the Frank lead system, which uses
a resistor weighing network and an extra lead
position to form its XYZ lead set. Usually
250 accepted sinus beats (QRS complexes) are
analyzed, but this can be modified as lesser or
greater values. Noise should be between 0 pV
and 0.3 pV for 200-300 beats acquisition
analysis.
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Critical Assessment of the Method

There are three parameters derived from vector
magnitude after filter-processed noise is accepted
for evaluation. QRS duration as the first one is
frequently referred as fQRS or QRSd. It is the
distance between QRS onset and QRS offset as
measured on timescale in milliseconds (ms).
Abnormal QRS duration lies between 110 ms
and 120 ms. The other two parameters: Root
Mean Square voltage (RMS) and
Low-Amplitude Signal duration (LAS) rely pri-
marily on the QRS offset. They both are obtained
from the filtered vector magnitude. The focus of
those two parameters is waveform of late poten-
tials as a low-level “tail” adjunct to final oscilla-
tion of QRS (QRS offset). The threshold of RMS
for abnormal values is less or equal to 20 mV,
whereas for the LAS values greater than or equal
to 20 ms are considered abnormal. If any of the
mentioned parameters is abnormal, SAECG is
considered positive (abnormal).

The QRS duration is a measure of total ven-
tricular activation time (VAT). VAT is the time
from the earliest ventricular activation to the
time of latest ventricular activation. Multiple
times magnified, in high-resolution mode it delin-
eates the termination of the low-level late
potentials.

The Root Mean Square voltage (RMS) is usu-
ally seen as shaded region on RMS time function
depicting last 40 ms from QRS offset. The RMS
voltage of this value is 20 mV. Thus, RMS repre-
sents voltage based on time duration after final
oscillation of QRS.

The Low-Amplitude Signal Duration (LAS) is
a duration based on a voltage measurement at the
end of QRS complex. A 40 mV voltage is the most
commonly used reference point.

Role in Pharmacodynamics

The innovative therapeutic could impose
different effects in human, among which late
potentials can be successfully used to identify
its capacity to induce proarrhythmic effects
in pathophysiological millieu. This is of poten-
tial vital interest as for establishing dose-
dependent liaison or possible drug interaction
contraindications.
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Heart Rate Variability (HRV) 5’ Test
and 24 and/or 48 Hour

Quantifying the amount of autonomic nervous
system (ANS) activity in the human body pro-
vides an insight of disease severity in a vast
scale of diseases. Heart rate variability (HRV)
is calculated from either short-term or 24-h
electrocardiograms being an ideal way to predict
ANS activity, while giving the open sight
into pharmacodynamics of tested drug.

Purpose and Rationale

HRYV analysis is based on the RR interval time
series, the sequence of intervals between succes-
sive fiducial points of R peaks of QRS com-
plexes in the electrocardiogram. Noteworthy,
RR intervals are not equally sampled continuous
signals, but rather event series on timeline. There
are numerous methods and approaches for time-
series analysis, some of them being linear and
nonlinear.

Procedure

The duration of the recording depends on
method used for HRV analysis, but usually 24 h
or 48 h time series are adequate for analysis.
Also, the aim of the study is detrimental of time
period needed as well as stationary issues. Fre-
quency domain methods (Fig. 2) are of short
duration of 5-20 min. Typically, nonlinear
methods are preferred for short-term measure-
ments (Fig. 3). Electrodes are placed as for stan-
dard ECG recording, but special software is
available for signal analysis. Patient is supine
and then abruptly sitting up. Alternatively,
patient is supine, sitting, standing, and squatting
for 5 min each, while HRV is being analyzed. For
the time domain analysis, it usually takes 48 h as
obligatory sample.

Evaluation

In practice high frequency (HF) component
domain can be used as a measure of paras-
ympathetic tone and vagal activity, only if
respiration is not forced or withheld. Low
frequency (LF) component domain is
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considered to represent sympathetic measure.
Power spectral density (PSD) (Fig. 4a, b) dec-
omposes the signal into LF and HF, by two
commonly used methods: Fast Fourier trans-
formation (FFT) and autoregressive mo-
deling (AR). Many other mathematical
approximates and calculations can be achieved
through this, but it is out of the scope of this
chapter.

400
400 600 800 1000 1200 1400
RRn(ms)

2000

Critical Assessment of the Method

The area under the power spectral density (PSD)
curve is divided into three frequency bands: HF,
LF and VLF (very low frequency). These param-
eters depend greatly on the equipment stability
and surrounding noise. Since some of the manual
filtering of derived signal can modify the outcome
results, it may influence true positive and true
negative test outputs.
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Tachogram
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Fig. 3 Non-stationary RR interval (RRi) series during a
maximal effort exercise (a) and the resulting scaled colors
map (b) and surface plot (¢). PSD power spectral density
(Reprinted from Bartels R, et al. SinusCor: an advanced

Holter Monitoring 24 Hour ECG

Purpose and Rationale

Since the invention of the continuous ECG mon-
itor in 1961 by Norman J. Holter, the methodolo-
gies and applications of continuous recording of
the ECG have evolved tremendously. The
pioneering work of Bruce Del Mar led to the
first commercially available continuous ECG in
1962, and the methodologies have become refined
to the degree that the devices now are very light
and use solid-state memory to record up to a
week’s worth of continuous ECGs. The original
Holter monitors were primarily used to detect

SFA00 IS0
Time (s)

tool for heart rate variability analysis. Biomed Eng Online.
2017; 16(1):110 under license to BioMed Central Ltd. and
CC BY License)

disturbances in the cardiac rhythm, but early stud-
ies investigated the presence and significance of
ST-segment depression. There are three categories
of ambulatory ECG monitors:

1. Continuous monitors store the heart’s electrical
signals for the entire time the patient wears the
device. Continuous monitors have two types:
(a) Short term, known as 24-h or 48-h Holter

mMonitors.

(b) Long term, which can record for more than
48 h. In recent years, new technology has
allowed ambulatory ECG monitors to have
more memory while still being small and



2 Pharmacodynamic Evaluation: Cardiovascular Methodologies 33

a 200 b 1/2

150

100

x(n+1) >
Frequency —
=

50

a 200

o

150

100

x(n+1) =
Frequency —

50

0 100
x(n) —

200 1

Fig. 4 (a) Heart rate in representative subject with Nor-
mal; (@) Phase space plot (b) Scalogram (¢) Wigner-Ville
distribution (Reprinted from Faust O, et al. Analysis of
cardiac signals using spatial filling index and time-
frequency domain. Biomed Eng Online. 2004; 3(1):30
under license to BioMed Central Ltd. and CC BY License).

lightweight; these are known as efficient-
memory Holter monitors and patch moni-
tors (designed without the wires
connecting electrodes to the recorder).
2. Intermittent long-term monitors store the
heart’s electrical signals only when the monitor
is triggered by a patient or by abnormal heart
rhythm. These monitors also have two types:
(a) Event monitors, also known as post-event
recorders, which typically store 5—7 min
worth of data from the moment triggered.

(b) Cardiac loop recorders, which continu-
ously record new signals, erase old signals
and lock in data when triggered. They typ-
ically store 1-4 min worth of data. Loop
recorders can be either external, worn
around the waist or wrist, or insertable
(also known as implantable), implanted
under the skin in the left parasternal region
(near the heart).
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(b) Heart rate in representative subject with AF; (a) Phase
space plot (b) Scalogram (c) Wigner-Ville distribution
(Reprinted from Faust O, et al. Analysis of cardiac signals
using spatial filling index and time-frequency domain.
Biomed Eng Online. 2004; 3(1):30 under license to
BioMed Central Ltd. and CC BY License)

3. Real-time cardiac telemetry systems, also
known as mobile cardiac outpatient telemetry,
are similar to long-term continuous monitors
but can send the data directly to a central mon-
itoring station instead of recording it to be
downloaded later.

Procedure

In recent years, innovative engineering and
advances in manufacturing have hastened the
development of miniaturized medical devices
and yielded a variety of cardiac monitors for
ambulatory use (Fung et al. 2015). These
recently developed wearable, “on-body” ambu-
latory devices have integrated microelectronics
for short- to medium-term (days to weeks) mon-
itoring and are challenging conventional, widely
used devices from the last decades that were
limited to wearable multi-lead 24—/48-h Holter
monitors and event recorders. Further on the
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pioneering front, very short-term (seconds to
minutes) handheld smartphone-enabled systems
are beginning to reshape the field of mobile car-
diac monitors as well as the clinician-patient
interface. These systems require attachment of
an electrode-embedded module to a smartphone
that detects electrical impulses from the user’s
fingertips and transmits signals to the mobile
device to generate continuous single-channel
ECG for the duration of the contact between the
fingers and the sensor. Adhesive Ambulatory
ECG (AECG) patch devices typically comprise
a sensor system, a microelectronic circuit with
recorder and memory storage, and an internal
battery embedded in a relatively flexible syn-
thetic matrix, resin, or other material. They are
usually intended for medium-term use ranging
from days to several weeks, depending on the
device. The self-contained adherent unit typi-
cally has a low profile and can be affixed to the
body surface, usually over the left upper chest
area, by means of prefabricated adhesive
material.

The main advantages of this kind of AECG
system are that they are easy to use, leadless,
minimally intrusive to daily activities, water-
resistant, hygienic (i.e., single use only),
and incur no upfront cost to the clinic for the
initial device investment as compared to the
wearable, reusable devices (Gulizia et al.
2016). Because of easy application of the adhe-
sive AECG patch to skin and its unobtrusive
maintenance-free nature, they have a high study
completion rate, implying a high acceptance rate
(long wear time) that should translate into
improved compliance compared to other short-
to medium-term devices such as the Holter
monitor.

Evaluation
Guidance has been provided for the continuous
ECG monitoring in several clinical settings.
Originally, Holter-ECG  analysis  was
mainly focused on rhythmicity (sinoatrial dys-
function, ectopism, atrial fibrillation, atrial
flutter, paroxysmal tachycardia, accelerated
rhythms with normal or aberrant configuration),
atrioventricular conduction delays and blockade,
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intermittent changes in QRS-morphology
(parasystoles, ectopic rhythms), etc.
Improved algorithms also now provide for the
analysis of changes of the QT-wave and
ST-Twave.

Several electrocardiographic-based
methods of risk stratification of sudden cardiac
arrest have been studied, including QT
prolongation, QRS duration, fragmented QRS
complexes, early repolarization, Holter
monitoring, heart rate variability, heart rate
turbulence, signal-averaged ECG, T wave
alternans, and T-peak to T-end (Garcia et al.
2011). These ECG findings have shown variable
effectiveness as screening tools (Verrier and
Ikeda 2013).

Critical Assessment of the Method

One of the important advantages of continuous
ECG recordings is that it collects a vast amount
of data under real-life conditions; this permits
beat-to-beat analysis for a far more precise
and wvalid interpretation of the QT-related
arrhythmogenic risk (Luebbert et al. 2016).
Indeed, dynamic beat-to-beat QT interval
analysis compares the QT interval to individual
cardiac cycles from all normal autonomic
states at similar RR intervals, thus eliminating
the need for correction functions; in this
way, beats with QT intervals exceeding a critical
(subject-specific) limit can be flagged as
outlier beats for further arrhythmia vulnerability
assessment (Coris et al. 2016). Furthermore,
such beat-to-beat techniques can also be used to
assess the QT-TQ interval relationship known as
ECG restitution (Olsen et al. 2015).

Further procedures allow evaluation of
highly sensitive prognostic criteria, such as
QT-dispersion, heart rate variability, and
heart rate turbulence; other methods speci-
fically conceived to quantify arrhythmogenic
risk are under development (Abdelghani et al.
2016).

Additionally, continuous ambulatory electro-
cardiography provides for a better characteriza-
tion of the diurnal variability and the
implications thereof for the timing of drug
administration.
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period, detrended with a 5 degree polynomial (upper
panel) and the corresponding power spectral density
(PSD) function estimated with Welch’s method (lower

Turbulence Onset 24 Hour Holter
Monitoring ECG

Purpose and Rationale

Heart rate turbulence (HRT) is a phenomenon
that was discovered by Georg Schmidt’s group
in mid-1990s in Munich. HRT is defined by
minute changes in ventricular cycle length fol-
lowing premature ventricular contractions
(PVC) (Watanabe 2003). After a premature ven-
tricular contraction, the normal response is a
brief initial increase in heart rate, followed by a
return to baseline. These changes are the result of
premature  ventricular  contraction—induced
hemodynamic disturbances, and the speed at
which they happen ultimately provides informa-
tion regarding cardiovascular autonomic func-
tion. Clinical investigations showed that
patients in whom this fluctuation of sinus rhythm
was absent showed a higher mortality rate. Heart
rate turbulence is qualified by two parameters:
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panel) (Reprinted from Bartels R, et al. SinusCor: an
advanced tool for heart rate variability analysis. Biomed
Eng Online. 2017; 16(1):110 under license to BioMed
Central Ltd. and CC BY License)

turbulence onset and turbulence slope (Fig. 5).
Turbulence onset is the relative change in the RR
interval caused by a premature ventricular con-
traction, and turbulence slope is the rate of
change of the RR interval back to baseline.
Heart rate turbulence can also be induced
through the use of intracardiac pacing performed
in the electrophysiology laboratory or through an
implanted pacemaker or an ICD. One contempo-
rary protocol for measuring induced heart rate
turbulence involves computing turbulence slope
and turbulence onset following 10 ventricular
extrastimuli with a coupling interval of 60—70%
of the sinus cycle length.

Procedure
In 2008, the International Society for Holter and
Noninvasive  Electrocardiography  (ISHNE)

published a consensus statement on the standards
of measurement, mechanism, and clinical
applications.
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Evaluation

Heart rate is influenced by myriad of intrinsic
oscillations due to change in posture or activity
or mental state or stress (Huikuri et al. 2009).
Therefore, a plot of RR interval has a jagged
stochastic appearance (tachogram). Computa-
tion of HRT uses PVC as anchor point.
The PVC tachogram sequence should include
two sinus rhythm RR intervals before the
PVC, the coupling interval and compensatory
pause and 15 subsequent sinus RR intervals.
All intervals not having compensatory pause or
contaminated by PVC are excluded from the
equation:

(RR; +RR,) — (RR_; + RR_,)

TO =
(RR_; +RR ;)

x 100

Critical Assessment of the Method

Broadly speaking, HRT predictive capabilities of
mortality, cardiac mortality, and also arrhythmic
mortality rank with, or even exceed in some occa-
sions, conventional linear HRV (Huikuri and
Stein 2013). Limitations concern patients with
atrial fibrillation, where this analysis is not
feasible.

Symbolic Dynamic Analysis: Theory
of Chaos

Purpose and Rationale

The analysis of the symbolic dynamics of the
heart rate describes the nonlinear features of
HRV. In this technique, the RR intervals are
named by different symbols based on the length
of the RR intervals. For shorter electrocardio-
graphic recordings, for example, four different
symbols can be used, and for longer 24-h record-
ings, the number of the symbols can be
increased, e.g., up to six. After the definition of
symbols (alphabets), words, which are from
three or four successive alphabets in length
and start from each successive beat, are formed.
The complexity of the data time series is deter-
mined from the distribution of the words using
appropriate mathematical methods (Voss et al.
1996).

I. I. Vranic

Procedure

The conversion of a time series into a symbol
string may be done using several methods
(Fig. 6). The first one divides symbol into
two or more value ranges, depending on how
many symbols we wish to utilize. Value
ranges can be absolute bands or based on signal
averages or standard deviation (SD), for
example, A, B, C, D, and sequence like:
ABCCDABAACBDACDCCBDABBADDCA-
CC. The shape of distribution may itself act
as a basis of further analysis, but it is also
possible to measure the order related to the dis-
tribution in the terms of entropy. The simplest
such measure is Shannon’s entropy.

Evaluation

This method of symbolic dynamics is a useful
approach for classifying the dynamics of HRV.
By means of this method, the inner motions of
the time series can be investigated (Gimeno-
Blanes et al. 2016). Parameters of the time
and the frequency domain often leave these
dynamics out of consideration. In comparison
with all other methods of nonlinear dynamics
(NLD) for HRV analysis, symbolic dynamics is
the method with the closest connection to phys-
iological phenomena and is relatively easy to
interpret.

Critical Assessment of the Method

HR fluctuations can be analyzed using many
different methods and approaches. No
single method is clearly superior to other
techniques. The physiological interpretation of
the results is often difficult especially in the
case of nonlinear methods, because the
unpredictable portion of the HR fluctuation
can be due to chaotic behavior and/or stoc-
hastic component. The basic idea behind sto-
chastic modeling is that the unpredictable
component is not a perturbation but an
essential part of the dynamical behavior of
the system. However, symbolic dynamics
gives a solid basis for Shannon entropy,
i.e., with potent modulation analysis in
pharmacodynamics.
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Nonlinear Indexes of Cardiovascular
Variability

The nonlinear theory has been growing among
physiologists and physicians aiming to explain
the workings of biological phenomena, highly
complex, dynamic, and interdependent, where
the system behavior differs from the behavior of
its parts or elements (Haugaa et al. 2010).

The exponent of power-law, approximate
entropy (ApEn) analysis, and detrended fluctua-
tion (DFA) are nonlinear methods recently intro-
duced to the study of HRV.

Entropy is a measure of randomness or disor-
der, as included in the second law of thermody-
namics, namely the entropy of a system that tends
toward the maximum. Different states of a system
tend to evolve from ordered configurations to less
organized settings. Referring to the time series
analysis, the ApEn provides a measure of the
degree of irregularity or randomness within a
series of data. Entropy was originally used by
Pincus (1991) as a measure of system complexity,
where smaller values indicate greater regularity,
and higher values lead to more disorder, random-
ness, and complexity of the system. For instance,
with a drop in the ApEn, heart rate becomes more
regular with age in both men and women.

The DFA is a technique that characterizes the
variation pattern through measuring scales. DFA
has been specifically developed to distinguish
between intrinsic fluctuations generated by the
complex system and those caused by external or
environmental stimuli acting on the system. The
variations that arise due to extrinsic stimulation
are presumed to cause a local effect, while the
intrinsic variations due to the dynamics of the
system are assumed to exhibit a long-term
correlation.

The analysis of the Poincare plot or Lorenz
plot is considered as based on nonlinear dynamics
by some authors. The Poincare plot is a
two-dimensional graphical representation of the
correlation between consecutive RR intervals,
where each interval is plotted against the next
one, and its analysis can be done qualitatively
(visually) by evaluating the shape formed by its
attractor, which shows the degree of complexity
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of the RR intervals, or quantitatively, by fitting an
ellipse to the figure formed by the plot from where
the indexes are taken: SD1, SD2, and SD1/SD2
ratio. SD1 represents the dispersion of points per-
pendicular to the line of identity and appears to be
an index of instantaneous beat-to-beat variability
(i.e., the short-term variability which is mainly
caused by respiratory sinus arrhythmia), while
the SD2 represents the dispersion of points along
the line of identity and it characterizes long-term
HRV. The SD1/SD2 ratio shows the relationship
between short- and long-term RR interval varia-
tions. Despite the fact that Poincare plot is primar-
ily considered a nonlinear technique, it has been
shown that SD1 and SD2 can be obtained as a
combination of linear time domain HRV indexes.
Therefore, alternative measures are still needed to
characterize nonlinear features in Poincare plot

geometry.

Fuzzy Logic Concepts

The possibility of using mathematical methods
and theories for data analysis has opened up a
range of possibilities for the study of pathophys-
iological behaviors of cardiovascular variability.
Large volume of data can be more easily assessed
and analyzed with fuzzy logic. In order to better
understand the onset and development of impor-
tant pathologies, the autonomic nervous system
activity can be explored through dynamical fuzzy
logic models (Fig. 7), such as the discrete-time
model and the discrete-event model. Fuzzy logic
approaches are able to perform nonlinear mapping
or predictions involving more than one cardiovas-
cular parameter and to explore possible relations
among these parameters, which normally would
not be considered as a possibility. Fuzzy logic
represents a flexible system that adequately
describes nonlinear and complex systems since
the resulting function can be written as a weighted
linear combination of the system inputs and,
therefore, it can resemble a nonlinear function as
needed. For this reason, fuzzy logic methods are a
feasible solution to consider in the absence of
prior mathematical description between input-
output variables.
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Fig. 7 The Bland—Altman plot of rFuzzyEn of DPV for
all subjects in the two groups. The black solid line indi-
cates the mean and the green dotted line indicates the
upper and lower bounds of the mean + 2 SD, respectively
(Reprinted from Ji L, et al. Analysis of short-term
heart rate and diastolic period variability using a refined
fuzzy entropy method. Biomed Eng Online. 2015; 14:64
under license to BioMed Central Ltd. and CC BY
License)

Considering the Sugeno Fuzzy Logic formula-
tion, the system output z can be modeled from

z:Zi: leiziZi: lei,z:Zi

= leiziZi = 1Nwi,

where N corresponds to the number of fuzzy rules
andzi = >_j = lnaixj +cizi= >_j = lnaixj +ciis
a linear combination of the system inputs x;,j = 1,

n. The rule weights are obtained as
wi = IIj = Inl'Fij(xj)wi = I1j = Inl"Fji(xj) where
r F’, is the membership function of rule 7 and input x;.
Although membership functions may assume dif-
ferent shapes, the Gaussian function is rather a pop-
ular choice in the literature due to its symmetry and
dependence on mean and variance, which corre-
spond respectively to the center and the width of
the membership function.
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Fuzzy logic has the singular characteristic to
combine empirical knowledge (described as lin-
guistic rules) and knowledge directly extracted
from the data, enabling an easier way to interpret
the outcomes in a physiological perspective. This
mathematical model may be a reliable method to
evaluate the influence of the autonomic nervous
system over cardiovascular control in healthy and
diseased subjects.

The main advantage of the use of fuzzy logic
systems comes from their power to deal ade-
quately with the uncertainty. In particular, this
approach tolerates imprecise data, and it is
focused on the “plausibility” of occurrence
rather than the traditional binary response “0”
or “1.” For example, while a given measurement
of a certain biological variable such as stress may
convey a person as being “content,” the same
measurement may reveal a status of “dissatisfac-
tion” for another one. Thus, biological variables
that vary from person to person and are closely
influenced by external and internal changes
direct themselves toward fuzzy logic model of
analysis, where the application of methods of
investigation based on zero and one, true and
false does not apply. Cardiovascular signals are
characterized by a great intra- and inter-
individual variability, besides imprecise mea-
surements due to limited resolution of acquisi-
tion systems. Additionally, it is believed that
traditional statistical methods may not capture
all the information needed to describe disease
in its complexity and dynamics. In this context,
fuzzy logic may be a more reliable alternative to
traditional methods.

Applications of Fuzzy Logics

to the Analysis of Cardiovascular
Variability

fuzzy logic approaches have been recently used in
the cardiovascular field in different contexts
including applications in signal processing and
monitoring, classification, prediction, or control.
One approach consists of extracting the relevant
features from one or more cardiovascular signals,
which are then integrated into a fuzzy logic
scheme aiming at the identification of the pres-
ence or the quantification of a pathological state.

Fuzzy logic methods have been successfully
integrated in control systems. For instance dur-
ing anesthesia, mean arterial pressure was con-
trolled based on the error between desired and
measured values, allowing it to control the bal-
ance between the unconsciousness and the side
effects caused by the hypnotic drug. Also during
anesthesia, hemodynamic changes were success-
fully modeled considering drug dose level alter-
ations as inputs of the fuzzy system. In
hemodialysis condition, fuzzy logic has also
shown to be capable of effectively control
blood pressure trends, using ultrafiltration rate
as input. Such a system allowed an overall reduc-
tion of 40% of the most severe episodes in
hypotension-prone subjects.

Abnormal cardiac rhythms have been identi-
fied using artificial neural network and fuzzy
interactions based on nonlinear heart period R-R
features, such as spectral entropy, Poincare
SD1/SD2, and Lyapunov exponent. Also based
on R-R features, fuzzy logic was used for ECG
beat classification to detect arrhythmic and ische-
mic heartbeats. Fuzzy logic approaches showed
efficiency in improving oscillometric cuff pres-
sure measurements by properly detecting outliers
and noise artifacts.

With the goal of evaluating autonomic nervous
system function, fuzzy logic has been used to
choose the optimum subset of time, frequency,
and nonlinear variables related to sympathetic
and parasympathetic activities on HRV. Fuzzy
logic approach has been used in a classification
scheme to jointly evaluate results of several auto-
nomic tests, e.g., head-up tilt test and active pos-
tural change, using both time and spectral analysis
of heart rate and of diastolic blood pressure series.
Similar fuzzy logic schemes were used for the
information fusion of relevant features extracted
from multimodal cardiovascular signals, such as
heart period R-R and systolic blood pressure, for
the detection of life-threatening states in cardiac
care units.

Recently, fuzzy logic methods have been
employed to effectively describe blood pressure
and heart period R-R coupling and, therefore,
have the potential to improve time domain
baroreflex sensitivity (BRS) estimation. The
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autoregressive linear analysis approach for BRS
estimation has limitations when cardiovascular
regulation is depressed. Liu et al. proposed a
hybrid model consisting of a parallel modular
structure with an autoregressive and a fuzzy
logic system, to study simultaneously linear and
nonlinear heart rate and blood pressure coupling
mechanisms (Liu et al. 2008). This approach illus-
trates the utility of combining more traditional
methods with fuzzy logic, which could be of
advantage in diseased conditions when cardiovas-
cular system regulation is afflicted.

Time domain BRS methods based on sponta-
neous data typically assume blood pressure and
heart period R-R linearity and provide single
slope estimation, regardless of the blood pressure
value. In this context, fuzzy logic methods can
contribute to establish a BRS dependent of blood
pressure level, similarly to time domain blood
pressure pharmacological methods. Recently,
fuzzy logic has been used to analyze spontaneous
R-R series as a function of blood pressure
values, comparing performances in real and
surrogate data.

Critical Assessment of the Method

The optimized definition and number of symbols
have to be validated on larger clinical studies with
more patients involved. It is necessary to check
which symbol definition has to be adapted by
applying symbolic dynamics to patients with
atrial fibrillation.

The renormalized entropy (ReEn), as a mea-
sure of a relative degree of order, has to
find stationary periods in the time series. The
influence of instationarities can theoretically
lead to misinterpretation due to contradictory
results.

Strain Imaging on Echocardiography

Purpose and Rationale

Strain and strain rate are novel imaging tech-
niques that measure changes in length and/or
thickness of myocardial fibers. Those methods
have been incorporated into routine clinical prac-
tice only since recently.
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Procedure

Strain is ideally suited to quantify myocardial
function regionally, but with the introduction of
speckle tracking, a new parameter for global left
ventricular (LV) function assessment called
“global strain” has been introduced (Iwano et al.
2011). In the longitudinal direction, global longi-
tudinal strain reflects the deformation along the
entire LV wall which is visible in an apical image.
The measurements from all three apical views are
combined to give an average global longitudinal
strain (GLS) value (Haugaa et al. 2013).

Evaluation

Strain is defined as the fractional change in length
of a myocardial segment relative to its baseline
length, and it is expressed as a percentage. Strain
rate is the temporal derivative of strain, and it
provides information on the speed at which the
deformation occurs. Strain is a vector and the
complete description of the complex deformation
of a piece of myocardium requires three normal
and six shear strain components. For practical
reasons, the normal strains which are preferred
for clinical use are oriented along the coordinate
system of the LV; they describe radial thickening
and thinning as well as circumferential and longi-
tudinal shortening and lengthening. Lengthening
or thickening of the myocardium is represented by
positive strain values, whereas negative values
represent shortening or thinning. The most com-
monly used parameter is longitudinal strain,
which can be expected to be around 20% in all
regions of the LV.

It must be noted that myocardial deformation is
load dependent (Klaeboe et al. 2017). Therefore,
strain and strain rate measurements must be
interpreted considering ventricular wall thickness
and shape as well as pre- and after-load.

GLS lower limit of normality has been
established in —18% (Kocabay et al. 2014).

Critical Assessment of the Method

Although speckle-tracking echocardiography
(STE) (Fig. 8) has significantly contributed to
improve the evaluation of LV function and has
the potential to improve SCD risk stratification
(Leren et al. 2017), certain limitations of the
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Fig. 8 Global longitudinal strain and mechanical disper-
sion in a patient with hypertrophic cardiomyopathy
(Reprinted from: Book “Sudden cardiac death: Predictors,
Prevalence and Clinical Perspectives”, Chapter “The role

technique should be stated. First, strain has been
considered a less load dependent measure; how-
ever, variations in loading conditions can lead to
different results, this is important in patients with
acutely decompensated heart failure in which
therapy and improvement in loading conditions
might lead to different values. Second, as calcula-
tions for strain-derived parameters are derived
from 2D images, the presence of artifacts
(shadowing, reverberations) can lead to inade-
quate tracking and inaccurate strain and mechan-
ical dispersion (MD) values (Fig. 9). This is
especially true when several segments are not
correctly tracked. Third, interchangeability of
strain among different vendors, and software ven-
dors is also an issue important to take into
account, as values have shown to be different
among them. The impact of this issue regarding
mechanical dispersion has not been specifically
addressed; however, as tracking algorithms differ

EF 60%
GLS -13%
MD=73 ms

of novel echocardiographic techniques for primary preven-
tion of sudden cardiac death”, pp. 267-86, 2017, Editor
Ivana I Vranic, with permission from Nova Science Pub-
lishers, Inc. New York)

among vendors, MD might be very likely also
affected by this issue. Lastly, the adequate mea-
surement of strain needs training and results from
less experienced operators differ from more expe-
rienced ones.

Myocardial Mechanical Dispersion

Purpose and Rationale

The diagnosis of mechanical dyssynchrony
(Fig. 10) induced by the presence of infarction
scar and/or conduction abnormalities in patients
with an ejection fraction (EF) of < 35% may be
associated with a greater propensity for inducing
serious ventricular arrhythmia (ventricular tachy-
cardia (VT), ventricular fibrillation (VF)) and sud-
den cardiac death (Claus et al. 2015). The
assessment of regional myocardial function
using tissue Doppler echocardiography (TDE)
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Fig. 9 Electrical and mechanical dyssynchrony coupling
demonstrated by UHFQRS and speckle tracking echocar-
diography (STE) in patient 2 suffering from LBBB. The
figure compares the UHF electrical dyssynchrony and the
mechanical dyssynchrony of the septum and LV lateral
wall. Myocardial shortening is coded by the orange/red
color and myocardial lengthening by the blue color.
(a) UHFQRS, V1 (blue) and V6 (green) leads. (b) Nor-
malized UHFQRS map. (¢) Detail from STE map tempo-
rally synchronized with A and B. (d) V1-V6 ECG.
UHFDYS and UHFDYS ALL electrical dyssynchrony

allows for noninvasive analysis of the regional
mechanical dysfunction (LV mechanical disper-
sion) (Abduch et al. 2014).

Procedure

The time to maximum myocardial shortening,
including postsystolic shortening, if present, is
measured from the ECG onset Q/onset R-wave
in each of 16 segments of left ventricle. The max-
imum myocardial shortening from a representa-
tive strain curve with a shortening duration of a
minimum of 50 ms is used in the time analyses.
Segments in which no shortening is present are
excluded. To quantify LV mechanical dispersion,
the SD of the 16 different time intervals to maxi-
mum myocardial shortening is used; this parame-
ter is defined as mechanical dispersion. An

myocardial
yacan . lengthening

are 61 ms and 74 ms, respectively, — black horizontal
bars. (a) The time delay of mechanical motion between
the onset of myocardial deformation of the middle septum
and the middle lateral wall is 87 ms — orange horizontal
bar. (¢) The green horizontal bar defines delay 48 ms
between the first electrical UHF activation in V2 lead and
onset of mechanical myocardial deformation of the middle
septum (Reprinted from Jurak P, et al. Ventricular
dyssynchrony assessment using ultra-high frequency
ECG technique. J Interv Card Electrophysiol. 2017; 49
(3):245-254 under license to CC BY License)

alternative measure for mechanical dispersion is
the difference between the longest and shortest
time interval from ECG onset Q/onset R-wave to
the maximum myocardial shortening in each indi-
vidual. This parameter was defined as the delta
contraction duration.

Evaluation

Clinical implications of measurements of
mechanical dispersion and global strain in post-
myocardial infarction (MI) patients add important
information about the risk of arrhythmia beyond
the EF. Importantly, in patients with a preserved or
slightly reduced EF, mechanical dispersion of
70 ms identified post-MI patients with an
increased risk of life-threatening arrhythmias.
According to current guidelines for primary
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Fig. 10 Examples of different ventricular electrical acti-
vation patterns. (a) Averaged QRS complexes, V leads.
(b) Averaged UHFQRS of'leads V1 (blue) and V6 (green).
(¢) UHFQRS maps. From lefi: healthy heart QRSd 81 ms,
patient 3 — RBBB, QRSd 139 ms, patient 4 — LBBB, QRSd
190 ms, and patient 5 with WPW syndrome with right

prevention, post-MI patients with an EF 35%
should be considered for ICD therapy. The novel
principles might be useful to identify the risk of
arrthythmias in post-MI patients with relatively
preserved EF who do not fulfill current ICD indi-
cations (EF 35%).

Critical Assessment of the Method

Future trials should investigate whether mechanical
dispersion and global strain can be used to select
additional patients for ICD therapy among the
majority of post-MI patients with a relatively pre-
served EF in whom current ICD indications fail.

Systolic Function

The systole extends from the end of the late dia-
stolic filling (closure of the mitral valve) to the
start of the next isovolumetric systolic relaxation
phase (closure of the aortic valve); therefore, it
includes the isovolumetric contraction phase
(until opening of the aortic valve) and the ejection
phase(s); the right ventricle contracts first, then
shortly followed by the left ventricle.

Ak

LBBB

RV pre-excitation

lateral accessory pathway QRSd 105 ms (Reprinted from
Jurak P, et al. Ventricular dyssynchrony assessment using
ultra-high frequency ECG technique. J Interv Card Electro-
physiol. 2017; 49(3):245-254 under license to CC BY
License)

Performance and energy requirements of the
heart muscle and heart pump depend on preload
(ventricular filling), heart rate, afterload (the
“load” that the heart must eject blood against
aortic input impedance as defined by total periph-
eral resistance, arterial conductivity and distensi-
bility, and wave reflections), and inotropy (load
and heart rate independent performance).

Systolic Time Intervals

Purpose and Rationale

Systolic time intervals (STI) are the time equiva-
lents of the electromechanical systolic (forward)
pump performance.

Procedure

Relevant segments can be derived from the simul-
taneous high-speed registration of the electrocar-
diogram (ECG), phonocardiogram (PCG), carotid
pulse mechano-cardiogram, impedance cardio-
gram (ZCG), or by echocardiography. Although
there is some delay between central events and
their peripheral reflection, this has relatively little
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impact on the accuracy of the estimation of the
timing of central events. The preejection period
(PEP) corresponds to the duration of the iso-
volumetric contraction phase from the start of
the ECG Q-wave up to the start of the ejection
(opening of the aortic valve, between the first and
second component of the first PCG heart sound);
the left ventricular ejection time (LVET) from the
start of the systolic ejection (end of PEP) up to the
end of the ejection (closure of the aortic valve,
between the first and second component of the
second PCG heart sound, nadir of the carotid
pulse wave, nadir of the dZ/dt-curve by ZCG,
etc.); the total electromechanical systole (QS2)
then corresponds to the sum of PEP and LVET.

An increase in HR shortens STIs, LVET, and
QS2 in particular, whereas the PEP is less
HR-dependent. Accordingly, there are numerous
attempts to “correct” STI for HR (STI,).

Evaluation
The PEP reflects the isovolumetric contraction
time (ICT); the PEP is shortened by an increase
in HR, an increase in preload (ventricular filling),
a decrease in afterload, and by a positive inotropic
stimulation. Accordingly, the PEP is particularly
sensitive to medications that induce inotropic
stimulation and vasodilatation (“inodilators™),
provided there is no restriction of venous return.
Inotropic stimulation increases the ventricular
ejection time (VET) only slightly; accordingly,
the shortening of the QS2. and the reduction of
the PEP/VET-ratio (“Weissler-Index”), which are
often propagated as “contractility indices,” are
predominantly defined by the shortening of the
PEP. A reduction in afterload shortens the PEP,
prolongs the HR-corrected VET with a reduction
of the PEP/VET-ratio, whereas the QS2, is hardly
changed. Vasodilatation-induced changes in STI
are hardly changed by concomitant beta-
adrenoceptor blockade and atropine; therefore,
PEP and VETc can be assumed to be (also) highly
afterload dependent, whereas the QS2, is not.
Normally, the electrocardiographic QT-interval
is shorter than the QS2. Adrenergic stimulation
and other forms of inotropic stimulation prolong
the QT-interval relatively to the shortening of the
QS2. Accordingly, the shortening of the QS2/QT-
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ratio has been propagated as one of the many “con-
tractility indices.” There have been some early
applications in clinical cardiology, but no applica-
tion in cardiovascular clinical pharmacology.

Critical Assessment of the Method
HR-corrections of STI are based on historic linear
regressions in quite small samples. It is doubtful
that these equations are stable and universal.
Indeed, it is hardly likely nor can it be verified
that they can be extrapolated to further subjects
and different experimental conditions. Further-
more, these HR-corrected STIs are meaningless
mechanically since HR is an intrinsic determinant
of pump action, performance, and efficiency. A
shortening of the PEP or QS2 should only then be
accepted as an index of enhanced “contractility” if
a simultaneous change of vascular load can be
excluded.

The value of STI in cardiovascular clinical
pharmacology relates particularly to their excel-
lent reproducibility and high pharmacosen-
sitivity: STI have been wused in clinical
cardiology to monitor progressing pump dys-
function including iatrogenic cardiomyopathies;
in cardiovascular clinical pharmacology, STI
have been used to characterize cardiotonics, neg-
ative inotropics, reduction in preload, and stress
interventions.

STI have been very important in the late 1980s
and throughout the 1990s for the noninvasive
characterization of drug effects on systolic perfor-
mance. Now, such methods appear antiquated also
since there are no modern state-of-the art devices
to measure and analyze STI.

Myocardial Performance Index (Tei)

Purpose and Rationale
The echocardiographic myocardial performance

or “Tei” index (MPI) is the modern analogue of
the STL.

Procedure

MPI is based on the estimates of the isovolumetric
contraction and isovolumetric relaxation time
(ICT and IRT) and ejection time (ET) obtained
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by pulsed-wave Doppler (PWD) or tissue Doppler
echocardiography of the mitral annulus (TDE).

Evaluation

Doppler echocardiographic ICT, IRT, ET, and
MPI are important tools in clinical cardiology
for the noninvasive follow-up of patients with
myocardial infarction, major cardiac surgery, and
after heart transplantation.

Critical Assessment of the Method

These methods have the important add-on advan-
tage to assess both systolic and diastolic function
and to be able to distinguish between left and right
ventricular function.

The MPI (= (ICT + IRT)/ET) estimates were
shown to have high diagnostic accuracy for heart
failure, but with distinct and method-specific
diagnostic cut-offs. The methods rely on a very
high level of analyst expertise: they are observer
dependent and not economic; the latter aspects
might explain why such methods find little appli-
cation in the experimental evaluation of cardiac
drug effects, in spite of the wealth of information
that could be gained.

Noninvasive Estimates of Stroke
Volume and Cardiac Output

Purpose and Rationale

The stroke volume (SV) and cardiac output
(CO = HR x SV) are the volume equivalents of
the systolic cardiac pump function.

Procedure

Several noninvasive methods have been investi-
gated and propagated for the experimental inves-
tigation of SV and CO:

* Carbon dioxide rebreathing (indirect Fick
method).

* Transthoracic impedance cardiography (ZCQ).

+ Diastolic pulse contour analysis (“PCA”), i.e.,
analysis of noninvasive radial artery pulse
wave forms by means of a third-order, 4-cle-
ment modified Windkessel model of the circu-
lation quantifying the Windkessel model

criteria: systemic vascular resistance (SVR),
large artery “capacitive” compliance (Cl1),
small artery “oscillatory”/“reflective” compli-
ance or “reflectance” (C2), and inductance (L —
inertance of blood). This method uses an esti-
mate of SV from the ejection time (ET), heart
rate (HR), body surface area (BSA), and age,
and all PCA-criteria (SVR, C1, C2, and L) rely
on this estimate (and the constraints of its algo-
rithmic simplicity).

+ Systolic pulse wave analysis (“PWA”): recon-
struction of the pulse wave form of the ascend-
ing aorta from distant (carotid/brachial/radial)
pulse wave contours by means of a validated
general transfer function (GTF) deriving the
central augmentation index (Alx), the time to
wave reflection (Tr as a measure of central
aortic compliance), and algorithmic estimates
of central hemodynamics.

+ Echocardiographic techniques: M-mode echo-
cardiography, two-dimensional echocardiogra-
phy, three-dimensional echocardiography.

o Transthoracic = pulsed wave  Doppler
echography of the aorta ascendens, trans-
esophageal Doppler echography, etc.

Evaluation

The older devices required tedious signal analysis
and complex nonautomated signal and data pro-
cessing, which relied on public algorithms; newer
methods are mostly highly automated “black-
boxes” with proprietary algorithms that often are
device-specific nonpublic “adaptations” of the
original algorithms.

Critical Assessment of the Method
Invasive measurements of SVand CO are method-
specific estimates relying on a “black-box” anal-
ysis of the dilution of a controlled injection of dye
or a cooled volume of saline (“thermodilution”).
In intensive care medicine, newer methods
have been introduced that are called “minimally”
invasive: they provide for continuous hemody-
namic monitoring without repeated central cathe-
ter dilution; they monitor systolic function based
on wave/contour analysis of (invasive) arterial
peripheral pulses with or without calibration
with pulmonary artery thermodilution. The surge
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of “minimally” invasive methods also illustrates
(1) the need for reliable methods for continuous
monitoring and (2) the lack of satisfaction with
and acceptance of truly noninvasive methods to
meet this requirement.

The related constraints are illustrated in the fol-
lowing by the past and present positioning of trans-
thoracic impedance cardiography (ZCG) in the
clinical pharmacological characterization of inves-
tigational changes in cardiovascular function.

ZCQG is based on the observations in the 1930s
and 1940s that typical changes occur in transtho-
racic impedance (Z) to a high-frequency
low-voltage alternating current (AC) applied
through the thoracic cage during the cardiac
cycle; these changes were originally primarily
seen as the consequence of volume shifts with an
increase in volume and decrease in impedance
during systole and a decrease in volume and
increase in impedance during diastole; now it is
understood that the contour of the time course of
the negative velocity of the transthoracic imped-
ance changes (dZ/dt) is analogous with the blood
flow velocity in the central large vessels and the
differential of the carotid pulse curve, while also
including venous and right ventricular compo-
nents. In clinical cardiology, there was little inter-
est in such rheological plethysmographic
concepts because of the various invasive methods
that became available. The need for noninvasive
monitoring methods in the aerospace industry led
to the first impedance cardiographic applications.

The registration of the ZCG signals is not
observer-dependent, but the analysis of the signals
(delineation of the ejection time and measurement
of dZ/dty,.x) is. Originally, ZCG analyses also
included an assessment of STI and therefore
required the simultaneous registration of at least
three signals (ECG, ZCG, PCQG); the ZCG signal
has points of repair to delineate the start and the
end of the LVET, albeit that these are more easily
and accurately identified if the PCG and carotid
pulse curve (4-channel method) are recorded as
well. In the early 1980s, this approach, which
required tedious 3- or 4-channel signal analysis,
was frequently used in cardiovascular clinical
pharmacology, since it permitted an almost con-
tinuous monitoring. In the mid-1980s, an
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alternative method became popular; it was partic-
ularly attractive since it used less inconvenient
spot rather than adhesive tape electrodes, was
fully automated, and relied only on the ECG and
ZCG; furthermore, this method used its own phys-
iologic algorithm and equations to estimate SV,
the results of which disagree grossly with those
according to the conventional equation by
Kubicek applied on the same signals; furthermore,
the lack of support information (PCG and/or
carotid pulse curve) makes the method less accu-
rate in estimating LVET and, accordingly, SV.

Conventional ZCG is well reliable and highly
sensitive for drug effects, inodilatory effects in
particular; they may agree with other invasive
and noninvasive methods but often appear to
overestimate SV and the changes thereof. The
alternative methods have a similarly high repro-
ducibility and are sensitive but may be less accurate
in estimating LVET and, accordingly, SV. However,
all three have limited validity since they yield
method- and device-specific estimates of SV that
are not unlikely to be affected by substantial
method/subject/effect-interaction.

The fate of ZCG is exemplary for most nonin-
vasive cardiovascular methods: they are method-
and device-specific estimates that may be very
reproducible and sensitive, for drug effects in
particular; they have a limited validity since they
do not generally agree well with the established
golden standards; this per se does not preclude
their usefulness, provided this limitation is under-
stood and accounted for, also since the golden
standards may prove impractical or impossible to
use in similar collectives. However, in order to be
useful, these methods need to be accepted as such.
In drug development, this means that data gener-
ated with such methods need to be useful and
acceptable for regulatory purposes. However,
with the exception of ICH E14, there is no regu-
latory need or benefit in pursuing cardiovascular
endpoints in early development studies. In the
framework of “lean” drug development, this
means that there is little demand for such studies.
Accordingly, it has become difficult to improve
their hardware and software to meet present-day
quality standards and to keep the required opera-
tional expertise. Due to these latter constraints, it
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has become even more difficult to satisfy regula-
tory requirements. In consequence, several of
these methods, although evidenced to be highly
informative, are no longer available. Newer
methods, especially those related to pulse wave
velocity and pulse wave contour analysis or
Doppler echocardiography may find a similar
fate unless they find high acceptance in clinical
cardiology.

Diastolic Performance

Purpose and Rationale

The diastole extends from the end of the systolic
ejection (closure of the aortic valve) to the start of
the next isovolumetric systolic contraction phase
(closure of the mitral valve); therefore, it includes
the isovolumetric relaxation phase (until opening
of the mitral valve); the rapid filling phase, which
begins when LV pressure falls below left atrial
pressure and the opening of the mitral valve and
involves interaction between LV suction (=active
relaxation) and viscoelastic properties of the myo-
cardium (= compliance); diastasis, i.e., when left
atrial and left ventricular pressures are almost
equal and left ventricular filling is essentially
maintained by the flow coming from pulmonary
veins using the left atrium as a passive conduit;
and atrial systole, which corresponds to left atrial
contraction and ends with the closure of the mitral
valve. The diastole is far more dependent on the
HR than the systole and the diastolic filling lasts
longer when the HR is slower.

According to the European Cardiology Soci-
ety, establishment of the diagnosis of diastolic
heart failure requires: (1) the presence of a clin-
ical syndrome of heart failure (dyspnea or fatigue
at rest or with exertion, fluid overload, pulmo-
nary vascular congestion on examination, or
X-ray); (2) demonstration of an ejection frac-
tion 50%; and (3) demonstration of diastolic
dysfunction (The European Study Group on Dia-
stolic Heart Failure 1998). Others prefer the
term “heart failure with a normal ejection frac-
tion” (HFNEF), characterized by elevated ven-
tricular filling pressures and abnormal filling
patterns to allow for a better distinction between

active and passive components, emphasizing
that HFNEF may occur with or without impair-
ment of the isovolumetric relaxation (active
dysfunction).

Removal of calcium from the myofilaments
and uncoupling of actin—myosin cross-bridge
bonds govern the rate of myocardial relaxation
and thus the rate of ventricular pressure decline.
This active component of diastole is typically
characterized by the time constant of relaxation
(t), determined by fitting a mono-exponential
curve to the isovolumetric section of the ventric-
ular pressure curve. Subsequently, the mechani-
cal properties of the ventricle are determined by
passive factors, such as the degree of
myocellular hypertrophy (myocardial mass),
cytoskeletal and extracellular matrix properties,
and chamber geometry; this is reflected by the
end-diastolic  pressure—volume relationship
(EDPVR) and the features derived from it: ven-
tricular chamber stiffness (i.e., slope of EDPVR
at a given volume [dP/dV]) and compliance (the
mathematical reciprocal of stiffness). Both are
load dependent and are no measures of load-
independent diastolic function (lusitropy). In
consequence, diastolic dysfunction may involve
either or both active or passive ventricular prop-
erties. With an increased t (which is typically
observed with all forms of hypertrophy, and
with aging), a higher mean left atrial pressure
may be required to achieve normal filling vol-
umes, especially at high heart rates. However, an
increased t is not ubiquitously associated with
elevated mean left atrial pressure and heart fail-
ure. Instead, shifts of the EDPVR have been
suggested to be a predominant factor of the
hemodynamic and symptomatic abnormalities
of heart failure in HFNEF: a leftward/upward
shifted EDPVR is indicative of decreased cham-
ber capacitance, whereas a rightward/down-
ward-shifted EDPVR (increased ventricular
capacitance) occurs in all forms of dilated car-
diomyopathy (remodeling). Accordingly, there
are various conditions with distinctly different
properties of the passive and/or active diastolic
components that may result in HFNEF (The
European Study Group on Diastolic Heart
Failure 1998).
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Procedure
An in-depth analysis of diastolic function requires
invasive investigations to assess the pre-

ssure—volume relation along the overall cardiac
cycle, which permits to derive t, end-diastolic
stiffness, etc.

Noninvasively, Doppler ultrasound record-
ings of transmitral and pulmonary venous
flow velocities and time intervals are useful
alternatives, and Doppler echocardiography
has become the primary tool for identifying
and grading the severity of diastolic
dysfunction in patients demonstrating elevated
ventricular filling pressures and abnormal
filling patterns.

This involves the determination of the early
diastolic velocity (E), atrial velocity (A), decel-
eration time of E velocity (DT), and the iso-
volumetric relaxation time (IVRT) from the
transmitral Doppler signals. Complementary
evaluation of pulmonary venous flow might be
of interest; further methods rely on tissue Dopp-
ler technology and color M-mode derived flow
propagation rate. These investigations are car-
ried out at rest with controlled maneuvers
(Valsalva, leg lifting).

Evaluation

In contrast to inotropic changes, lusitropic
changes of diastolic function are not regularly
investigated and characterized except in
patients with post-myocardial infarction dys-
function and other forms of heart failure.
Furthermore, there are no drugs that are
targeted specifically on improving diastolic
function, albeit that ancillary positive lusitropic
properties have been demonstrated for some
medications.

Investigation of diastolic properties might be
of interest in differentiating responsiveness to
therapy and lack thereof in the evaluation of treat-
ments of heart failure, but is only rarely used in
this context.

In hypertension, diastolic function is also of
interest since diastolic dysfunction is inherent to
concentric left ventricular remodeling that is com-
monly seen in hypertensives.
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Critical Assessment of the Method

Load-independent diastolic function (lusitropy)
suffers from the same conceptual validity con-
straints as inotropy (load and heart rate indepen-
dent systolic function). The lack of distinction
between true lusitropy and passive components
of diastolic performance is obvious. However,
this does not preclude that the procedures to char-
acterize ventricular relaxation and filling (even if
composite and ambiguous criteria) provide a bet-
ter understanding of the overall cardiac function.

Echocardiographic Evaluation
of Coronary Flow Reserve

Purpose and Rationale

Coronary flow reserve (CFR) can be assessed by
echocardiography through direct measurement of
coronary blood flow velocity at rest and during
adenosine stress test at the window of distal left
anterior descending artery, using transthoracic
Doppler signal and could be applied and used to
calculate the ratio between peak test velocity/
baseline velocity which correlates with invasively
measured coronary flow reserve (CFR).

Procedure

Routinely performed in larger cardiosurgery cen-
ters. CFR is performed with several techniques
(PET, MRI, and Doppler echocardiography).
Peak stress blood flow measured by ergometry
alone is a less powerful predictor of outcomes
than CFR, possibly because CFR taken as the
ratio of peak stress and rest blood flows may better
isolate vasodilator capacity and reduce systematic
errors in measurement.

Evaluation

In the evaluation of need for surgery, CFR is
measured in culprit arteries. If CFR < 2, then
bypass surgery is indicated. CFR > 2.0 is for
medicamentous treatment. Noninvasive assess-
ment of coronary vasodilator function provides
incremental risk stratification beyond routine
measures of clinical risk, including estimates of
LV systolic function and the extent and severity of
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myocardial ischemia and scar, and results in a
meaningful incremental risk reclassification of
patients with known or suspected CAD.

Critical Assessment of the Method

A CFR < 2.7 by transthoracic echocardiography
has demonstrated good accuracy (87% specific
and 82% sensitive) for detecting CAV. In addi-
tion, echocardiographic CFR has been reported
to have prognostic value for CAV-related major
cardiac events (3.3 relative risk of death,
myocardial infarction, congestive heart failure,
or need for percutaneous intervention at a mean
of 19 months). A CFR < 2.9 can detect a maxi-
mal intimal thickness of >0.5 mm by intravas-
cular ultrasound (IVUS) with 80% sensitivity,
100% specificity, and 89% negative predictive
value.
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Abstract

Rare diseases of cardiac arrhythmias are called
channelopathies which represent clinically
challenging task to cope with and are consid-
ered as unrestricted area for drug innovations.
The development of more effective medica-
tions that increases quality of life and reduces
symptom burden, hospitalizations, and mortal-
ity ruminate prudent action. Pathophysiologi-
cal basis of cellular mechanisms of
antiarrhythmic drug actions is still uncovered
for interpretation of pharmacovigilance results.
Current therapeutic control of arrhythmias is
moreover driven by clinical and demographic
characteristics of patient groups then to indi-
vidual, patient-specific and/or phenotype or
genotype features. Contemporary limitations
of pharmaceutical understanding on cellular
mechanisms for clinical pharmacodynamics is
the future key to unlock vast possibilities of
innovation in electrocardiography industry.
Accurate measurement of electrocardiograms
(ECQ) is critical for effective diagnosis of
patient’s cardiac functions. Detailed examina-
tion of filters’ effects on ECG accuracy, repro-
ducibility and robustness covering a wide
range of available commercial products can
provide valuable information on the relation-
ship between quality and effectiveness of fil-
ters, and assessments of patients’ cardiac
functions. The fact that standard ECG device
comprises several limitations when it comes to
signal acquisition due to large ambient noise
and inherent restrictions of technique applied,
it is of utmost importance to modernize elec-
trocardiography or at least to incorporate novel
diagnostic techniques such as fragmented QRS
(fQRS), heart rate variability (HRV), T peak-T
end (TpTe), heart rate turbulence (HRT) and T
wave alternans (TWA) that all have predictive
value for pharmacovigilance.
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Part 1 Pharmacovigilance on
Crossroads

Rare diseases of cardiac arrhythmias are called
channelopathies which represent clinically chal-
lenging task to cope with and are considered as
unrestricted area for drug innovations. The devel-
opment of more effective medications that
increases quality of life and reduces symptom
burden, hospitalizations, and mortality ruminate
prudent action (Skinner et al. 2019).

Physiological grounds of newly understood
pathways underlying cardiac arrhythmias have
opened up novel possibilities for mechanism-
based therapeutic approaches (Schwartz et al.
2017). Existing management of arrhythmias is
moreover driven by clinical and demographic
characteristics of patient groups then to individ-
ual, patient-specific, and/or phenotype or geno-
type characteristics. The significance of cellular
intrinsic parameters that are applicable for clinical
pharmacodynamics is the future key to unlock
vast possibilities in electrocardiography diagnos-
tics. Therefore, main focus should be on must-to
innovations which will be clinically relevant and
dealing with this problem. Pathophysiological
basis for cellular mechanisms of antiarrhythmic
drug actions should be covered as to correctly
interpret pharmacovigilance results.

Delayed Afterdepolarization and “Re-
entry” Culprit Initiator

Discovery of the cellular mechanisms of delayed
afterdepolarization and “re-entry” culprit initiator
mechanism is so-called target zone of antiarrhyth-
mic drug action. However, pharmacological pro-
gress was largely concentrated on empirical,
rather than particular mechanism-based approach
(Imbrici et al. 2016). The rapid progress in pacing
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device industry and ablation-driven approaches
compared to the relatively poor outcome of phar-
macological rhythm control treatment may have
reduced the interaction between clinical electro-
physiologists (whose primary interest is improv-
ing the health and quality of life of patients) and
basic electrophysiologists (who are constantly
driven by novel scientific discoveries) conse-
quently resulting in a gap, which may take years
to succumb and reach the clinical setting. Apart
from effective and safe rhythm control strategies
which are primary, we still need solid diagnostics
in everyday clinical practice.

Fundamental Heterogenetic
Mechanisms of Cardiac Arrhythmias

Pronounced heterogeneities exist in mechanisms,
presentation, treatment, and outcome, between
different cardiac arrhythmias and also between
patients with the same type of arrhythmia. None-
theless, arrhythmias require a vulnerable substrate
to induce acute initiating triggering event. Both
components can be genetic or even acquired due
to advancing age or concomitant cardiovascular
risk factors that promote abnormal impulse for-
mation (ectopic activity) and/or abnormal impulse
conduction (resulting in re-entrant activity) that
are considered major fundamental mechanisms of
arrhythmia.

DAD Ectopic Activity and “Re-entry”

Ectopic activity is the local generation of action
potentials (APs) outside the normal activation
sequence, which can serve as an initiator of re-
entry—mediated arrhythmias or maintain the fibril-
lation process when occurring repetitively at high
frequency. Polymorphic ventricular tachycardia
(VT) or ventricular fibrillation often originate
from the Purkinje system, which is characterized
by distinctive electrophysiological characteristics
that promote the generation of the ectopic excita-
tions and which can be targeted by catheter abla-
tion (Fonseca and Vaz da Silva 2018). In addition,
ectopic excitations may trigger premature ventric-
ular contractions which worsen myocardial

function and contribute to increased mortality in
patients with structural heart disease. Mechanisti-
cally, ectopic activity results from abnormal auto-
maticity or triggered activity resulting from early
afterdepolarizations (EADs) or delayed afterd-
epolarizations (DADs). Abnormal automaticity,
i.e.,, spontaneous AP generation from normally
quiescent tissue, is often mediated by a reduction
in ion currents that stabilize the resting membrane
potential (RMP; e.g., the basal inward rectifier
potassium current, IK1) or an increased activity
of hyperpolarization-activated pacemaker chan-
nels responsible for the funny current (Wang
et al. 2017). On the other hand, EADs typically
result from excessive AP duration (APD), provid-
ing time for reactivation of L-type calcium chan-
nels. Finally, DADs result from calcium-handling
abnormalities, whereby spontaneous calcium-
release events from the sarcoplasmic reticulum
(SR) through so-called ryanodine receptor type-2
(RyR2) channels activate a transient-inward cur-
rent, mediated largely by the sodium/calcium-
exchanger (NCX), which depolarizes RMP and
can trigger a new AP. An increased incidence of
spontaneous calcium-release events can be due to
RyR2 dysfunction or increased SR calcium load.
A classic example of the latter is arrhythmic activ-
ity induced by cardiac glycoside intoxication,
where inhibition of the sodium—potassium-
ATPase increases the intracellular sodium concen-
tration (Garcia-Elias and Benito 2018).

This leads to increased cytosolic calcium by
reducing the driving force of calcium efflux via
NCX at resting membrane potential and
supporting reverse-mode NCX-mediated calcium
entry during the AP. The resulting increased SR
calcium load not only explains the positive ino-
tropic effect of cardiac glycosides but also favors
spontaneous calcium release and DADs. Re-entry
is considered the primary arrhythmia maintaining
mechanism. Conceptually, re-entry describes a
stable circulating excitation. Re-entry can occur
around an anatomically defined in excitable core
when the product of the effective refractory period
(ERP) and conduction velocity (the so-called
wavelength) is sufficiently small, allowing the
tissue to become re-excitable before the re-enter-
ing impulse arrives. As such, structural
remodeling, particularly fibrosis, strongly
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promotes re-entry (Crotti and Kotta 2017). Re-
entry may also occur on purely a functional
basis. The classical “leading-circle” concept
describes re-entry around a continuously refrac-
tory core with a circuit size equal to the wave-
length. However, the notion that sodium channel-
blocking agents are effective in cardioversion of
atrial fibrillation (AF) challenged this concept,
since conduction slowing is believed to stabilize
re-entry according to the “leading-circle” concept
rather than suppressing it. Based on this paradox,
the “spiral wave” concept has been developed,
wherein re-entry proceeds around an excitable
but continuously unexcited central tissue and
maintenance of re-entry depends on the balance
between the wave front excitatory currents — the
“source” and the properties of the unexcited tissue
—the “sink.” Spiral wave re-entry, often visualized
as rotors, represents a major pathophysiological
concept in AF and rotor ablation has been
suggested as a potential ablation strategy of per-
sistent AF.

Progress to Conduction Disturbances

Cardiac fibrosis, as a hallmark of structural
remodeling, is promoting slow, heterogeneous
conduction and spatial dispersion of repolariza-
tion. This process separates double helicoidal
muscular band into parts of inactivity. In parallel,
basic science has identified those mechanisms
underlying the proliferation of fibroblasts and
their differentiation into myofibroblasts, which
play a central role to numerous stress signals
activated in many cardiovascular diseases,
resulting in excessive collagen production and
fibrosis (Arbustini et al. 2018).

Re-entry mechanisms that promote slow con-
duction are also mediated by gap-junction
remodeling, resulting in impaired electrical cell-
to-cell coupling. The preclinical studies have
shown that expression of connexin-43, a predom-
inant constituent of ventricular gap-junction chan-
nels, has been reduced under pathological
conditions (e.g., post-myocardial infarction), con-
tributing to slowed conduction, and that gene
transfer of connexin-43 reduce the occurrence of
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ventricular tachycardia in pigs, providing an
important proof-of-concept for the antiarrhythmic
effects of targeting the mechanisms underlying
slow conduction (Lau et al. 2015).

Experimental models that successfully identi-
fied the major underlying signaling pathways
were indicating of targeting these pathways, either
using clinically approved drugs (e.g., angiotensin-
converting enzyme inhibitors, aldosterone antag-
onists) or through new targets (e.g., microRNAs
such as miR-21 or miR-29) which may limit the
development of a proarrhythmic substrate. How-
ever, there are increasing evidence that applying
such therapy would need early start before exten-
sive fibrosis occurs. Some observations stated that
fibrosis and structural alteration can be partly
reversible, if an underlying condition is effec-
tively treated.

T-Wave Alternans

Cardiac alternans represents beat-to-beat alterna-
tions in the ST segment or the T-wave. At the
cellular level, APD alterations underlie T-wave
alternans (TWA) on recorded ECG signal. When
APD alternans become spatially discordant, a
small reduction of cycle length may result in uni-
directional block followed by re-entry and initia-
tion of ventricular fibrillation, thus providing a
mechanical coupling between TWA and sudden
cardiac death (SCD). Basic science has revealed
that cardiac alternans is often accused of perturbed
cellular calcium signaling. In support of this
impression, normalization of SR calcium han-
dling in animal models of heart failure (HF) has
been shown to lessen the incidence of cardiac
alternans and ventricular arrthythmias. Thus, nor-
malization of RyR2 function and SR calcium
behavior may be promising targets to prevent
development of alternans and SCD.

Inherited Channelopathies
Inherited channelopathies are key examples of

cardiac diseases in which basic science has pro-
vided important systematic understanding of
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pathophysiology (Batul et al. 2017). This has led
to the development of specific diagnostic tests
such as the ajmaline experiment in Brugada syn-
drome (Campuzano et al. 2015) and QTc evalua-
tion during stress test in long and short QT
syndromes (LQTS, SQTS), and importantly the
continued study and development of mechanism-
based therapeutic methodologies such as late
sodium channel block in LQT3 and the use of
flecainide in catecholaminergic polymorphic ven-
tricular tachycardia (CPVT), which have already
partially entered the clinical guidelines.

Long and Short QT Syndrome

Both pathological elongation (LQTS) and hasten-
ing (SQTS) of cardiac repolarization can predis-
pose patients to atrial and ventricular tachycardia
(AT/VT) and SCD (Lieve and Wilde 2015). Such
mutations in KCNQ1 and KCNH2/HERG potas-
sium channel and SCN5A sodium channel genes
(recognized in the 1990s) were accused of 15 genes
linked to LQTS. Nevertheless, mutations in six
genes were found to be liaison to SQTS. An
improved understanding of the biophysical signif-
icances of these mutations (complete loss of func-
tion vs. change in voltage-dependence of the
respective currents) and the exact location of the
mutations within the channels (pore-region vs. C-
and N-terminus) may have clinical importance for
risk forecast. Categorization of the biomechanical
channel characteristics of the mutated channels and
their response to sympathetic activity have helped
identify the importance of EADs and sympathetic
stimulation as proarrhythmic triggers, providing
the scientific foundation for beta-blocker therapy
(or left cardiac sympathetic denervation) as a pillar
of antiarrhythmic therapy in LQTS. The subse-
quent generation of genetic (knock-out/knock-in)
and transgenic (mouse and rabbit) models of LQTS
has provided significant understandings into the
major role of spatial and temporal APD heteroge-
neities as an arrhythmogenic substrate. Mecha-
nisms underlying genotype-specific differences in
arrhythmia beginning (Prakash and Sharma 2016)
[sustained sympathetic activity (sports), LQT1;
sudden sympathetic activation (startle), LQT2]

contributing to clinically observed genotype differ-
ences in the efficacy of beta-blocker therapy have
been recognized. The detrimental role of bradycar-
dia and short-long-short sequences as triggers for
VTs has been detected in patients and established in
(animal) models. In addition, the potential of geno-
type-specific therapeutic approaches has been dis-
covered: in genetic murine LQT3 models, with
pathologically enhanced late INa, sodium channel
blockers mexiletine, flecainide, and the more selec-
tive GS967 exert a mechanism-directed, genotype-
specific antiarrhythmic effect (Cheung et al. 2016).
Similarly, recent clinical data reveal that LQT3
patients benefit from QT-shortening and anti-
arrhythmic effects of sodium channel blockers
mexiletine, flecainide, ranolazine, and eleclazine.
The 2015 ESC guidelines for the prevention of
SCD thus mention sodium-channel blockers as a
potential add-on therapy in patients with LQT3.
Moreover, proarthythmic effects of estradiol due
to increased APD heterogeneities and EADs have
been shown in transgenic LQT2 rabbit models,
contrasting with anti-arrhythmic, protective effects
of progesterone due to shortening of cardiac
refractoriness and reduced EAD formation.
These data suggest progesterone-based therapies
might constitute novel antiarrhythmic tactics in
female LQTS patients. In SQTS, mechanisms of
arrhythmogenesis are less well implicit than in
LQTS and therefore effective antiarrhythmic
treatment options are scant. The recent develop-
ment of genetic/transgenic animal models of
SQTS (zebrafish, rabbit) has the perspective to
close this gap and help to develop mechanism-
based antiarrhythmic therapeutic approaches.

Brugada Syndrome

Brugada syndrome (BrS) is regarded as by typical
precordial ST-segment elevations on the surface
ECG and an increased risk for SCD caused by
ventricular arrhythmia (Honarbakhsh et al. 2018).
The identification of SCN5A as an important dis-
ease gene in BrS suggested that the syndrome was
a monogenetic disorder, similar to LQTS. “Loss-
of-function” mutations in other genes, implicated
in cardiac sodium (GPDI1L, SCN1B, SCN3B) or
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calcium (CACNA1C, CACNB2) channel expres-
sion, were also associated with BrS, as well.
“Gain-of-function” mutations in KCND3, by con-
trast, demonstrated an involvement of increased
transient-outward potassium current Ito, in the
pathogenesis of BrS. Interestingly, recent data
suggested SCN10A and its gene product Navl.§,
primarily expressed in the nervous system and
only to a minor extent in the heart, as an important
disease gene in BrS, although one study did not
confirm this view. However, only ~30% of BrS
cases may be explained by the 22 disease-associ-
ated genes known so far, pointing to a multifacto-
rial source of the malady. This view was fueled by
recent findings that hearts of BrS patients often
show subtle structural changes, in particular in the
right ventricular outflow tract (RVOT),
suggesting a distinct cardiomyopathy. This is
pathophysiologically important as such regions —
either caused by channelopathy or even more
complex mechanisms — may give rise to areas of
low voltage and electrical zig-zag conduction that
constitute a substrate for micro re-entry as the
arrhythmogenic basis of the syndrome. Observa-
tions in BrS patients undergoing electrophysio-
logical study and reports of successful
radiofrequency ablation of life-threatening parts
in the RVOT further substantiated this pathogno-
monic finding, constructing the support of the
depolarization hypothesis. Accordingly, localized
slow conduction in the RVOT creates the origin of
typical ECG fluctuations in right precordial leads.
The repolarization hypothesis, by contrast, postu-
lates an imbalance of ion currents during phase 1
of the right ventricular epicardial AP, mediated by
transmural differences in the outward potassium
current Ito (Chen et al. 2014) and genetic or drug-
induced reduction of INa, underlying the ECG
pattern and the induction of arrhythmias in BrS.
Regardless which of the two hypotheses more
precisely reflects the underlying mechanisms, it
is an essential finding of basic electrophysiologi-
cal exploration that reflects a misalliance of
depolarizing current (in particular INa) and Ito,
as well as distinct phases of bradycardia, are major
drivers of arrhythmogenicity in BrS. Therefore,
modulation of the INa/Ito relation has an impor-
tant role in current clinical diagnostic risk
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stratification and therapeutic approaches in BrS,
including: (1) the application of sodium-channel
blockers as a diagnostic test for inducibility of
Brugada ECG (ajmaline or flecainide test), (2)
the use of quinidine to decrease arrhythmic bur-
den in BrS patients by inhibiting Ito, (3) the use of
isoproterenol or other p-adrenergic stimuli in
arrhythmogenic storm to increase depolarizing
current (in particular L-type calcium current;
ICa, L) and avoid bradycardia, (4) avoidance of
drugs that decrease Ina or increase Ito (see http://
www.brugadadrugs.org), and (5) avoidance of
fever to prevent temperature-induced INa/Ito mis-
match. However, currently, the only way to safely
prevent SCD is the implantation of an implantable
cardioverter defibrillator (ICD), representing vital
necessity for basic and translational research to
provide better mechanism-based diagnostic and
therapeutic strategies (Vranic 2017).

Catecholaminergic Polymorphic
Ventricular Tachycardia (CPVT)

CPVT is an extremely risky inherited arrhyth-
mogenic disorder branded by episodes of polymor-
phic VT and SCD in the setting of exercise or
emotional stress. In recent years, significant pro-
gress has been made to understand the underlying
mechanisms, which has positively influenced the
therapy of CPVT patients. The molecular basis of
CPVT has mostly been ascribed to dysfunction of
the RyR2 channel, encouraging calcium-handling
abnormalities, DADs, and triggered activity, partic-
ularly during increased sympathetic tone when SR
calcium load increases and RyR2 channels become
hyperphosphorylated, further promoting their dys-
function. In cca. 65% of CPVT patients, this RyR2
dysfunction is due to mutations in the RYR2 gene
itself (CPVT1), but mutations in proteins regulating
RyR2 function as part of the macromolecular com-
plex that controls SR calcium release (e.g.,
calsequestrin-2 or calmodulin), which can indirectly
promote RyR2 dysfunction, have also been defined.

Current data from animal models of CPVT
propose that the primary weaknesses in calcium
handling may also cause sinoatrial node (SAN)
dysfunction, fibrosis, atrial  arrhythmias,
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exaggerated left ventricular (LV) hypertrophy,
and HF. These results might explain why some
affected individuals exhibit bradycardia and atrial
arrhythmias, in addition to CPVT. Furthermore,
they provide a direct mechanic link between a
primary calcium handling disease and structural
remodeling in the heart (Spears and Gollob 2015).
This could have more general repercussions for
other pathologic states.

The identification of the primary arrhythmogenic
mechanisms has played a vital role in the treat-
ment of CPVT patients, which comprises inhibi-
tion of sympathetic activity (beta-blockers or left
cardiac sympathetic denervation) and the use of
flecainide. The role of flecainide in CPVT repre-
sents a major example of the interaction between
basic scientists and clinicians. It was initially
established in mice and applied as a proof of
concept in two CPVT patients, but has since
then become a class Ila guideline recommenda-
tion. However, the exact antiarrhythmic mecha-
nism of flecainide remains a topic of debate and
may involve a combination of sodium channel
block (preventing triggered activity), inhibition
of RyR2 (reducing the likelihood of spontaneous
SR calcium-release events), or indirect effects on
intracellular calcium handling due to changes in
intracellular sodium (Posselt et al. 2015). Based
on the underlying mechanisms of CPVT, RyR2
dysfunction is considered a promising therapeutic
target. Several RyR2-stabilizing compounds,
including K201/JTV-519, S107 and carvedilol
analogues, have indeed shown promise in preclin-
ical studies. Of particular clinical interest are the
effects of dantrolene, an RyR-stabilizing drug
approved for the treatment of malignant hyper-
thermia, which also has antiarrhythmic effects in
CPVT patients.

Electrical Conduction Defects

Cardiac conduction defect (CCD) also comprises
primary genetic forms, although most cases arise
from age-related fibrotic degeneration of the con-
duction system. The yield of genetic testing in
CCD is around 30%. Isolated CCD can be caused
by mutations in SCN5SA (progressive familial

heart block 1) or TRPM4 (progressive familial
heart block 2). In association with cardiomyopa-
thy, CCD was linked to LMNA and PRKAG?2
mutations. Patients with such mutations are also
at risk of ventricular arrhythmias rendering further
decision-making regarding ICD implementation
important (McNamara et al. 2015). Furthermore,
mutations in NKX2-5 and TBXS cause CCD in
association with congenital heart disease. Thus,
evidence for genetic forms of CCD can signifi-
cantly improve stratification of patients, as it con-
stitutes a prognostic indicator for the course of
disease with or without a syndrome comorbidity
(Ackerman 2015).

Hereditary Sinus Node Disease

Loss or dysfunction of SAN cells results in sinus
node disease (SND), embracing sinus bradycar-
dia, SAN block or arrest, and bradycardia-
tachycardia syndrome (BTS). In the mainstream
of cases, SND is idiopathic and occurs age depen-
dent, either by cellular dysfunction of SAN cells
or degeneration of the formerly intact SAN. Loss-
of-function mutations in SCN5SA are an
established pathomechanism (sick sinus syn-
drome 1). Electrophysiological studies and com-
puter-visualized techniques successfully revealed
malformed channels that cause either abnormal
slow pacing or even produce SAN send-off
block. Besides, mutations in HCN4 underlie a
significant proportion of the pacemaker current
If in the SAN, which cause hereditary sick sinus
syndrome and bradycardia-tachycardia syndrome
evenly. It is observed that HCN4 “gain-of-func-
tion” mutations are associated with inappropriate
sinus tachycardia. Functional investigations
showed that HCN4-R524Q mutant channels, het-
erozygous in nature, carried and affected by fam-
ily members, have an increased cAMP sensitivity
resulting in an augmented funny-current at base-
line leading to a hastier resting heart rate. Thus,
improper sinus tachycardia has potential genetic
background, which increases the possibility of
hereditary features. Importantly, contemporary
research of If and its underlying ion channels,
have built the basis for ivabradine (the first
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clinically available If blocker) targeting impulse
formation in the SAN. This pharmacological
mechanism is successfully depleted to heal
patients with chronic stable angina and HF.

Drug-Induced, Reversible
“Channelopathies”

Diverse drugs can phenocopy ECG features and
arrthythmias resembling genetic channelopathies
by interacting with different cardiac ion channels.
A variety of them cause, for example, acquired
LQTS and BrS-particularly in patients harboring
single-nucleotide polymorphism variants or even
silent disease-causing mutations. A range of drugs
causing acquired LQTS block HERG-encoded
IKr. Yet, drugs may also cause acquired LQTS
by blocking other currents such as IKs (e.g., iso-
flurane) or IK1 (e.g., midazolam). Drug-induced
BrS is often caused by sodium-channel-blocking
class 1 drugs. On the whole, acquired drug-
induced “channelopathies” and arrhythmias are
much more widespread than rare genetic forms
and exploring their mechanisms has important
preclinical and clinical repercussions to prevent
adverse drug effects.

Pharmacology Safety Methods

Each newly developed pharmacological agent
endures broad cardiac safety testing to exclude
any proarrhythmic accountability. Until recently,
cardiac safety assays predominantly involved
high amount of screening HERG blockade early
on and a so-called “thorough QT study” as to
assess possible repolarization elongation during
drug development. However, extensive basic sci-
ence studies have established that HERG screen-
ing alone has limited sensitivity and specificity to
identify proarrhythmic composites, which has
urged a more integrative tactic to assess the car-
diac safety of new compounds. The Comprehen-
sive In vitro Proarrhythmia Assay (CIPA)
initiative advocates the use of (1) screening of
ion-channel-blocking effects beyond HERG
alone, (2) in silico integration of these findings
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to assess overall effects on ventricular repolariza-
tion, and (3) use of integrated biological systems
such as induced pluripotent stem cell-derived
cardiomyocytes (IPSC-CM).

Ischemic Cardiomyopathy (ICM)

Ischemia-induced release of reactive oxygen spe-
cies, so-called “free radicals,” produce an increase
of intracellular sodium. This is due to sodium/
hydrogen exchange and inhibition of the sodium/
potassium-ATPase initiated activity. This process
is driven by hypoxia or secondary depletion of
ATP. Within hours after ischemia had arisen, asso-
ciated cytokine and chemo-attractant mediated
endothelial dysfunction, as well as induction of
apoptosis, autophagy, platelet aggregation, and
micro-embolization have happened. Neutrophil
accumulation as well as macrophage and T-cell-
mediated cell damage was a matter of devastation
process. While acute ischemia/reperfusion injury
may primarily lead to ventricular fibrillation,
myocardial infarction-related scars (specially the
border zone between infarcted and vital myocar-
dium) are an important substrate for VT occur-
rence in ICM. Infarcted tissue and concomitant
changes in excitability of cardiomyocites and con-
duction instabilities may lead to perpetual re-
entrant VT.

Pharmacological treatment of ventricular
fibrillation is presently incomplete. Class I antiar-
rhythmic drugs are contraindicated due to aug-
mented risk for arrhythmia-associated sudden
cardiac death as shown in the “Cardiac Arrhyth-
mia Suppression Trial” (CAST). After the CAST
study had eliminated the use of class I antiarrhyth-
mic drugs in ICM, several antiarrhythmic com-
pounds have undergone evaluation, as the
alternative compound amiodarone, besides its
antiarrhythmic potential, had been shown to
have cumulative toxicity in many body organs.
The Class III antiarrhythmic compound, MS551
(nifekalant), was described to have antiarrhythmic
properties shortly after the CAST results had been
published. This pyrimidine derivative leads to
frequency-dependent AP-prolongation. It has
voltage- and frequency-dependent inhibitory
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properties on HERG-encoded IKr with high affin-
ity for the “open state” of IKr. As described above,
this is known to possibly induce an acquired form
of QT-interval prolongation with the risk for fatal
polymorphic tachycardias including Torsade de
Pointes. However, unlike other class III agents, it
also has agonistic/facilitating effects on HERG
current. Nifekalant has a high potency for desta-
bilization and early termination of spiral wave re-
entry and to prevent VT/ventricular fibrillation
after acute myocardial infarction. It also improves
electrical defibrillation efficacy in this setting.
However, nifekalant is only approved in Japan
for the treatment of life-threatening ventricular
tachyarrhythmias. Another class III antiarrhyth-
mic compound, SSR149744C (celivarone), is,
like amiodarone, a benzofuran derivative; how-
ever, unlike amiodarone, it is not iodinated and
thus exerts less organ toxicity. Celivarone has
antiadrenergic and angiotensin II antagonistic
effects and is a multi-ion channel blocker. Similar
to amiodarone, it is a weak sodium channel
blocker with additional IKr, IKs, and IKI1
blocking properties, but exerts less effective IK,
ACh-, IKvl.5-or ICa, L blockade. In the
ICARIOS-trial, celivarone showed a 46% (non-
statistically significant) reduction in VT/—ventric-
ular fibrillation-triggered ICD shock therapies;
however, in the ALPHEE Study, celivarone was
not effective for the prevention of ICD interven-
tions or death.

To date, according to the European Society of
Cardiology guidelines, only beta-blockers (in
the nonacute phase of MI) and amiodarone are
recommended in ischemia-related ventricular
fibrillation or VT associated with heart failure.
Therefore, it seems urgently necessary to search
for other treatment options of ischemic cardio-
myopathy-associated arrhythmias. A very recent
and interesting approach comes from experimen-
tal data from a pig animal model which evaluated
cardiac remodeling in an ischemia/reperfusion
setting with or without administration of the
Class III antiarrhythmic compound dronedarone.
In a meticulous transcriptome profiling and com-
bined proteome analysis of post-infarction
remodeling, the authors found the levels of 879
transcripts in the infarction border zone, seven

Table 1 ECG parameters and their behaviors prior to
ventricular arrhythmias

Behavior
ECG Increase/
parameter Presence | prolongation Decrease
QT./QT,i/ v
QT4 fQRS
ER v
VLP v
HRV v v
iCEB v v
QT v
dynamicity
HRT v (TO) v (TS)
TWA v
TpTe v

transcripts in the myocardial infarction area, as
well as 51 proteins in the unaffected left ventricle
and 15 proteins in the border zone affected by
dronedarone treatment. All findings were
supported by disease/function charts and an inte-
grated network established by combined
“omics.” Table 1 shows transcriptomics with
the most predominant changes in gene expres-
sion. Although dronedarone is not approved for
ventricular arrhythmias, this approach highlights
the importance of myocardial infarction border
zone in ICM. Secondly, it may lead to similar
evaluation approaches for future antiarrhythmic
compounds that can improve our understanding
of arrhythmogenesis on a subcellular trans-
criptome and proteome level.

Autonomic Nervous System

Autonomic imbalance characterized by increased
sympathetic activation and parasympathetic with-
drawal, along with changes in density and spatial
distribution of the intrinsic efferent innervation of
the ventricles, may account for the timing of clin-
ical presentation of arrhythmias after ventricular
injury. Sympathetic hyperinnervation in the ven-
tricle occurs post-MI and has been linked to ven-
tricular arrhythmias. Whereas nerve growth factor
(NGF) stimulates axon growth, its precursor, pro-
NGF, triggers axon degeneration and may be
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involved in regional denervation after myocardial
injury. Additionally, denervated reperfused
infarcts display p-adrenoreceptor supersensitivity.
Both sympathetic hyperinnervation and denerva-
tion of the ventricles can lead to heterogeneous f3-
adrenoreceptor activation, either through local-
ized catecholamine release or localized -
adrenoreceptor supersensitivity. This nonuniform
sympathetic activation increases the risk of focal
triggers and creates gradients of repolarization,
increasing the susceptibility for re-entry. Attempts
to therapeutically reduce sympathetic activation
or sympathetic nerve sprouting (e.g., by cardiac
sympathetic denervation or renal denervation) or
to increase cardiac parasympathetic tone (e.g., by
baroreceptor stimulation) reduce arrhythmias in
animal models and selected cohorts of patients.

Nonischemic Cardiomyopathy

Nonischemic cardiomyopathies include genuine
dilated or congestive cardiomyopathy (DCM)
and special cases such as arrhythmogenic right
ventricular cardiomyopathy/dysplasia (ARVC/
D). While in ICM usually focal areas with post-
ischemic/MI fibrosis and scarring can be found
that lead to reduced myocardial contractility, as
contrary to ARVC/D where it is found as early
pathognomonic sign (Vranic 2012), in DCM the
impaired myocardial contractility is generally dis-
persed. Pathophysiology of VT generation in
DCM is as complex as its variety of genetic
causes. Nowadays, an abundance of genes and
alleles that contribute to phenotypic DCM have
been identified. Gene alterations of TTN (coding
for Titin, 12-25% of DCM), LMNA (coding for
Lamina/C, 4-8% of DCM), DES, VLC, and
FLNC (coding for cytoskeletal proteins, each
around 1% of DCM) significantly contribute to
the DCM phenotype. While DSP, coding for
desmoplakin, also contributes to DCM, other des-
mosome changes instead result in ARVC/D. Loss
of RNA-binding protein 20 (RMB20), which is a
RNA-binding protein of a spliceosome of TTN
and calcium/calmodulin-dependent protein kinase
II (CaMKII) delta, leads to a clinically aggressive
form of DCM. Despite similar left ventricular
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function, altered calcium handling increased
arrhythmic burden (44% vs. 5%) when RBM20
mutation carriers were compared to TTN mutation
carriers. Therefore, ICa, L-blockers may possibly
reduce arrhythmia burden in this disease entity.
Besides playing a role in LQTS3 and BrS,
SCN5A mutations can also lead to DCM or
ARVC/D. In some cases with a gain-of-function
mutation in the sodium channel (i.e., in p.R222Q
mutation carriers), class I antiarrhythmic agents
have been reported to decrease arrhythmogenic
burden and improve left ventricular function. In
ARVC/D, several desmosomal and
desmosomal gene mutations have been identified
to induce phenotypic disease. Desmosomal genes
include plakophilin 2, desmoglein 2, and
desmoplakin gene mutations contributing to half
of all cases. Nondesmosomal changes include
amongst others gene mutations in the RyR2,
phospholamban, Lamin A/C, Desmin, Titin, and
transforming growth factor 2. Pharmacological
treatment options include beta-blockers in all
ARVC/D phenotype patients, as well as sotalol,
amiodarone, and mexiletine. In selected patients,
epicardial ablation may be considered. Besides
antiarrthythmic drugs, experimental data of
mouse models have shown reduced structural
and electrical remodeling leading to arrhythmia
reduction by blockade of the renin-angiotensin-
system. The direct renin inhibitor aliskiren was
shown to have antiarrhythmic potential by re-
establishing normal ventricular conduction veloc-
ities due to restoration of connexin 43 expression
in a DCM mouse model. Also, the angiotensin II
receptor antagonist candesartan was able to par-
tially reverse pro-arrhythmic down-regulation of
Kv4.2 (Ito channel protein), KChIP2 (auxiliary
subunit of Kv4.2), and Kv1.5 (IKur channel pro-
tein) in another DCM mouse model. To date,
however, most treatment approaches in DCM are
symptomatic or prophylactic and not driven by
pathophysiologic understanding of the disease or
underlying genetic pathology. Therefore, the main
goal for the future is to gain further knowledge
about underlying disease pathology at the organ,
cellular, and subcellular levels in order to translate
this knowledge into mechanism-based therapeutic
approaches.

non-
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Atrial Arrhythmias

Atrial arrhythmias, particularly AF, are the most
common cardiac thythm disorders and are associ-
ated with increased rate of stroke, HF, and death.
Great efforts have been undertaken to understand
the underlying arrhythmic mechanisms and
improve treatment options. Although there are
now many sophisticated therapeutic options avail-
able, antiarrhythmic therapy remains unsatisfac-
tory. In contrast, pacemakers are the accepted
standard therapy for patients with bradycardia.
Similarly, patients with accessory-pathway or
AV-nodal re-entry syndromes, such as Wolff—Par-
kinson—White syndrome, are usually successfully
treated with ablation therapy.

Atrial Tachycardia (AT)

ATs are subdivided based on underlying mecha-
nisms into focal tachycardias and macroreentrant
tachycardias, also designated as atrial flutter.
Focal ATs commonly arise in the absence of pre-
existing structural heart disease and can occur at
any age with no gender preference. The auto-
nomic nervous system likely contributes to the
initiation of focal AT, which can be triggered by
changes in posture, belching, and swallowing.
Pathomechanisms of focal AT include abnormal
automaticity (19%), triggered activity (25%), and
microre-entry (56%). Focal ATs due to triggered
activity are likely to be mediated by DADs. Focal
ATs may also be caused by microre-entry, which
refers to a small reentrant loop which is below the
resolution of current mapping systems. Adenosine
can be used to distinguish re-entry from other
mechanisms underlying AT (Vranic and Matic
2006). Adenosine binding to Al-receptors leads
to dissociation of Gi-proteins and to activation of
a repolarizing potassium current (IK,ACh), due to
direct interaction with the Gi-protein pfy-subunit.
The resulting stabilization of the RMP terminates
focal AT caused by afterdepolarizations, tran-
siently suppresses AT due to abnormal automatic-
ity, but does not affect AT based on re-entry
mechanisms. The current knowledge surrounding
underlying AT mechanisms is not yet sufficient to

guide antiarrhythmic drug choice, but may help to
understand why certain treatment options may be
effective in some patients while ineffective in
others. There is hope that the future development
of selective drugs may provide new therapeutic
options for mechanism based therapy of AT.

Remodeling Evolution of Atrial
Fibrillation

The “atrial fibrillation creates atrial fibrillation”
idea states that the longer AF persists, the greater
inducibility and stability of AF, i.e., the better the
likelihood that AF will perpetuate. These basic
research findings summaries the clinical observa-
tion that AF is a highly progressive disease. The
developing nature of AF is fundamentally due to
atrial remodeling process on the cellular and tissue
level so basic research has been instrumental in
unravelling these processes. Atrial remodeling
comprises processes such as the electrical, contrac-
tile, structural, and calcium-handling remodeling.
The electrical remodeling is characterized by an
intense reduction in atrial remodeling caused by
shortening of atrial myocyte APD. The previous
is due to altered regulation and expression of ion
channels, e.g., diminished ICa, L- and short-lived
outward potassium current (Ito), and augmented
inward rectifier potassium currents and TASK-1
(K2P 3.1) current. The contractile remodeling is
caused by numerous mechanisms including dam-
aged calcium handling and dysregulation of the
sarcomeres and myofilaments. Noticeable charac-
teristics of structural remodeling are atrial dilata-
tion, atrial myocyte hypertrophy, and fibrosis,
which create a substrate for AF. Calcium-handling
remodeling includes altered expression and/or reg-
ulation (e.g., phosphorylation) of L-type calcium
channels, NCX, RyR2, SERCA2a, or CaMKIL
Calcium-handling abnormalities (a) contribute to
the electrical, contractile, structural, and intracellu-
lar signaling remodeling, (b) and may provide both
a trigger (e.g., by spontaneous SR calcium release
triggering DADs) and a substrate for AF (by con-
tributing to electrical and structural remodeling),
and (c¢) may be both a reason and result of AF.
There are prominent differences in the time
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sequence and reversibility of electrical and struc-
tural remodeling with important clinical implica-
tions. Electrical remodeling is an initial event
starting within hours or days after beginning of
AF and is reversible upon restoration of sinus
rhythm. Fibrosis (structural remodeling), on the
other hand, is a late event and is considered poorly
reversible. In patients, the degree of atrial fibrosis
correlates with the occurrence of postoperative AF
as well as with the perseverance and reappearance
of AF. Thus, a high degree of atrial fibrosis may be
viewed as a marker of critically remodeled atria
highly susceptible to AF. These findings about the
time course and progression of atrial remodeling
may explain the clinical remark that cardioversion
and catheter ablation for rhythm control are more
successful in younger patients with shorter history
of AF and less atrial structural remodeling. They
stress the clinical view that, in order to be treated
successfully, AF has to be diagnosed early, i.c.,
before the development of excessive structural
remodeling, which may represent a point of no
return to sinus rthythm. Modern evidence from cel-
lular electrophysiology designates that calcium-
handling remodeling displays important variances
between paroxysmal and chronic AF. These find-
ings have important clinical implications: first of
all, they indicate that paroxysmal and chronic AF
may be diverse entities and that (calcium-handling)
remodeling does not automatically represent a
gamut from paroxysmal to chronic AF, where a
certain adjustments simply develop and worsen
over time. Secondly, it has been proposed that
optimal handling for paroxysmal and chronic AF
could be different and ideally be tailored to the
individual remodeling process in a particular
patient.

The multifaceted gamut of structural, architec-
tural, contractile, or electrophysiological changes
affecting the atria with the potential to produce
clinically relevant manifestations has been sum-
marized as atrial cardiomyopathy.

Classification of AF Subtypes

Patient selection for antiarrhythmic therapy relies
primarily on symptoms and the duration of AF, i.
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e., paroxysmal, persistent, long-standing persis-
tent, or permanent. This stratification is incom-
plete due to lack of data for arrhythmia burden
(inherited risk) or the severity of the remodeled
atrial substrate. Explicitly, the impact of basic
scientific findings on clinical relevance of AF
subtypes and therapeutic decision making was
poor, despite significant advances in the field.
From a cellular-based perspective, the most strik-
ing modifications between AF subtypes of
patients are verified changes in APD of atrial
myocytes. In patients with persistent or permanent
AF but without pronounced LV dysfunction, the
“classical” mechanism of atrial arrhythmogenesis
is detected, categorized by re-entry promoting
shortening of atrial APD. In this particular group
of AF, inhibition of repolarizing K+ channels that
are expressed in human atrium by class III antiar-
rhythmic drugs is expected to be particularly
effective in defeating AF. The coexistence of AF
with severe LV dysfunction portrays a clinically
significant therapeutic dare attributed to a distinct
atrial substrate basis. In affected patients with
paroxysmal AF, atrial AP is prolonged. The
hypothesis that handlings to activate potassium
currents could utilize antiarrhythmic effects in
these cases remains to be tested in translational
approaches. Noteworthy, HF-associated APD
prolongation and APD shortening in chronic
forms of AF offset each other, resulting in actually
normal APD in patients with long standing per-
sistent AF and severe LV impairment. The
upgrading and claim of procedures evaluating
the range of atrial remodeling in patients such as
electro-anatomic mapping (van der Bijl et al.
2017) or late gadolinium enhancement magnetic
resonance imaging (LGE-MRI), as well as map-
ping techniques applied during ongoing arrhyth-
mias (e.g., mapping of focal or re-entrant activity)
may help to mend arrhythmia subtypes and the
commencement of customized cure of AF
patients. In translational research strategies
assessing antiarrhythmic ideas that are useful in
patients with paroxysmal AF or following rhythm
control by ablation or cardioversion, expenditure
of cells obtained from subjects with persistent or
even permanent AF exhibit a different cellular
electrophysiological mechanism to establish a
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limitation which requires a careful consideration.
Biopsy-derived cells obtained from specific
patient populations targeted by antiarrhythmic
interventions (e.g., paroxysmal AF) should be
preferred when studying antiarrhythmic concepts.

Vagal AF

AF patients with anatomically normal hearts tend
to show a vagal pattern of AF onset (nocturnal AF,
AF during rest or after exercise), while patients
with primary heart disease tend to illustrate a
sympathetic pattern (AF during daytime or during
exercise). Other studies in sole AF patients allude
that AF onset might be allied with a combined
symathovagal activation rather than with an
increase in vagal or sympathetic drive alone. Noc-
turnal arrhythmias might be triggered by auto-
nomic activation due to sleep muddled breathing
like obstructive sleep apnea. In the course of
obstructive respiratory episodes of intense peri-
apneic vagal activation, followed by combined
sympathetic activation at the end of the apnea,
following arousal may trigger AF. Furthermore,
endurance athletes are more prone to develop AF
than nonathletes. Variety of sport characteristics
like sort, force, and extent of training influence the
risk of developing AF at different mechanisms
involving increased vagal tone at rest, prompt
cardiomyocyte sensitivity to cholinergic stimula-
tion, structural atrial remodeling, sinus bradycar-
dia, and genetic heritage, which all or in part may
contribute to AF in athletes (D’Silva and Sharma
2014). Management of sleep apnea or detraining
in athletes may lessen AF burden in these patients.

Novel Antiarrhythmic Drug Examples
Contra Classical Ones

Contrary to inherited channelopathies, the ICD
remain the cornerstone of antiarrthythmic therapy
in patients at high risk for ventricular arrhythmias
due to acquired conditions. Without a doubt, with
the exception of beta-blockers, antiarrhythmic drugs
have not shown a consistent efficacy in the primary
management of arrhythmias in this setting, perhaps

because currently available antiarrhythmic drugs
have predominantly been identified based on chance
observations during clinical studies, without a pre-
cise understanding of the molecular mechanisms
underlying initiation and maintenance of arrhyth-
mias. The discovery of sodium-channel block as
the major mechanism underlying antiarrhythmic
effects of quinidine led to the development of class
I antiarrhythmic agents such as flecainide and pro-
pafenone. Better understanding of the central bio-
physical causes of state-dependent block of sodium
channels subsequently directed to the subdivision of
agents into classes IA, IB, and IC by Vaughan
Williams. Ranolazine is a multichannel blocker,
primarily inhibiting IKr and the late component of
the cardiac sodium current, which was originally
developed as an antianginal drug. Numerous studies
have supported the therapeutic potential of
ranolazine for ventricular arrhythmias. Conversely,
the large, randomized, double-blind, placebo-con-
trolled Ranolazine Implantable Cardioverter-Defi-
brillator (RAID) trial in which high-risk ICD
patients with ischemic or nonischemic cardiomyop-
athy were randomly assigned to ranolazine or pla-
cebo only found a nonsignificant 16% reduction in
the primary composite outcome of VT/ventricular
fibrillation or death. Still, although more selective
blockers of the late sodium current, such as
eleclazine, exhibited robust antiarrhythmic effects
in animal studies, all subsequent clinical trials have
recently been dropped.

Besides beta-blockers, amiodarone is most
often used due to contraindications for other
antiarrhythmic drugs in the presence of
advanced structural heart disease, which is fre-
quent in this population. The antiarrhythmic
effects of amiodarone were also an unplanned
discovery during amiodarone use in the therapy
of angina. Further investigations revealed that
potassium-channel inhibition by amiodarone
reduces the probability of re-entry by delaying
APD and ERP. In addition, amiodarone blocks
sodium and calcium channels and constrains the
effects of alpha- and beta-adrenoceptors, thus
owning properties of all four Vaughan Williams
classes of antiarrhythmic agents. So, joint block-
ade of multiple ion channels has recently been
suggested to lie beneath the relatively high anti-
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AF efficacy of amiodarone. Still, amiodarone’s
extracardiac toxicity has motivated the search for
alternatives.  Dronedarone is the first
amiodarone-analog and exhibits reduced toxic-
ity and lipophilicity. Initial clinical studies with
dronedarone did not show significant extra-
cardiovascular toxicity and the ATHENA trial
demonstrated a reduction in stroke associated
with dronedarone use in AF patients.

Nonetheless, dronedarone is less effectual in
upholding sinus rhythm than amiodarone and it is
contraindicated in patients with HF. A number of
alternative antiarrhythmic strategies for patients
with ventricular arrhythmias have been anticipated
based on preclinical studies. In the middle of these,
inhibition of CaMKII, which appears to play a
nodal role in both atrial and ventricular arrhyth-
mias, has received significant interest. CaMKII
activity is increased in multiple cardiovascular dis-
eases including AF and HF and targets a large
number of ion channels and calcium-handling pro-
teins, including L-type calcium channels, RyR2
and phospholamban. New studies have emphasized
the antiarrthythmic potential of several new
CaMKII inhibitors, particularly for conditions in
which CaMKII activity is increased. Alternatively,
since RyR2 dysfunction plays a major role in mal-
adaptive cardiac remodeling, e.g., in the setting of
HF, RyR2 stabilizing drugs (e.g., K201/JTV-519,
S107, carvedilol analogues) may have a more gen-
eral therapeutic use, outside their role in RyR2-
associated channelopathies like CPVT.

Atrial Antiarrhythmic Drugs

Even with the rapid development of radio-
frequency ablation strategies for the treatment of
AF, their efficiency and safety remain insufficient.
Besides, these methods can only be applied in a
constrained number of patients and therefore
pharmacological approaches remain clinically
pertinent, especially due to the large and mounting
size of the AF population. The current search for
new agents against AF has led to the development
of atrial-selective antiarrhythmic drug lines.
Vernakalant and ranolazine, for example, are the
primary approaches to selectively aim atrial
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sodium channels by taking advantage of the bio-
physical modifications between atrial and ventric-
ular channels. In atrial tissue, a higher fraction of
sodium channels is in the inactivated state because
of the more depolarized resting membrane poten-
tial. Since vernakalant and ranolazine bind with
higher affinity to activated/inactivated sodium
channels than to channels in the closed state, this
may contribute to an atrial specific effect on peak
sodium current of these drugs. In addition,
ranolazine predominantly inhibits late sodium
current, which is increased in patients with AF
and has been suggested to contribute to AF
pathophysiology. Another approach to develop-
ing atrial specific compounds aims to target potas-
sium channels which are predominantly
expressed in the atrium, such as IKur, IKACh,
two-pore K+ -channels, or Ca2+ —dependent
K+ -channels. Interestingly, some of the already
available antiarrhythmic agents, such as
flecainide, amiodarone, quinidine, chloroquine,
or verapamil, inhibit some of these atrial-selective
K+ -channels, which may contribute to their anti-
arrhythmic effect in AF. The unique effectiveness
and low arrhythmogenic potential of amiodarone
has been attributed, among other factors, to its
broad spectrum of ion-channel blocking effects.
Therefore, identification of specific combinations
of ion-channel modulating activities could opti-
mize antiarrhythmic efficacy and atrial selectivity.
As a result, the combination of ranolazine or
amiodarone with either dronedarone or dofetilide
has higher antiarrhythmic efficacy, compared with
either drug alone and AF-selectivity of sodium
channel blockers can be improved by adding
potassium channel blockade. In the HARMONY
trial, the combination of ranolazine and
dronedarone showed synergistic effects in reduc-
ing AF burden in paroxysmal AF patients. How-
ever, at present, currently available evidence is
insufficient to recommend antiarrhythmic drug
combinations, and further research is necessary
to define the required channel blocking profile
and to validate these approaches in clinical stud-
ies. Basic research during recent years on the
mechanisms underlying AF pathology also led to
the identification of new potential antiarrhythmic
approaches, including the normalization of atrial
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calcium-handling abnormalities, atrial metabo-
lism, or autonomic-tone manipulation. These are
currently not implemented in therapeutic strate-
gies and wait as future perspectives in AF
treatment.

Tailored Diagnostic and Therapeutic
Methodologies

An enlarged understanding of pathomechanisms
underlying specific disease subtypes may open the
avenue for more specific, personalized tailor-
made therapies. In monogenic channelopathies
such as LQTS, for example, this has already led
to genotype-specific approaches, e.g., late sodium
channel blocker therapy in LQT3. On the other
hand, even mutation specific, personalized thera-
pies may develop as (a) different mutations may
convey pronounced differences in arrhythmic risk
and (b) pronounced mutation-specific differences
are witnessed in response to a specified antiar-
rhythmic drug. The SQTS “gain-of-function”
mutations HERG-N588K and KCNQ1-V307 L,
for example, alter the extent of IKr/IKs-blocking
effects of various beta-blocking agents and
HERG-N588K may similarly diminish IKr-
blocking (and hence therapeutic) effects of a vari-
ety of class I and III agents such as sotalol, quin-
idine, and amiodarone. Here, the development of
patient-specific hiPSC-CM may help to test cus-
tom-made anti-arrhythmic tactics.

Apart from monogenic arrhythmia disorders,
in more common arrhythmias such as AF, a more
detailed classification of the disease into mechanic
subtypes may promote patient-oriented rather
than widespread therapeutic strategies. miRNAs
may help us to characterize the substrate or the
electrical phenotype in separate AF patients and
forecast the outcome of interventional therapy.
Diminished expression of anti-fibrotic miR29,
for example, is concomitant with increased atrial
fibrosis and vulnerability to AF in a canine ven-
tricular tachy-pacing-induced HF model. Like-
wise, miR29 expression was abridged in patients
with cAF and plasma levels of miR29b could be
used to foresee the outcome in pAF-patients. Alto-
gether, sub-stratification of AF phenotypes may

allow the grouping of different mechanism-spe-
cific drugs, guide antiarrthythmic atrial selective
channel modifying drugs, as well as transformers
of remodeling processes, inflammation, etc., and
interventional therapies. Application of human-
induced  pluripotent  stem  cells like
cardiomyocytes in experimental and clinical elec-
trophysiology, with use of hIPSC-CM, may theo-
retically provide the unique opportunity to
investigate cardiac electrophysiology.

Preferably, hIPSC-CM  might envisage
arrthythmogenic risk and efficacy of drugs, so as
to contribute to personalized medicine. Question
would be, how closely hIPSC-CM look like native
human cardiomyocytes, in precise: (a) Which type
of cardiomyocytes do hIPSC-CM represent? Ven-
tricular, atrial, nodal, or just a mixture of them? (b)
What is the repolarization reserve of hIPSC-CM
compared to classic approaches based on animal
and undiseased human ventricular tissue? (¢) How
big is the relatively depolarized RMP as an intrin-
sic peculiarity of hIPSC-CM? (d) Are there any
other reasons for automaticity in hIPSC-CM than
low RMP? (e) How can APD be controlled when
quantified at altered spontaneous beating rates?
Can hIPSC-CM be recycled as biological pace-
makers? (f) Do hIPSC-CM summarize basic
results on cAMP/PKA-mediated influence to
heart pathophysiology? (g) Can hIPSC-CM be
used as an unconventional study model for
human atrial electrophysiology?

Stem Cells and Gene Therapy

Stem cell-based approaches for the treatment of
heart rhythm disorders have almost exclusively
focused on the generation of biological pacemaker
activity. Recent ability to study human-induced
pluripotent stem cells (iPSCs)-derived cardi-
omyocytes has given promise to a big step forward
in this way. It is well known that previously tested
stem cell experiments were done in animal studies,
regretfully insufficient of testing in human body.
Since patient cells have the potential to become
testing platforms for disease phenotyping or thera-
peutic discovery, we are witnessing this baroque
époque in cardiology. These  methods
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technologically advanced to genetically reprogram
adult cells into iPSCs, differentiate iPSCs into ex
vivo models of adult cardiac tissue, and iPSCs-
based progress in discovering the mechanisms
underlying pro-arrthythmic disease phenotypes.
Despite being discovered less than 15 years ago,
several studies have successfully leveraged iPSCs-
derived cardiomyocytes to study malignant
arrhythmogenic diseases. These models have the
capacity to rise our understanding of the patho-
physiology principal of these complex illnesses
and may recognize custom-made tactics to cure.

Gene therapy, on the other hand, offers greater
selectivity than small-molecule-based or interven-
tional treatment. The gene of interest is packaged
into viral or nonviral carriers and delivered to the
target area via direct injection or using catheter-
based techniques, providing the advantage of site-
restricted action in contrast to systemic applica-
tion of drugs. Gene therapy for heart thythm dis-
orders is currently being evaluated in preclinical
stages. To date, no antiarrhythmic gene therapy
drug is commercially available or has been inves-
tigated in clinical trials. Antiarrthythmic effects
against AF and ventricular tachycardia, and resto-
ration or suppression of pacemaker activity were
successfully achieved in promising preclinical
gene therapeutic approaches. However, in terms
of clinical translation, most stem cell and gene
therapy approaches are in the early stages of a
complex developmental process. That involves
extensive research and caution prior to wide-
spread human application, but may herald a shift
in contemporary cure.

Part 2 ECG-Analysis and Device
Recording Techniques and Limitations

Interestingly, contemporary ECG machine is
mainly a digital system (Kligfield et al. 2007).
After initial meting out by the front-end module,
the analog ECG signal is immediately converted
into a digital form, resulting of the appearance of
electrocardiogram tracing that is hampered by
heart signal recording instrumentation. These
apprehensions are primarily established by the
bandwidth of filtering frequencies of
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150-250 Hz in mainstream of available devices
(Ricciardi et al. 2016).

Typical carry out for conducting cardiovascu-
lar diagnostics and monitoring procedures are
completed by broadly available electrocardio-
graphic devices, even stress ECG systems, trailed
by others like bedside — ECG monitors, usually
present in the intensive care units (ICU) or the
ambulatory recorders for outdoor activities.
Recording of the electrical heart activity is becom-
ing more challenging through mobile wearable
devices, so we may conclude how important this
is in routine medical praxis. The precise analysis
of the ECG signals is crucial due to their extensive
applicability and also the high-performance
expectations of medical professionals. Accurate
interpretations of ECGs have always relied
heavily on state of the art signal processing.

The preprocessing segments for an electrocar-
diographic device enclose multiple levels of sig-
nal manipulation and detection procedures, which
begin by altering analog signals into digital data
that is cast-off for analysis, reading, and presenta-
tion (display, print out, and storage). It is aimed
here to debate a key ECG processing topic: ECG
filtering and data accuracy in a modern electrocar-
diographic device. Four typical filter processes are
present in an ECG device: (1) anti-aliasing and
upper-frequency cut-off, (2) baseline wander sup-
pression and lower-frequency cut-off, (3) line-fre-
quency rejection, and (4) muscle artifact
reduction.

Use of additional filter algorithms features
(such as cubic spline technique, time-varying
muscle artifact filter, source consistency filter,
etc.) to operate the waveform data is out of
scope of our intention. Here we first introduce
the basis of filtering in the time and frequency
domain, because these concepts are fundamental
to the discussion of data accuracy (Singh and
Pradhan 2018).

Justifications for ECG Filtering
Falsifications of Amplitude and Phase

A filter is generally designed to diminish or
eliminate some frequencies from the input data
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(Wang et al. 2019). One could expect that a filter
gets rid of just the noise without changing the
desired signal. Then again in the real world,
noise and desired signals often overlap in the
frequency domain. As a consequence, when a
filter lessens the frequency components of
noise, the overlapping desired signal can also
be compressed, causing magnitude distortion of
the desired signal.

In totaling to the magnitude response, the
phase response is another feature of a given filter.
Phase distortions occur when a filter’s phase
response is not a linear function of frequency, so
that the phase “shift” is not directly proportional
to the frequency. Phase distortion introduced by a
filter could produce a significant impact on the
data accuracy (examples of phase distortion can
be found later in Figs. 3 and 4).

The Nyquist frequency is a key concept in the
initial data sampling (with A/D conversion) and
resampling processing (such as further down-
sampling). To prevent aliasing interference, the
signal must be band-limited. The anti-aliasing
process is to use a low-pass filter (LPF) to discard
the annoying frequencies (identical to and larger
than the particular Nyquist frequency) of the input
signal before sampling or resampling.

Oversampling and Down-Sampling
Oversampling technique is used in numerous
available ECG devices. Oversampling simply
refers to an initial A/D conversion sampling rate
fos, which is many times higher (e.g., 8000 Hz)
than the final data resolution target sampling rate
fs (e.g., 500 Hz) that is used for further processing
of the ECG signal. Note that usually f,s > f;. The
oversampled data with higher time resolution
could be used for applications like pacemaker
detection.

From the oversampling rate f,s to the target
sampling rate f;, there is a decimation process,
including filtering by an LPF and then resampling
(down-sampling) the resulting smoothed signal at
a lower sampling rate.

Oversampling has more than a few other
advantages such as facilitating pacemaker spike
presentation on ECG printouts (with reduced
amplitude from an LPF, see Appendix I),

quantization error improvement if required
concerning the precision of the least significant
bit, and lower order analog anti-aliasing filter
implementation.

Cutoff Frequency and 3-dB Attenuation
Sometimes it is only cutoff frequency f; used to
define a filter. For example, a 150-Hz LPF means
that this filter passes low-frequency signals and
has a cutoff frequency at 150 Hz. The term cutoff
originates from an ideal filter that can be realized
theoretically through a quadrangular function in
the frequency domain, where there is not a mod-
ification and the cutoff frequency is the function’s
edge or boundary between a passband (signal is
unchanged) and a stopband (signal is completely
eliminated).

Not like an ideal filter, a real filter has a transi-
tion band from the passband to the stopband.
Exhausting the same manifestation, cutoff fre-
quency f; is defined as the frequency at which a 3-
dB attenuation or 30% reduction occurs (but not
completely cutoff) from the passband for magni-
tude response control. Therefore, a 150-Hz filter or
a filter with 150-Hz cutoff frequency has a 3-dB
“cutoff” or actual attenuation at 150 Hz. In broad
terms, the band from the cutoff frequency where the
extent of response turns the corner to a frequency
(at or before the Nyquist frequency) where the
response reaches its bottom maximum attenuation
can be viewed as the transition. With viable roll-off
specifications applied in a real filter system, the
Nyquist frequency could be significantly greater
than the upper-frequency cutoff. Since 150 Hz is
the recommended cutoff, 250 Hz should be a com-
mon choice for the Nyquist frequency and that sets
the digital data stream sampling rate at 500 Hz.

In the frequency domain, f; is significant, but
often more provisions should be reflected so that
a panoramic picture of a filter process is taken
into account by reviewing items such as the
following:

1. Flatness of the passband (such as over a range
of 1-40 Hz for ECGs)

2. The shape of the transition band

. The stopband

4. Phase response

w
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Utmost Reliability and the Filter Design
Aim

Filters are quantified in the frequency domain, but
the time domain retort is what is seen in the
signals. Although the result of filtering is arbi-
trated by the reliability with which it represents
the original ECG signal, the concrete intention
objective, which is slightly different from a up-
front criterion in pursuit of signal reliability, is
over and over again to try to find a good trade-
off between less magnitude distortion and noise
reduction, or a better signal to noise ratio, while
still minimizing or avoiding phase distortion.

Low-Pass Filter in Aliasing and Upper-
Frequency Cutoff

Frequently two processes for anti-aliasing exists
when it comes for filtering: an analog LPF located
before A/D conversion and a digital decimation
LPF after digitization. The analog LPF is for the
initial oversampling process, whereas the digital
decimation LPF is for the down-sampling process.
If either of them has frail reduction at their indi-
vidual break bands, aliasing could perform then.
One practical scenario is that an ECG unit and
alternative medical device are fastened to a patient
at the same time. The second device outputs an
active signal with frequencies slightly higher than
the target Nyquist frequency of the first ECG unit
and pairs evident noise to the ECG input. Aliasing
artifacts can be observed from the ECG printouts
when a weak digital anti-aliasing filter is used.

The analog LPF has three other functions
regarding frequency response: provide a flat pass-
band, setup oversampling cutoff £, greater than
150 Hz (normally it is set much higher than
150 Hz due to oversampling) and minimize non-
linear-phase response. Similarly, a decimation fil-
ter provides a flat target passband and controls
upper-frequency cutoff f, = 150 Hz with 3-dB
(30%) attenuation and, if possible, offers linear-
phase response in the passband and even the tran-
sition band.

To discard the aliasing noise, an analog LPF
should reject frequencies at and greater than f;/2 if
the target sampling frequency f; is used in the A/D
conversion. More often, an oversampling tech-
nique does apply to an ECG device. For this
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situation, an analog LPF should exclude frequen-
cies adjacent to the oversampling frequency fos
(not at the oversampling Nyquist frequency f,¢/2;
see Appendix II) while providing a flat passband
larger than the target f.. Also, it should have a
near-linear phase for the passband.

If there is only one stage from fs to f;, the
decimation filter should reject any frequencies at
and greater than f;/2, rather than achieving
—100% at the fixed 500 Hz without a specific f;.
If f = 500 Hz, for example, the decimation filter
should be designed with linear phase, small ripple
in the passband, upper-frequency cutoff f. at
150 Hz, and strong attenuation at fi/2 (a reaction
like filter 1, not 2).

Eventually, the upper-frequency cutoff in IEC
60601-2-51 should be changed from 100 to
150 Hz, which is important especially for pediat-
ric ECGs. In addition, if the upper-frequency cut-
off is notably greater than 150 Hz when the
sampling rate is 500 Hz, it can cause larger over-
shoot and rhythm of the step response in the time
domain due to the sharp attenuation in the fre-
quency domain when rejecting frequencies
toward a 250-Hz target. Slim QRS complexes
may also contain overshoot and ringing from
this effect.

Primary development of clinical application of
ECG focused on measuring waveform changes
with highlighting on timing relationship of P,
QRS, and T waves. The instrumentation band-
width was set to 100 Hz and voltage scales were
dependent on dynamic range of strip diagram
recorders. The 25 mm/s scales and 1 mV/cm are
still in use today although leftovers of prior era.

The historic perspective began when signal
processing methods used to approximate and ana-
lyze high-resolution electrocardiogram. Actually,
this required using signal averaged modus
operandi. Attainment objective was to improve
the signal to noise ratio in an ECG print out. The
resolution of signals with the order of 0.5 pV was
required to detect late potentials efficiently. The
requirement for late potential analysis necessitates
computerized data acquisition, QRS detection and
alignment, averaging, and noise measurement.

Two fundamental analytical attitudes have
been responsible for the analysis of signal
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averaged ECG, one of them being time domain
and the other frequency domain analysis.

The time domain analysis is dependent of fil-
tering: mainly therefore influencing accurate vec-
tor magnitude transformation and measurement
techniques (Vranic and Vranic 2019). It is of
unique significance if one wants to observe all
slurs and notches present in one QRS part of
signal.

The frequency domain is concerned with spec-
tral analysis techniques. Still, these events require
low noise ECG and still are not possible with the
standard ECG measurements. Initial software-
based analysis was designed to reproduce the
methods used by paramedics. As these programs
developed, resolution of the standard ECG
remained the same concerning time and voltage,
regardless of number of bit sampling (resolution
in this context refers to the conversion of an ana-
log voltage to a digital value in a computer and
vice versa).

How Much Difference Carries 12-bit,
16-bit, or 24-bit Recorded Signal?

Analog input DAQ devices from various manu-
facturers is called 12-bit, 16-bit, or 24-bit, which
generally means that analog to digital converter
returns so many bits. Assuming ADC chip returns
16 bits, it is probably superior than a 12-bit con-
verter, but not at all times. Naive fact that a con-
verter returns 16-bits says tiny about the quality of
those bits.

Fig. 1 FFT diagram of a
multi-bit ADC with a

sampling frequency Fg
Power
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Just to simply declare the resolution of a given
machine is not enough. Preferably it is expressive
to provide actual measured data that can support
the resolution of the device which includes typical
characteristic noise.

Looking at a device termed 24-bit one can
find that it typically provides 20 bits
effective or 18 bits noise-free (like the UE9-
Pro). The U6-Pro and T7-Pro provide some
of the best performance around from a 24-bit
ADC, and they do about 22 bits effective or 20
bits noise-free.

Oversampling Problem

Considering the frequency-domain transfer func-
tion of a traditional multi-bit ADC with a sine-
wave input signal according to Nyquist theory, F
is obliged to be at least twice the bandwidth of the
input signal.

By detecting the result of an FFT analysis on
the digital output, we see a single tone and tons of
random noise extending from DC to Fy/2 (Fig. 1).
Known as quantization noise, this effect results
from the following consideration: the ADC input
is a continuous signal with an infinite number of
possible states, but the digital output is a discon-
nected function whose number of different states
is determined by the converter’s resolution. So,
the transformation from analog to digital loses
some information and introduces some distortion
into the signal. The magnitude of this error is
random, with values up to £LSB.

The Frequency Domain

Signal amplitude

SNR = 6.02N + 1.76dB for an N-bit ADC

Quantization Noise

Average noise floor(flat)

Fs/2 'rs
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By splitting the fundamental amplitude by
the RMS sum of all the frequencies repre-
senting noise, we get the signal-to-noise
ratio (SNR). For an N-bit ADC,
SNR = 6.02 N + 1.76 dB. To improve the SNR
in a conventional ADC (and consequently
the accuracy of signal reproduction), one must
rise the number of bits.

Considering the above example with a sam-
pling frequency enlarged by the oversampling
ratio k, to kF; (Fig. 2) delivers FFT analysis
that the noise floor has fallen. SNR is the equiv-
alent as previous, but the noise energy has
been feast over a broader frequency range.
Sigma-delta converters exploit this effect by
following the 1-bit ADC with a digital filter
(Fig. 3). The RMS noise is less, because most

Fig. 2 FFT diagram of a
multi-bit ADC with a

ling fi kF
sampling frequency kFg Power
Fig. 3 Effect of the digital
filter on the noise
bandwidth iy
Power
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of the noise passes through the digital filter.
This action enables sigma-delta converters to
achieve wide dynamic range from a low-resolu-
tion ADC.

Does the SNR improvement form over-
sampling and filtering? Noteworthy, the SNR
for a 1-bit ADC is 7.78 dB (6.02 + 1.76). Each
factor-of-4 oversampling increases the SNR by
6 dB, and each 6 dB increase is equivalent to
gaining one bit. A 1-bit ADC with 24x over-
sampling achieves a resolution of four bits, and
to achieve 16-bit resolution you must over-
sample be a factor of 4, which is not realizable.
But, sigma-delta converters overcome this limi-
tation with the technique of noise shaping, which
enables a gain of more than 6 dB for each factor
of 4x oversampling.

Oversampling by K Times

Oversampling by K times

Average noise floor

k Fs/2 k Fs
The Digital Filter
: Digital filter response
Oversampling by K times
Noise removed by filter
I
Fs/2 k Fs/2 k Fs
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Fig. 4 Block diagram of a  Signal Input, X4
sigma-delta modulator + X5

To Digital

Difference

Amp

X5

Filter

|f X3

Integrator

Comparator
{1-bit ADC}
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Noise Shaping

To comprehend noise influencing, consider the
block diagram of a sigma-delta modulator of the
first order (Fig. 4). It includes a variance amplifier,
an integrator, and a comparator with feedback
loop that contains a 1-bit DAC. (This DAC is
simply a switch that connects the negative input
of the difference amplifier to a positive or a
negative reference voltage.) The purpose of the
feedback DAC is to maintain the average
output of the integrator near the comparator’s
reference level.

Compactness of “ones” at the modulator out-
put is proportionate to the input signal. For an
increasing input, the comparator generates a
greater number of “ones,” and vice versa for a
decreasing input. By adding the error voltage,
the integrator acts as a low-pass filter to the input
signal and a high-pass filter to the quantization
noise. Thus, most of the quantization noise is
pushed into higher frequencies (Fig. 5). Over-
sampling has changed not the total noise power,
but its spreading.

When applying digital filter to the noise-
shaped delta-sigma modulator, it removes more
noise than ensures simple oversampling (Fig. 6).
This type of modulator (first-order) provides a
9 dB improvement in SNR for every doubling of
the sampling rate. For higher orders of quantiza-
tion, we can achieve noise shaping by including
more than one stage of integration and summing
in the sigma-delta modulator. For example, the
second-order sigma-delta modulator of (Fig. 7)
provides a 15 dB improvement in SNR for every
doubling of the sampling rate. (Fig. 8) shows the
relationship between the order of the sigma-delta
modulator and the amount of over-sampling

2

{1-bit DAC}

necessary to achieve a particular SNR. These
interferences distort the original electrical heart
signal, which may cause false diagnostics of spe-
cific heart condition (Vranic 2017).

Digital and Decimation Filter

The output of the sigma-delta modulator is a 1-bit
data stream at the sampling rate, which can be in
the megahertz range. The purpose of the digital-
and-decimation filter (Fig. 9) is to extract infor-
mation from this data stream and reduce the data
rate to a more useful value. In a sigma-delta ADC,
the digital filter averages the 1-bit data stream,
improves the ADC resolution, and removes quan-
tization noise that is outside the band of interest. It
regulates the signal bandwidth, settling time, and
stop-band denial.

In sigma-delta converters, a widely used filter
topology that performs the low-pass function is the
Sinc® type (Fig. 10). The main advantage of this
filter is its notch response, which (for example) can
reject the line frequency when set at that frequency.
The notch position is directly related to the output
data rate (1/data-word period). The SINC® filter
decides in three data-word periods. With a 60 Hz
notch (60 Hz data rate), the settling time is 3/
60 Hz = 50 ms. For uses that require lower resolu-
tion and a faster settling time, consider an ADC of
the MAX1400 family, which provides a choice of
filter type (SINC' or SINC?).

The settling time of a SINC filter is one data
word. As in the example above, 1/60 Hz = 16.7 ms.
Because bandwidth is reduced by the digital output
filter, the output data rate can satisfy the Nyquist
criterion even though it is lower than the original
sampling rate. This can be realized by preserving
specified input samples and abandoning the rest.
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Fig. 5 Affect of the
integrator in the sigma-delta

modulator
Power
Fig. 6 Effect of the digital
filter on the shaped noise
Power
T
| 2° Order
Digital |
Filter |
2° Order
1
fs/2 Kfs/2

Fig. 7 Using more than one integrator and summing stage
to achieve a higher order of quantization noise

Noise Shaped Spectrum

Signal amplitude

The integrator serves as a
highpass filter to the noise.

The result is noise shaping

k Fs/2 k Fs
Filtering the Shaped Noise
Signal amplitude
Digital filter response
HF noise removed by
the digital filter
T
k Fs/2 k Fs

This process is known as decimation by a factor of
M (the decimation ratio). M can have any integer
value, provided that the output data rate is more than
twice the signal bandwidth (Fig. 11). If the input has
been sampled at f;, the filtered-output data rate can
therefore be cut to f/M without loss of information.

What is the exact increase in resolution with
signal averaged ECG (SAECG)? There is great
variation in display formats, so it cannot be
responded by unpretentious scale vectors. Digita-
lized ECG uses sampling rate of 250 Hz represented
by small cube time on ECG paper as 0,04 s (4 ms)
increment between sample points.

Quite the reverse, SAECG generally use a
1000-2000 Hz sampling rate that provides
0,01-0,005 increment between sample points
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Part 3 Ten Novel ECG Parameters

Investigators have revealed that ECG data that
include noninvasive parameters could mirror under-
lying VI/VF risk (Vranic 2013). The ECG param-
eters, such as fragmented QRS (fQRS), heart rate
variability (HRV), T peak-T end (TpTe), heart rate
turbulence (HRT), and T wave alternans (TWA),
have predictive value for arrhythmic events. In this
case, cardiac monitoring by analyzing the ECG
parameters is an effective way to determine future
occurrence of the fatal VI/VF (Schneider et al.
2017).

The ten ECG parameters that have potential
values to demonstrate underlying ventricular
arrhythmias (VA) are heart rate corrected QT
interval (QT.), QT interval variability (QT,i),
QT interval dispersion (QT,4), fQRS, early repo-
larization (ER) (Mazzanti et al. 2017), ventricular
late potentials (VLP), HRV, HRT, index of
cardioelectrophysiological balance (iCEB), QT
dynamicity, TWA, as well as TpTe. The parame-
ters have various behavior changes prior to VA
onset (Mandala and Di 2017).

Table 1 shows the changes of the parameters
prior to the VA onset that can be grouped into
three behaviors, i.e., presence, increase, and
decrease. The presence of three ECG parameters,
namely VLP, fQRS, and ER, could be associated
with an increased incidence of ventricular
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arrhythmic events. These three parameters appear
to precede the arrhythmic event. As listed in Table 1,
it is also found that the increased risk of VI/VF
occurrence can be represented by either prolonga-
tion or reduction of the parameters, based on certain
abnormal range (Bartur et al. 2014). The increase or
prolongation value of the parameters, including
TpTe, heart rate-corrected QT interval (QT.)/QT,i/
QTy, turbulence onset (TO) of HRT, QT dynamicity,
as well as TWA might indicate higher risk for the
arrhythmias. Table 1 also reveals that the increased
risk of the arrhythmias can also be represented by
decrease or reduction in ECG parameters, such as
HRV and turbulence slope (TS) of HRT. The iCEB
is the most potential predictor for predicting an
increased susceptibility to torsades de pointes
(TdP) or non-TdP VT/VF based on its increase or
decrease value (Mazandarani and Mohebbi 2018).

The increase or decrease of the parameters
can be identified according to certain ranges. In
reviewed literatures, researchers utilized two
methods to define abnormal ranges. Firstly, the
researchers match the parameters with predefined
threshold values that indicate the abnormal ranges.
The parameters that have abnormal prolongation
prior to arrhythmias are iCEB, QT dynamicity,
QT./QT,i/QTy, TO of HRT, TWA, and TpTe.
Whereas, the parameters that have lower values
than normal heart condition are HRV and TS of
HRT. The parameters, such as fQRS, VLP and ER,
in which their presence indicates the increased risk
of VA, can also be identified using predefined
thresholds (Zink et al. 2017).

Ion channels are membrane proteins that selec-
tively regulate ion fluxes across the membranes of
cells and cellular organelles, their gating mecha-
nism depending on changes in membrane voltage,
ligand binding, or physical and chemical stimuli
(Szilagyi et al. 2018). The presence of distinct ion
channel isoforms and their age-dependent and
tissue-specific expression allows the fine regula-
tion of many cellular functions, such as cell excit-
ability, contraction, neurotransmitter and
hormone release, gene expression, ion and water
homeostasis. Given the pivotal roles played by ion
channels and their extensive distribution, it is not
surprising that mutations in ion channels’ genes,
or their interacting proteins, cause specific
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inherited ion channelopathies, ranging from rela-
tively common ones, such as idiopathic epilep-
sies, to very rare diseases. Despite the differences
in their genetic origin and clinical setting, ion
channelopathies share some common features
regarding pathophysiology and therapeutic
approach. In general, loss- or gain-of-function
mutations translate into a principal organ-specific
clinical phenotype.

Part 4 Late Potentials that Hide a Lot
Information for Pharmacovigilance

Heart signal is captured by standard ECG machine
in an old-fashioned way. That means it collects all
kinds of noises from the contact of electrodes with
the skin (muscle tremor, hair, and other skin
coarseness) and also cable interference.

Signal-averaged electrocardiography, vastly
known as late potentials, is recorded by three
leads referred as Frank leads (XYZ leads), similar
to the coordinate axis used in geometry. The fact
that this method is based on the recording of three
leads in anatomically orthogonal configuration
was based on previously limited number of low
noise amplifiers and slow computers at the time.

Cardiac late potentials signal and sources
therefore must be acknowledged first, before
even trying to analyze high-resolution ECG.

High-resolution electrocardiography consumes
computer processing to record low-levels signals
not normally observed on standard electrocardio-
graphs. Cardiac late potentials occur at the end of
or after the QRS complex and require these methods
to be quantified. A brief overview of the methods
used to record late potentials is presented. These
include lead placement, computer-implemented sig-
nal averaging, high-pass filtering, and feature
extraction for characterizing the late potentials.

The signal-averaged electrocardiogram (SAECG)
was introduced over a decade ago and has been used
extensively in clinical investigation and clinical
practice to study the duration of ventricular activa-
tion. Major advantage of the SAECG over simple
ECG recording is the ability to record low amplitude
cardiac signals, in the microvolt range, which allows
a true accurate measurement of ventricular

activation delay, a prerequisite for ventricular re-
entry. We focus here on the currently accepted
methodology and clinical applications of the time-
domain SAECG and highlight its development from
research technique to office test.

The methods for recording the SAECG have
been reviewed in depth. Following is a brief over-
view of the methodology. Obtaining of SAECG is
performed in two steps: acquisition and analysis.
The acquisition begins with a three-lead,
uncorrected XYZ lead set. The XYZ signals are
directed to low-noise biophysical amplifiers. The
key features of these amplifiers are that they meet
the standards for leakage current and patient isola-
tion and must be defibrillation protected. As these
amplifiers are differential, they must be able to limit
60-Hz electrical line interference, which is often
electrostatically coupled into the system. The signals
should be directed through a bandpass filter that
attenuates both low and high frequencies within
specified limits. For the SAECG, the bandwidth is
0.05-300 Hz. For practical purposes, the 25—40 Hz
low-pass frequency is more than adequate for the
SAECG. In Holter systems where there is a poor
bandwidth at the higher frequencies, caution should
be used when these systems are used for late poten-
tial analysis. A frequency response <100 Hz may
unduly distort, in a nonsystematic fashion, the
SAECG. The next step in the SAECG process
passes the signals through an analog-to-digital
(A/D) converter, which transforms the tiny varying
voltages in the digital domain of the computer. The
sampling frequency is usually 1000 or 2000 times
per second for each lead. The voltage resolution can
be as little as 1 part in 400 (12-bit A/D) or as high as
1 part in 65,000 (16-bit A/D). While the 16-bit
resolution is superior, there is little difference in
these systems from a clinical diagnostic perspective.
The first step in implementing the SAECG software
is the detection and alignment of the QRS com-
plexes. In some systems, this is a completely trans-
parent process for the user, while in others it is
possible to tune the process to enable greater accu-
racy and flexibility in signal averaging. By consid-
ering the shape of the QRS, one can accomplish two
things: (1) a more accurate detection of the QRS by
eliminating ventricular premature depolarizations,
excessively noisy beats, and motion artifacts; and
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(2) allow the system to finely align each QRS com-
plex for the purposes of averaging. The most com-
mon method to incorporate the shape of the QRS is
correlation. This process compares each incoming
beat with a preselected template beat. In some com-
mercial systems, the user will select the template,
while in others the computer will choose the tem-
plate. In some cases, the template is an average beat
from the first 10 s of signal acquisition, or it can be
changed dynamically and be based on the signal
average itself after the first 10 or 20 beats are aver-
aged. This initial part of the signal-averaging pro-
cess could be considered a learning phase. If the
template is automatically chosen, the learning pro-
cess should be underscored in order to avoid cases
where premature ventricular beats may be included
in the template learning process. Once the computer
has detected and aligned a beat, it will be added
point by point for each XYZ lead. Dividing the sum
by the number of beats will then result in a set of
averaged recordings. As each beat is added, the
noise is reduced in the signal averaged recordings
due to the random nature of the noise. The signals
that repeat on a beat-to-beat basis will emerge as the
average of the noise goes to zero. This is the primary
reason for using the signal-averaging method
because very low level signals are usually masked
in noise. Thus, standard ECG techniques are not
adequate for recording these very low level signals.
Theoretically, the noise will decrease by the square
root of the number of beats averaged. If 100 beats
are averaged, then the noise will be reduced by a
factor of 10. In practice, this is only approximate
because the characteristics of the noise may vary
over time. The most significant source of noise in
the SAECG is the signal generated by the chest
muscles during normal physiologic processes such
as breathing. The initial SAECG studies used a
predetermined fixed number of beats for the aver-
age, e.g., 2000 or 300 beats per average. This proved
to be unsatisfactory because each patient had his
own noise and signal-level characteristics. The
most common approach used to terminate an aver-
age with a measurable and consistent performance is
to measure the noise during the averaging process
until some predetermined level is reached. There are
several approaches used for measuring residual
noise as the averaging process is performed, and it
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is not possible to directly compare noise voltage
values from the different matrixes. After one is
assured that a high-quality, low-noise SAECG has
been obtained from the patient, the next step is the
analysis of the SAECG. The primary waveform
analyzed for cardiac late potentials is the filtered
vector magnitude, which is derived from the aver-
aged XYZ leads. Noteworthy is that at the end of
each QRS, one can appreciate small deflections.
These are the late potentials, but they are difficult
to discern and quantify. Each of these leads would
go through processing with a high-pass filter which
is implemented by the computer. The gain is further
increased and the QRS complexes are further mag-
nified and discrepancies found.

The low-amplitude signal (LAS) is the dura-
tion of the signal from >40 pV voltage at the end
of the QRS to the QRS offset point. The QRS
duration is a measure of the total ventricular acti-
vation time. That is, it portrays the time from the
earliest ventricular activation to the time of the
latest ventricular activation. The RMS 40 and
LAS are waveform measures which do not
directly relate to the electrophysiology of the
heart as the QRS duration does. Essentially, a
late potential appeals as a low-level “tail” alter
the main body of the QRS complex. The RMS
and LAS are designed as descriptors of this late
potential tail.

When three orthogonal signal-averaged X,Y,Z
leads are bandpass filtered digitally, they are com-
bined into their vector magnitude waveform. The
image surface is a geometric representation of the
relationship between a fixed-position current
dipole inside a volume conductor and the electric
potential it produces on the boundary of the con-
ductor. It is a powerful mean of conveying a
wealth of information concerning some basic
problems in electrocardiography, in terms of
familiar heart-vector projection ideas. It gives
deep insight into the nature of the relationship
between torso surface voltages and the internal
heart generator. Applications to the frontal-plane,
Wilson central-terminal voltage and spatial
vectorcardiography systems reveal shortcomings
of current practices.

Several parameters are typically measured
from this: QRSD, the filtered QRS duration,
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RMS40, the amplitude of the terminal 40 ms of
the QRS, and LAS (duration of the low amplitude
signal <40 pV). Abnormal values of QRSD gen-
erally range from greater than 110 or 120 ms;
abnormal values of RMS 40 range from less than
25 to 20 pV; and abnormal values of LAS typi-
cally are around 40 ms. These values have been
derived empirically from a number of different
clinical studies involving recent myocardial
infarction, non-sustained ventricular tachycardia
and syncope of unexplained origin. The gold stan-
dard for abnormality typically is not clinical
events, but the induction of VT during EP studies.

High-Pass Filter for Baseline Wander
Suppression and Lower-Frequency
Cutoff

There are two important milestones for the tech-
nical requirements of lower-frequency cutoff in
ECG instruments. The first is the 1975 American
Heart Association (AHA) recommendations.
Based on an analog single-pole filter with insig-
nificant distortion of the ST segment and QT
interval, the committee recommended a lower-
frequency cutoff (3-dB down) of 0.05 Hz.
Although this cutoff is too low to suppress most
baseline wandering, it is still a classical reference
basis to compare the performance of a digital filter
at the current time.

The second is the 1990 AHA recommenda-
tions by an Ad Hoc Writing Group Committee
of the AHA. Based on the availability of digital
filters and electrocardiography systems, the low-
est frequency components of the ECG, this docu-
ment recommended a lower-frequency cutoff (3-
dB down) at 0.67 Hz that corresponds to a heart
rate of 40 beats per minute (bpm), and a 1 mV's
testing impulse for displacement and slope evalu-
ation. Also, it requires less than 0.5 dB ripple over
the range of 1 to 30 Hz.

Here we briefly review available high-pass fil-
ters (HPFs) that can be used to suppress baseline
wander and setup lower-frequency cutoff. For an
analog HPF, distortions of the ST segment will
increase as the cutoff frequency increases above
0.05 Hz. There is a similar issue for a digital filter

with nonlinear phase. Like its analog counter-
parts, an IIR digital filter with 0.5 Hz cutoff, for
example, can make marked distortions to ST seg-
ments, although it has straightforward implemen-
tation especially when using design tools. On the
other hand, an FIR digital filter can be designed
with a linear phase, and the ST-segment distortion
due to the phase issue is then completely gone.
This filter is better able to preserve the fidelity of
the ST-segment levels even when the cutoff is
0.5 Hz or higher. A linear FIR filter has longer
delay and needs special design considerations.
These three filter designs can work in real-time
situations. A fourth filter design uses two IIR
filters with identical designs, filtering once in a
forward direction and once in the reverse direc-
tion. Using signal processing terms, it is a zero-
phase filter, a special case of the linear-phase filter.
Therefore, it does not have a phase distortion
problem. Because this application requires the
entire data segment to be available for reverse
filtering, it cannot be accomplished in real time.

Compliance Review

With some modification and harmonization, the
basic concepts of the 1990 recommendations were
adopted into the current American Standard
AAMI EC11 and international IEC 60601-2-51,
both for diagnostic ECG units, as well as AAMI
EC13 and IEC 60601-2-27, both for cardiac mon-
itoring devices. One key examination from these
harmonized standards is to check the displace-
ment level (i.e., the ST-segment deviation) sur-
rounding a single 0.3 mV-s impulse (3 mV for
100 ms): this impulse shall not produce a displace-
ment greater than 0.1 mV. Then the question
becomes: What should be the reference for the
displacement limit measurement — the 0 level or
the level of the impulse onset (to mimic the PR
segment)?

Therefore, the question is whether the refer-
ence point from this analog filter test needs to be
updated for linear-phase digital filter testing.

Furthermore, the standards require —3 dB at
0.67 Hz for monitoring ECG devices and — 0.9 dB
(10%) at 0.67 Hz for interpretive ECG units, in
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addition to the displacement requirement of
0.1 mV or less for a single 0.3 mV impulse (as
above). If using the 0 level as the reference, the
maximal cutoff frequency for a single-pole filter
to meet this requirement is 0.05 Hz; for a linear-
phase filter, it is around 0.25 Hz (far from
0.67 Hz). However, if the impulse onset as the
reference is used, the results will be quite differ-
ent, especially for a filter with linear phase.

Line-Frequency Filter for 50—/60-Hz
Rejection

Power line frequency interference is a commonly
encountered noise contamination in the clinical
environment. Data acquisition analog hardware
at a very early stage is developed to reduce the
line-frequency interference by using common
mode rejection circuitry design. However, a cer-
tain amount of line-frequency interference volt-
ages still occurs in real clinical ECGs. To produce
printouts with clean traces, typically, a line-fre-
quency filter (LFF) is activated almost constantly
during ECG acquisitions.

Nota Bene

International standard IEC 60601-2-51 has a sec-
tion (§51.105.3.2) for notch ringing artifact. The test
record ECG ANE20000 created by the European
CTS-ECG project is artificial data with () nonzero
J-point values in V2, V3, and V4 and (D) elevated
and sloped ST segments. These three leads have
larger QRS amplitudes, and the largest ringing arti-
facts would be mostly visible from them.
§51.105.3.2 offers a testing procedure, including
preparing two printouts with and without notch filter
application and comparing the two ECG records.
The requirement is “Notch FILTERS for line fre-
quency interference suppression shall not introduce
on the ECG RECORD more than 25 pV peak
ringing NOISE in any LEAD when tested with the
test ECG ANE20000.” A 25 pV ringing response is
only 1/4 mm tall. To measure peak value is techni-
cally correct, but practically the comparison is quite

I. I. Vranic

difficult to perform even if using a light table. It is
partially due to ST-segment morphology of the test-
ing waveform from V2 to V4, and partially because
of the trace’s line thickness and the small 1/4-mm
limit.

International Standard IEC 60601-2-51. Medical
electrical equipment — Part 2-51: particular require-
ments for safety, including essential performance, of
recording and analyzing single channel and multi-
channel electrocardiographs. Geneva, Switzerland:
International Electro-technical Commission (IEC);
2003.

Part 5 Conclusion

Human genome consists of more than 400 genes
to encode ion channels, which are transmembrane
proteins mediating ion fluxes across membranes.
Being put across in total cell types, they are tan-
gled in almost all physiological processes, includ-
ing sense perception, neurotransmission, muscle
contraction, secretion, immune response, cell pro-
liferation, and differentiation. Due to the wide-
spread tissue dissemination of ion channels and
their physiological functions, mutations in genes
encoding ion channel subunits, or their interacting
proteins, are liable for inherited ion
channelopathies. These diseases can range from
common to very rare disorders and their severity
can be mild, disabling, or life-threatening. In spite
of this, ion channels are the primary target of only
about 5% of the marketed drugs suggesting their
potential in drug discovery.

The fact that standard ECG device comprises
several limitations when it comes to signal acqui-
sition due to large ambient noise and inherent
limitations of technique applied, it is of utmost
importance to modernize electrocardiography or
at least to incorporate novel diagnostic techniques
such as fragmented QRS (fQRS), heart rate vari-
ability (HRV), T peak-T end (TpTe), heart rate
turbulence (HRT), and T wave alternans (TWA)
that all have predictive value for pharmacov-
igilance. If not, we may declare facing ECG signal
distortion (distinct from original heart signal data)
not very precise for analysis.
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Currently, there are ten ECG parameters that
have potential values to detect underlying ventric-
ular proarrhythmias in this respect. Much hidden
information are present within heart rate-corrected
QT interval (QT,), QT interval variability (QT,1),
QT interval dispersion (QTy4), fQRS, early repo-
larization (ER), ventricular late potentials (VLP),
HRYV, HRT, index of cardio electrophysiological
balance (iCEB), QT dynamicity, TWA, as well as
TpTe. Each of these could provide with helpful
information during clinical drug testing.
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Abstract

Drug discovery in neurology is confronted
with a high attrition of compounds in both
early and mid-stages of the development
cycle. The causes of these failures are multiple
and mainly based on the uncertainty around the
precise pathological processes, lack of reliable
biomarkers, and variability of drug penetration
through the blood-brain barrier (BBB) into
the brain. The first section of this chapter
focuses on pharmacokinetic/pharmacody-
namic (PK/PD) aspects when developing a
medication targeting brain disorders. The bio-
marker section discusses those markers
employed in the most common neurological
disorders. It addresses their advantages and
limitations, and how they serve in confirming
efficacy and, in some instances, the safety of
therapeutic interventions.

Pharmacokinetics
and Pharmacodynamics in Neurology

Stacey Boyer, Deborah Lee, and Wei Yin

Introduction

Drug development efforts to treat neurological
disorders have continuously faced significant
challenges, leading to a lower success rate in
comparison with other therapeutic areas (Reichel
2009). Of these difficulties, measurement and
accurate prediction of the free drug concentrations
at the site of action within the brain, and identifi-
cation of pharmacodynamic (PD) biomarkers for
the mechanism of action and drug effect are of
particular focus. Since pharmacological activity

depends on the free drug concentrations at the
site of action, it has become critical to optimize
unbound drug concentrations in the central ner-
vous system (CNS), most notably at the drug
target. The unbound drug concentrations can be
measured in both in vitro and in vivo preclinical
models (Reichel 2015). In patients with neurolog-
ical diseases, obtaining information with regards
to substance penetration into the CNS and target
exposure requires application of biological sam-
pling and translational techniques (de Lange
2013). Despite these limitations, there is opportu-
nity to apply novel concepts and optimize existing
methodologies and tools to assess drug penetra-
tion and pharmacokinetics (PK) in the human
brain (Reichel 2015; Rizk et al. 2017).

Factors that Control Target Drug
Exposure in the CNS

Critical factors that control the free drug exposure at
the CNS target include systemic PK, plasma protein
binding, rate and extent of CNS penetration, CNS
distribution, binding to brain tissues, and elimina-
tion (de Lange 2013; Reichel 2015). Systemic PK
and plasma protein binding determine the unbound
free plasma concentration. Since only the unbound
drug is able to pass through membrane barriers (e.g.,
the BBB), it is important to measure the unbound
plasma concentration to understand drug transport
to the brain (de Lange 2013). The rate of CNS
penetration is controlled by cerebral blood flow
and permeability across the BBB. The extent of
CNS penetration is not determined by the perme-
ability and the penetration rate: rather, it is measured
by the unbound brain to unbound plasma concen-
tration ratio (Reichel 2015). CNS distribution is also
the key element in determining the effective con-
centration at the CNS target. Drug elimination from
the CNS via extracellular fluid (ECF) bulk flow into
the cerebrospinal fluid (CSF) or across the BBB
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reduces drug concentration at the target site
(de Lange 2013; Reichel 2015). Drug metabolism
at the BBB and blood-CSF barrier may also influ-
ence CNS distribution accordingly (de Lange 2013).

Methods to Evaluate Brain Penetration
and PK in the CNS

Evaluation of brain penetration and PK in the
CNS is conducted via in vitro and in vivo studies,
in situ brain perfusion, and integrated quantitative
modeling approaches (Alavijeh et al. 2005;
Danhof et al. 2007; de Lange 2013; Reichel
2009, 2015; Rizk et al. 2017; Yamamoto et al.
2017). In vitro studies include permeability and
transporter assays using Caco-2 and MDCK-
MDRI cells, and binding assays in plasma, brain
homogenate, or brain slices (Reichel 2009). In situ
brain perfusion in whole animals can also provide
a kinetic measure of drug entry rate into the brain
(Alavijeh et al. 2005). A notable in vivo study is
the determination of the unbound brain/plasma
ratio in rodents, which provides information on
the extent of brain penetration. In addition, CSF
samples are of high value since they can be col-
lected in humans to provide information on
unbound drug concentration in the CNS.

To better understand the concentrations over
time in ECF, a key compartment for the effect of
many drugs, brain microdialysis in rodents can be
applied to calculate PK parameters such as Cmax,
t1n, and AUC (Reichel 2009; Alavijeh et al.
2005). Physiologically-based PK (PBPK) models
have also become increasingly important to dis-
tinguish between system- and drug-specific
parameters to allow for translational prediction
of human CNS PK and associated drug effect
from preclinical models accordingly (Yamamoto
et al. 2017; de Lange 2013).

Translating PK/PD to Address
Neurological Disease

As discussed in further detail in due course, trans-
lational approaches to predict exposure and distri-
bution in the human brain present both inter- and
intraindividual variation when investigating
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therapeutic modalities targeting the CNS
(de Lange 2013). Addressing these variations is
required to understand PK and effects in the CNS,
as they differ between diseases and species
(de Lange 2013). Consideration must also be
paid to the variation in PK properties of different
compounds as they relate to defining dose regi-
mens and their pharmacological and/or toxicolog-
ical effects (Dingemanse et al. 1998). Both PK
and PD properties of the drug under study should
be well defined in terms of concentration, dose-
response relationships, and target site kinetics as
they relate to the translation of preclinical models
to clinical study (Dingemanse et al. 1998).

Target Exposure and Target Engagement
in the CNS

Both target exposure and target engagement are
required to foster target-mediated pharmacology
and therapeutic effect(s) on the etiology of the
neurological disease (Reichel 2015). Target expo-
sure lends itself to PK optimization efforts
focused on both unbound and total drug concen-
trations (Reichel 2015). In the absence of mini-
mally required exposure, the drug will be unable
to mediate the necessary required pharmacology
to yield the desired effect(s) on the neurological
disease under study (Reichel 2015). Target
engagement requires binding of the drug to the
target protein at concentrations in excess of the
pharmacological potency of the drug over time
(Reichel 2015). Within the CNS, target site
(s) can be incredibly challenging for drug access,
as the BBB limits exposure as a result of tight cell
junctions and multiple efflux transporters (Reichel
2015). As a result, neurological drug discovery
has focused on assessing target engagement via
brain tissue sampling in preclinical models of
CNS diseases in humans: in addition, indirect
methodologies such as imaging modalities can
provide demonstration of target engagement
(Durham and Blanco 2015).

Translational Approaches

Translation from preclinical models to the clinic
must account for drug potency to normalize across
species for differences in target receptor inhibition,
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PK to inform differences in dose-exposure, and
level of the PK/PD relationship to facilitate predic-
tion of CNS penetration and efficacy (Di and Kerns
2015). Limitations include contributing factors in
the drug concentration-time profile which influence
PK in the CNS, and physiological volumes of CSF:
intracellular fluid and interstitial fluid should also
be considered when translating exposure to efficacy
(Di and Kerns 2015). Integrated PK/PD modeling
essentially serves as a valuable tool, merging quan-
titatively driven in vitro pharmacologic properties
of a drug with its respective in vivo PK to investi-
gate the exposure-response (E-R) relationship
(Tuntland et al. 2014).

Determining Target Engagement

in the CNS via Positron Emission
Tomography

While scaling of PK properties is executed via
application of standard allometric principles, PD
properties are often species-independent as related
to receptor occupancy (Melham 2013). A noninva-
sive approach to determining target engagement in
the CNS is the application of positron emission
tomography (PET), an imaging technique which
enables translation of ex vivo receptor occupancy
from preclinical models to humans (Melham 2013).
Application of PET provides a quantification of
brain metabolism, receptor binding of various neu-
rotransmitter systems, and of alterations in regional
blood flow (Politis and Piccini 2012). Translation
ofresearch into clinical populations may assist with
differential diagnosis and narrowing of complexi-
ties in patients with neurological disorders such as
mild cognitive impairment and dementia (Johnson
etal. 2013).

PK/PD Relationships in Humans

The fundamental understanding of PK/PD or E-R
relationships is not always straightforward since it
relates to a pharmacological or toxicological
response relative to the drug concentration at the
site of action. The drug concentration needs to
reach a minimal level to obtain a response. E-R
relationships can be complex since they are not
always direct and rapidly reversible (Dingemanse
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et al. 1998). In addition, various factors can
impact both PK and E-R relationships, including
age, sex, race, disease status, chronic drug use,
and drug-drug interactions. As more detailed
information on the PK and E-R relationships
becomes available for CNS drugs, well-defined
E-R relationships have been used to optimize
dose regimen in neurology clinical trials. This is
notably so in the late phase to increase probability
of success and to extrapolate the dose regimen in
special populations (e.g., elderly, pediatric)
(Dingemanse et al. 1998).

PK/PD Effects of Drugs in Neurological
Disorders

Approved cholinesterase inhibitors (i.e., tacrine,
donepezil, rivastigmine, and galantamine) for
first-line treatment for the symptoms of
Alzheimer’s disease (AD) patients demonstrate a
dose-related effect on the desired therapeutic
outcome of improved cognition and functional
activities, as well as the mechanism-based gastro-
intestinal adverse events.

The application of antiepileptics to treat neo-
natal neurological diseases has been very chal-
lenging owing to the lack of reliable data to
inform safe and effective dose regimens in this
patient population. The majority of the drugs uti-
lized are done so in an off-label manner, leading to
scaling from adult dose based on body weight
or body surface area (Donovan 2015). As a result
of these challenges, quantitative modeling
approaches become essential to optimize the
dose selection for the neonatal population. For
example, a population PBPK model simulation
suggested that only 10% of the adult dose of
lorazepam needs to be given to newborns to dem-
onstrate antiepileptic activity (Donovan et al.
2015; Maharaj et al. 2013).

PK/PD data following administration of anti-
retrovirals indicate highly variable drug transfer to
the CNS, as CNS penetration is dependent on both
drug and patient characteristics (Calcagno et al.
2014). The use of drugs with high penetration and
compartmental activity has been associated with
optimized CSF viral control, and in some cases,
enhanced neurocognitive activities (Calcagno
et al. 2014).
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PK/PD Modeling of Neurology Drug
Effects: Utility and Implications

As discussed, developing drugs to treat neurolog-
ical disorders involving the CNS is particularly
challenging, often because of many factors
including the complexity of brain function, rela-
tive isolation of the CNS from peripheral drug
compartments, lack of definitive pathology,
inability to clearly monitor the effects of drugs,
lack of biomarkers, both inter- and intra-
variability of drug delivery to the CNS, difficulty
of prediction of appropriate dosing in alternative
populations such as children, and inability to pre-
dict both alternative on- and off-target effects.
In particular, the first hurdle is often ensuring
that the drug reaches the target “at the right
place, at the right time, and at the right concentra-
tion” (de Lange 2013).

In this section, the ability of PK/PD modeling
to help predict brain distribution, kinetics, and
therapeutic effects, how PK/PD models can be
used to predict various effects of differing formu-
lations over a broad dosing range, and how
PK/PD extrapolation can lead to regulatory
approvals will be discussed.

Accessing the CNS

The first hurdle facing drugs to treat CNS disor-
ders is successful access to the appropriate CNS
compartments, i.e., the brain extracellular fluid
compartment, brain intracellular compartment,
and ventricular and lumbar CSF compartments.
Mechanisms of crossing the BBB and the blood-
CSF barrier include passive diffusion of unbound
molecules across a concentration gradient, facili-
tated diffusion across a concentration gradient
using a helper molecule, vesicular transport, and
active transport, which may occur against a con-
centration gradient but requires energy. Even if
the drug gains access to the CNS, drug effects may
be independently modified by CSF turnover and
ECF bulk flow, extra-intracellular exchange and
brain tissue binding, drug metabolism, target
interaction, and signal transduction and homeo-
static processes, all of which can vary between
individuals and disease states. Other individual
factors that can play a role in determining drug

85

effect include genetic background (e.g., fast
vs. slow metabolizers), sex, age, diet, and long-
term drug treatment with the drug of interest or
concomitant medications (i.e., up- or down-
regulation of receptors). Finally, while most of
the elegant and informative PK/PD studies are
carried out in animals, interspecies differences
are well known.

Because of these many variables, in vivo
experiments need to be integrated. Data should
be collected examining multiple different condi-
tions in the same animals, employing study
designs in which as many conditions that can
lead to variability as possible are taken into
account. These may include, but are not limited
to, protein binding, inhibition of transporters and
receptors, and/or existence of the disease state
which closely mimics the human disease. In addi-
tion, in vivo dialysis methods in animal models
may establish the effects that bound and unbound
drugs may have in CNS drug delivery.

The Mastermind Approach

To help understand the complexity of the inte-
grated studies and the data expected to result
from them, de Lange (2013) proposed using the
Mastermind approach. The game Mastermind is
aunique code breaking/code making board game
in which colored pegs are used by one player to
establish a code and by the other player to sys-
tematically break the code. In a similar manner,
de Lange (2013) hypothesized that the “code”
represents a complex PK/PD relationship. By
understanding the strict distinction between the
properties of the drugs and the properties of the
biological systems by careful design of inte-
grated studies and by utilizing mathematical
modeling, the “code” can be broken. De Lange
(2013) uses this Mastermind approach and
detailed PBPK modeling to understand drug
effects of acetaminophen, quinidine, and
remoxipride.

Developing PK/PD Models from Human
Data to Inform Future Clinical Trials

While de Lange (2013) proposed detailed inte-
grated animal studies and mathematical modeling
to predict CNS effects in humans, studies in
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humans can also be used to build PK/PD models.
These models can then be employed to predict
time of onset and expected effects of alternative
dosing regimens not tested. In one example, Wilt-
shire et al. (2012) reported such a model based on
a Phase 1 single-ascending-dose study of
remimazolam, a rapidly metabolized benzodiaze-
pine when compared with placebo and mid-
azolam. In this randomized, single dose-
escalation study, 54 healthy subjects in 9 groups
received a single 1-min IV infusion of
remimazolam (0.01-0.3 mg/kg), while 18 subjects
received midazolam or placebo. All data were
used for Monte-Carlo simulations of alternative
dosing regimens. A 4-compartment pharmacoki-
netic model of midazolam and a physiologically
based recirculation model of remimazolam best
fit the data. Simulations based on these models
demonstrated that remimazolam delivered
extremely rapid sedation and that dosing by
body weight offered no advantage over the weight
range studies (65-90 kg) suggesting a fixed dose
regimen.

Sophisticated PK/PD modeling has been
accepted by regulatory agencies for extrapola-
tion of efficacy from one population to another.
In 2017, the International Conference on
Harmonisation (ICH) revised a guideline that
states as follows: “When a medicinal product is
to be used in the pediatric population for
the same indication(s) as those studied and
approved in adults, the disease process is
similar in adults and pediatric patients, and the
outcome of therapy is likely to be comparable,
extrapolation from adult efficacy data may be
appropriate.” (ICH 2017). In 2012, Pellock
et al. demonstrated that antiepileptic drugs from
published trials in focal seizures showed clinical
responses that were similar in both children
and adults based on comparable PD effect
sizes. Based on this, the Pediatric Epilepsy
Academic  Consortium on  Extrapolation
(PEACE) was formed. After clear demonstration
using both animal models and information in
humans that the physiological processes
which lead to focal seizures in adults are similar
to those in children as young as 2 years of
age, there was regulatory agreement that
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sophisticated PK/PD models could be used to
extrapolate efficacy from the adult population
to the pediatric population (Pellock et al. 2017).
However, it was recognized that enough PK data
needed to be obtained from pediatric populations
to determine actual exposure which then can be
used to predict efficacy based on PK/PD models,
and that extrapolation could not be used to deter-
mine safety.

A novel use of PK/PD modeling led to
approval of vigabatrin for pediatric patients
with partial seizures (Nielson et al. 2014). Previ-
ously, vigabatrin had been approved for pediatric
patients between 1 month to 2 years of age with
infantile spasms, and as adjunctive therapy in
adult patients with complex partial seizures
who had responded inadequately to several alter-
native treatments. Upon approval, the FDA
issued a Pediatric Research Equity (PREA)
requirement for children with refractory partial
seizures. Three previous Phase 3 trials had been
initiated but were halted early for administration
reasons. These data were pooled with adult piv-
otal clinical trial data to develop a population
dose-response model linking vigabatrin dosage
and seizure counts. This model allowed predic-
tion of appropriate dosing based on body weight.
Submission of these data along with the model
simulations allowed for the successful fulfill-
ment of the PREA requirement and approval by
FDA of vigabatrin in pediatric patients with
complex partial seizures.

Summary

Discussions to this point in the chapter demon-
strate that while more complicated than
other systems, PK/PD modeling can be success-
fully utilized to better understand the signi-
ficant complications involved in achieving
CNS drug delivery to the correct location at
the correct time and with the correct concentra-
tion. Data obtained in limited clinical studies can
be expanded using these models to predict the
full extent of dosing effects and even lead to
regulatory approval. Attention now turns to
biomarkers.
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Biomarkers in Neurology

Lynne Hughes and Marie Trad

Introduction

With the increased global life expectancy, the
prevalence of neurodegenerative diseases such
as Alzheimer’s disease (AD) and Parkinson’s dis-
ease (PD) is expected to grow significantly in the
coming years. The estimated number of patients
with AD is expected to triple in the US by 2050 to
attain 13.7 million people afflicted by the disease,
which will bring an increased economic burden to
the health care systems (Hebert et al. 2013).
Regardless of the efforts invested in drug
development in neurosciences, there remains a
high unmet therapeutic need in multiple neurolog-
ical indications. Drug discovery has been charac-
terized with a high attrition rate, in general, and
this is exemplified in CNS, as success rates drop
from an average 11-8% (Kola and Landis 2004).
Multiple factors contribute to this high attrition
and failure rate: lack of adequate animal models,
poor crossing of drug through the BBB and insuf-
ficient drug penetration into the brain, poor
knowledge of pathophysiological mechanisms,
increased placebo responses, and, most promi-
nently, lack of specific biomarkers to measure
therapeutic effect (Pangalos et al. 2007). How-
ever, significant recent progress has been
achieved in the biomarker field with the develop-
ment of the “omics” technologies: genomics, pro-
teomics,  metabolomics, lipidomics, and
immunological and biological epigenetics (Sethi
and Brietzke 2016). The advancement of the neu-
roimaging techniques has further dramatically
contributed to successful drug development in
indications such as multiple sclerosis (MS), with
16 disease modifying therapies (DMTs) approved
to date. This is considered as quite an accomplish-
ment in view of low success rates of investigated
DMTs in more prevalent diseases such as AD and
PD. This has led to the increased interest in devel-
oping highly targeted biomarkers which will both
contribute to reducing attrition and costs as well
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as, potentially, speed up the drug development
processes (Frank and Hargreaves 2003).

This chapter reviews the more widely assessed
biomarkers in the major neurological diseases
including AD, PD, MS, and neuro-orphan
indications.

Biomarker Definition

As per the Biomarkers Definitions Working
Group, a biomarker is a characteristic that is
objectively measured and evaluated as an indica-
tor of normal biologic processes, pathologic pro-
cesses, or biological responses to a therapeutic
intervention. Change in biomarkers after treat-
ment will help identifying a treatment benefit
and safety issues potentially related to that same
treatment. An exemplary biomarker should be
accessible, reproducible, quantifiable, and easy
to apply in the studied patient populations. A
marker can be a surrogate to replace a clinical
endpoint and give indication on disease modifica-
tion versus symptomatic effect. A PD marker is a
biomarker of pharmacologic response. Both sur-
rogate and PD markers are a subset of biomarkers
(Biomarkers Definitions Working Group 2001;
FDA 2014).

Biomarkers in Neurological Disorders

The need for the development of DMTs in multi-
ple neurological diseases warrants the use of
targeted biomarkers that are both diagnostic of
early disease and predictive of drug effect. The
inclusion in AD clinical trials of prodromal or
preclinical/asymptomatic patients necessitates
the incorporation of multiple biomarkers both to
permit identification of such subjects and to
enhance the chances of proving a subsequent
drug effect. A combination of biochemical, neu-
roimaging, and clinical assessments has become a
standard approach in clinical trials, especially in
early stages of drug development. Choosing the
most optimal combination of biomarkers is criti-
cal in early proof-of-concept studies to increase
clinical trial success. The selection of the most
appropriate biomarkers, whether in isolation or
combination, becomes even more relevant when
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testing DMTs to differentiate symptomatic effects
when compared with longer-term disease modifi-
cation effects.

General Biomarkers in Neurology

This section summarizes the frequently used bio-
markers in neurology while focusing more specif-
ically on the major diseases such as AD, PD, and
MS (Giacomelli et al. 2017; Henley et al. 2005;
Silva and Furie 2009).

Cerebro-spinal Fluid

Although lumbar punctures are invasive proce-
dures and a number of findings remain to be
confirmed as reliable, cerebral-spinal fluid
(CSF) biomarkers are relevant in indications
such as AD where a decrease in Abeta 1-42, as
well as an increase in Tau is observed (Ittner and
Gotz 2011). In addition, a reduction in total
alpha-synuclein levels in PD, the increase of
neurofilaments levels in amyotrophic lateral
sclerosis (ALS), as well as the increase in
various inflammatory markers in MS have
been explored in many studies. The importance
of these biomarkers and the need for their use
to monitor drug effect warrants the integration
of this procedure in clinical trials, while
mitigating the invasive aspect of lumbar punc-
tures (LPs).

In AD, for those sites who do not have access
to PET scanning facilities and/or access to the
PET ligands for amyloid detection, one option
used by some pharmaceutical companies is to
use CSF for confirmation of amyloid levels as an
entry criterion for clinical trials that are utilizing
an amyloid-targeting investigational product
(ClinicalTrials.gov). As mentioned below, com-
pliance is increasing with this modality and is
generally higher in subjects with preclinical
and/or prodromal AD than in subjects with mild
to moderate disease (IQVIA proprictary data-
base). LPs are not usually standard of care for
AD subjects for most countries, and as such, it
has taken a number of years to ensure compliance
with this assessment (Hughes et al. 2014). How-
ever, in some countries, e.g., Sweden, LPs are
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routinely performed in the majority of subjects
presenting with AD or possible AD. Recently,
with the advent of the potential DMTs in PD,
LPs are now being utilized in these early stage
trials, leading to greater challenges than those
facing AD trials more than 10 years ago. As CSF
collection is not a standard of care in the PD
population, other noninvasive procedures are
being studied to avoid multiple LPs in these
patients.

Neuroimaging
Multiple imaging techniques have contributed
significantly to the advancement of drug develop-
ment in Neurology. The demonstration of mag-
netic resonance imaging (MRI) as a highly
reliable biomarker is most prominent in MS, allo-
wing the approval of multiple drugs, which is
without precedent in Neurosciences. The most
frequently used MRI sequences are listed here:

MRI with gadolinium: T1 sequences with or with-
out gadolinium enhancement are essential in
monitoring the anti-inflammatory drug effect
in MS, as gadolinium enhancement is a direct
measure of the BBB disruption due to the
inflammatory processes.

Structural and Volumetric MRI: Increasingly used
to assess the changes of specific anatomical
structures of the brain as a result of patholog-
ical disease processes. The measuring of
medial temporal and hippocampal atrophy in
AD is a reliable marker of disease progression
(Riascher et al. 2009).

Other MRI techniques such as functional
MRI (fMRI), magnetic resonance spectros-
copy (MRS), and diffusion-weighted magnetic
resonance imaging have been studied in AD
and mild cognitive impairment (MCI),
Huntington’s disease (HD), PD, MS, and
stroke.

Positron emission tomography (PET): PET scan-
ning is widely used in a number of neurolog-
ical indications including AD and MCI
(reduced glucose uptake), PD, and HD. FDG
PET has been shown to have a good sensitiv-
ity to detect brain dysfunction and early
changes in AD and to follow its evolution
over time (de Leon et al. 2001).
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SPECT/DaTScan: This imaging technique uses a
transporter to bind to the DAT in the striatum
and then SPECT visualizes the amount of
transporter present. It allows for the differential
diagnosis between PD, essential tremor, multi-
ple system atrophy (MSA), and other Parkin-
sonian syndromes.

Genomics

The advancement in genetic research has been
instrumental in the understanding of multiple
neuro-orphan diseases such as ALS (SODI,
C9orf), spinal muscular atrophy (SMA: SMN1
gene), and Duchenne muscular dystrophy
(DMD: various exons). This has allowed the
development of genome-targeted therapies, with
recent significant therapeutic successes in SMA.
Further research is critical to bring therapies to
patients with rare disease.

Peripheral Biomarkers

Multiple biomarkers have been explored in periph-
eral fluid such as plasma, red blood cells, and
saliva. Confirmation of their reliability is needed
to avoid invasive CSF collection in patients in
whom LPs are not part of the standard of care. An
example of the relevance of peripheral biomarkers
is Parkinson’s disease as described next.

Clinical Biomarkers

The change in clinical biomarkers to monitor drug
effect is a required primary objective of many
pivotal trials. The mainstay of assessment for
clinical trials in AD is still the use of a number
of neurocognitive batteries, with changes in other
biomarkers being used as secondary or explor-
atory endpoints. The use of the Expanded Disabil-
ity Status Scale (EDSS) remains the gold standard
in the observance of disease disability in MS as a
hallmark of disease progression. In Parkinson’s
disease, multiple scales and corresponding sub-
scales, of which most prominently the UPDRS,
have been used to assess the effect of drugs in
development, on motor function, and for drug-
induced complications. Functional rating scales
have also been widely used in a variety of neuro-
logical clinical trials, as a primary or secondary
endpoint.
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Electrophysiology

Electroencephalography (EEG), a noninvasive
and cost-effective procedure, has proven to be a
reliable biomarker in diseases such as AD, epi-
lepsy, pain, PD (REM behavior disorder), and
autism. The progress in EEG technologies will
provide superior evaluation of central drug effect
(Jobert et al. 2012). Although not widely
performed in pivotal studies, its use is cost-
effective and noninvasive.

Electromyography and electrical impedance
myography (Rutkove et al. 2012), the motor-unit
number estimation (MUNE), allows the monitor-
ing of disease progression in ALS (Bowser et al.
20006).

Biomarkers in Alzheimer’s Disease

There have not been any successful new drugs
developed for AD for more than a decade. From
2002 to 2013, 96.4% of the 244 agents assessed in
more than 1,000 clinical trials in AD subjects
failed to achieve their primary endpoints (Ousset
et al. 2001). These trials have been increasingly
complex, requiring increased number of sites and
assessments and a lower number of subjects over-
all per site, and subsequently have resulted in
higher screen failure rates and, oftentimes, drop-
out rates (Ousset et al. 2001). In addition, these
trials are becoming more costly, and, in particular,
the cost for screen failure rates is prohibitive for
many companies.

The combination of biomarkers has been used
not only for secondary or exploratory endpoints
but also to enrich the clinical trial population,
allowing for the most appropriate subjects to be
exposed to the clinical trial investigational prod-
ucts and thus maximizing the probability of seeing
a signal in the trial data.

The use of biomarkers as entry criteria
increased following the data released in 2010 on
Semagacestat (Doody et al. 2013) and on
Bapineuzamab (Salloway et al. 2014). Both inves-
tigational products targeted amyloid, and the ulti-
mate data analysis revealed that approximately
30% of the recruited suspected mild-moderate
AD subjects did not, in fact, have amyloid
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“confirmed” AD. This enrichment technique has
proven to be necessary in large pivotal AD pro-
grams and has been found to be useful in success-
fully identifying AD patients who have a higher
chance to benefit from an amyloid-targeting
agent.

Subsequently, trials that had an investigational
product targeting the amyloid pathway required
that subjects have a baseline amyloid positivity
before trial entry to ensure that the investigational
product did have a target for engagement. How-
ever, for the mild to moderate population, this
added a further 30% onto the screen failure rate
of AD trials, in addition to the 20-30% already
observed (Hughes et al. 2014). This effect of
enrichment is even more pronounced in the earlier
stages of AD with prodromal AD having, overall,
a screen failure rate of 70-80%, and preclinical
AD being even higher at 90% or more (Hughes
et al. 2014). This all leads to an overall effect of
decreasing recruitment rates at sites and increas-
ing trial duration and costs.

Amyloid is assessed either via PET imaging
with a fluorine-18 labeled ligand or via a lumbar
puncture and collection and analysis of CSF.
There are basically 3 amyloid ligands available:
Avid (Florbetapir), GE (Flutametamol), and
Piramel (Florbetaben). The geographical loca-
tion of labeling centers dictates the site and coun-
try distribution for each imaging modality. Thus,
there are many global sites and countries where
the AD subjects are unable to participate in
trials which utilize amyloid PET imaging as a
screening tool as these countries either do not
have access to a PET scanner and/or a cyclotron.
The ligand is generally provided to the sites
ready-labeled for immediate administration to
the subject and the time from labeling, QC,
and subject administration is approximately
4 h due to the half-life of the fluorine-18 (Jobert
et al. 2012).

Alternatively, amyloid positivity can be
accessed via LPs, which brings with it its own
challenges. A review by IQVIA in 2013 of com-
pliance with at least 2 LPs in 12 AD programs,
which recruited in excess of 7500 subjects,
showed a global compliance of 8% in 2007
increasing to 50% by 2012 (IQVIA proprietary
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database). This compliance rate is steadily
increasing, but is still not ideal (Jobert et al. 2012).

These imaging and CSF biomarkers are being
used primarily to ensure that the appropriate sub-
jects are being recruited into the trials. They are
not being used as primary endpoints as the regu-
lators still request that a clinical trial in AD shows
apositive clinical benefit to a subject and not just a
change in nonclinical biomarkers.

An ongoing academic trial, however, utilizes a
combination of biomarkers as primary endpoints.
This trial is enrolling study participants who are
biological adult children of a parent with a
mutated gene known to cause dominantly
inherited AD. Such individuals may or may not
carry the gene themselves and may or may not
have disease symptoms. However, it is known that
the deposition of amyloid builds up some
10-20 years before clinical symptoms are mani-
fest. Therefore, while utilizing potential disease
modifying drugs which remove amyloid or pre-
vent its deposition or build up is being used as
surrogate endpoint as for many subjects, the
neurocognitive decline is minimal at this very
early stage (Bateman et al. 2017). This trial,
which is assessing the impact of three investiga-
tional products versus placebo, is still recruiting
and is being seen almost as a proof-of-concept
trial to assess the utility of various AD biomarkers
as a key outcome.

Other biomarkers used in AD trials include the
assessment of Tau and p-Tau levels in the CSF,
and recently, a number of Tau PET ligands have
been developed and are now in clinical trials. Tau
pathology appears to closely correlate with
neurodegeneration and onset of clinical dementia,
with dynamic changes in tau pathology being
evident at the minimal cognitive impairment
(MCI) stage (Lambracht-Washington and Rosen-
berg 2013). Therefore, this represents an interest-
ing target for pharmaceutical companies, and
there are a number of products in early stage
clinical trials looking at the possibility of actively
or passively immunizing against the various tau
biomarkers (IQVIA proprietary database).

Recent advances in AD biomarkers include a
race to develop a blood test for amyloid, as PET
imaging with an amyloid ligand is not practical on



4 Pharmacodynamic Evaluation: CNS Methodologies

a global scale. If confirmed as a reliable bio-
marker, this will provide a simple, cost-effective
assessment to be used for amyloid level assess-
ment for detection of patients with either prodro-
mal or very early disease and thus enable a
physician to specifically target therapy with an
appropriate drug.

Biomarkers in Parkinson’s Disease

Parkinson’s disease (PD) is the second most prev-
alent  neurodegenerative disorder  after
Alzheimer’s disease and affects approximately
1% of the population older than 60 (Tysnes and
Storstein 2017). The main hallmark of the disease
is loss of dopaminergic neurons in the mesenceph-
alon resulting in the clinical presentation of the
disease characterized by 3 cardinal symptoms:
bradykinesia, extrapyramidal rigidity, and resting
tremor. By the time the patient becomes symp-
tomatic, over 60% of dopaminergic neurons
would have been lost, hence, the importance of
implementing disease modifying therapy strate-
gies very early in the disease.

The treatment of PD remains symptomatic
and suboptimal as a result of treatment compli-
cations. Developing disease-modifying thera-
pies that would slow disease progression
outside of isolated symptomatic relief is essen-
tial. For this effect, reliable biomarkers allowing
early disease detection are fundamental. The
ideal biomarker in PD would aim at early detec-
tion of disease at prodromal stage, confirm dif-
ferential diagnosis with other diseases such as
PSP or MSA, and allow monitoring of disease
progression (Shapira 2013).

There have been important advances in bio-
markers in PD in recent years. The Parkinson’s
Progression Markers Initiative (PPMI), a multi-
center, observational study, is currently under-
way, and its main objective is identifying
imaging, biological, clinical, and behavioral
assessments biomarkers of disease progression
in a standardized way (Parkinson Progression
Marker Initiative 2011).

Multiple imaging techniques have found to be
relevant biomarkers in PD, of which the most
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prominent is dopamine transporter (DAT) imag-
ing. It allows the identification of significant
reduction of dopaminergic neurons. The useful-
ness of this technique for disease progression
remains however to be further confirmed (Wang
et al. 2013). Alpha-synuclein, a protein found in
Lewy bodies, the pathological hallmark of PD,
has emerged as a very relevant biomarker. Levels
of total alpha-synuclein have been found to be
decreased in CSF, while oligomer forms of this
protein have been reported to be increased. Recent
findings seem to indicate that measuring the levels
of alpha-synuclein might not only be diagnostic of
PD but serve as a marker for disease progression
(Wang et al. 2013). The assessment of peripheral
alpha-synculein blood and Saliva levels could be
utilized as biomarkers, avoiding invasive proce-
dures (Devic et al. 2011). Significant advances
have been made in the genetic understanding of
familial forms of PD (mutations in LRKK?2 and
PINK genes) that might accelerate the develop-
ment of effective and targeted therapies (Li and
Yang 2011).

Biomarkers in Multiple Sclerosis

The discovery of MRI technology has contributed
significantly to the accelerated drug development
in multiple sclerosis (MS). Specific sequences
such as T1 with and without gadolinium, T2,
and FLAIR allow the detection of the severity of
inflammation, demyelination, and axonal loss.
Following the changes of these parameters pro-
vides information demonstrating drug effect on
disease activity. Furthermore, whole brain and
spinal volumetric measurement identifies the
severity of atrophy in specific regions of the cen-
tral nervous system and hence can be used as a
surrogate marker of disease progression (Nair
etal. 2013).

CSF, although an invasive procedure, is valu-
able for marker collection of inflammation
(Oligoclonal bands), demyelination (Myelin
Basic Protein, MBP), and axonal loss
(Neurofilaments) (Giovannoni 2006). The levels
of JCV in CSF are a safety marker to identify
subjects at potential risk of developing
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progressive  multifocal leucoencephalopathy
(PML) while on potent immunomodulators/
IMmunosupressors.

Optic coherence tomography (OCT) measures
retinal nerve fiber layer (RNFL) thickness and
macular volume. This technique can be used as a
marker of neuroprotective effect of certain drugs
(Villoslada 2010).

The Expanded Disability Status Score (EDSS),
the Multiple Sclerosis Functional Composite
(MSEFC) that includes the Paced Auditory Serial
Addition Test (PASAT), and the Symbol Digit
Modalities Test (SDMT) are recognized clinical
biomarkers of both physical and cognitive disabil-
ity in MS.

Biomarkers in Neuro-Orphan
Indications

Biomarkers in Amyotrophic Lateral
Sclerosis (ALS)

Multiple advances have been made in the past
years in identifying biomarkers for amyotrophic
lateral sclerosis (ALS). Significant progress has
been observed in the genomic, neuroimaging
(MRI, Diffusion Tensor Imaging, PET), and elec-
trophysiologic marker field. Motor unit number
estimation (MUNE), electrical impedance
myography, and the neurophysiological index
are the most prominent electrophysiological tech-
niques that can be useful in disease progression
monitoring (Bowser et al. 2011).

Recent findings have revealed increased
neurofilament (NFL) levels in the CSF of ALS
patients compared to controls as a marker of
neurodegeneration, increased blood levels of cre-
atinine, as well as NFL, and NOGO-A strong
expression in muscles (Chen and Shang 2015).

Further validation of the different biomarkers
and their utility, in isolation or in combination, in
disease diagnosis and progression, is needed.

Biomarkers in Huntington’s Disease

Huntington’s disease is an autosomal dominant
neurodegenerative condition caused by a CAG
trinucleotide expansion in the Huntingtin gene

L. Hughes et al.

(HTT) (The Huntington’s Disease Collaborative
Research Group 1993). A new wave of investiga-
tional products is currently under investigation in
this disease arena, which is aimed at core disease
mechanisms (Chen and Shang 2015). The devel-
opment of new therapies depends on a robust and
in depth understanding of the pathogenesis of this
disease and the ability to translate this knowledge
into pharmacodynamics biomarkers. Currently
there is much interest in the quantification of
mutant Huntingtin (mHTT) in the CSF and PET
imaging targeting Huntingtin (HTT) as a potential
biomarker (Mestra and Sampaio 2017). Although
the actual goal of DMT is to lower the levels of the
HTT protein, the molecular targets of the inter-
vention are different products of the HTT gene —
mostly RNAs or the gene itself. Ongoing trials in
this arena include the assessment of various anti-
sense oligonucleotides and RNA interference
strategy agents (IQVIA proprietary database).

Summary

Significant progress has been made in the field of
biomarkers for neurological disorders. These span
from imaging, genetics, molecular, biochemical,
clinical to electrophysiological methods. The use
of biomarkers in isolation or combination, for
diagnostic and predictive purposes in the clinic,
while allowing the monitoring of drug effect in a
clinical trial setting, has evolved rapidly in recent
years. Greater investment and research in this field
is still needed to allow for accelerated discovery of
therapeutic interventions, in an area with impor-
tant unmet medical needs.
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new analgesic compounds, the importance of
human evoked pain models is now higher than

Despite many advances in the last decades in
understanding pain, the development of new
analgesic compounds has not followed the
same pace. The development of more targeted
analgesic compounds with fewer side effects is
therefore essential. With an increased demand
to demonstrate pharmacodynamic effects of

ever.

Pharmacodynamic evaluation with human
evoked pain models offers the possibility to
determine the dose ranges at which new anal-
gesics exert their pharmacological effect. Pain
models may also aid in the choice of target

population, determine which modality of pain
anew drug is expected to be most suitable, help

to differentiate between a central or more
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peripheral mode of action of new drugs, and
help determine which other effects contribute
to its mode of action, e.g., sedation.

Human evoked pain models are conducted
in standardized laboratories where factors like
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stimulus intensity, frequency, duration, and
location can be controlled. Using pain models
in healthy volunteers has important advantages
over assessing the effects of new drugs in
patients with pain; the pain elicited in human
pain models is predictable in its intensity while
clinical pain will naturally fluctuate. Analgesic
properties can be investigated with pain
models without the influence of accompanying
symptoms that are often seen in patients with
pain.

General Introduction

Pain is intended as a warning to the body that a
noxious stimulus can (potentially) harm the body.
The International Association for the Study of
Pain (IASP) defines pain as an unpleasant sensory
and emotional experience associated with actual
or potential tissue damage or described in terms of
such damage (Bonica 1979). Prevalence studies
show that in Western countries 19-31% of the
adult population suffers from a form of chronic
pain (Macfarlane et al. 2013; Moore et al. 2015).
Despite the availability of potent analgesics such
as opioids, chronic pain remains a high unmet
medical need as many effective analgesics have
important side effects and chronic treatment with
opioids leads to tolerance and addiction. The
development of better and more specific analgesic
compounds therefore remains essential. With an
increased demand to demonstrate pharmacody-
namic effects of new compounds as early as pos-
sible in clinical drug studies, the importance of
human evoked pain models is now more than
ever.

In a pure neurophysiological sense, nocicep-
tive pain occurs when nociceptors are stimulated
by noxious stimuli (e.g., mechanical, thermal,
electrical, or chemical stimuli). After a threshold
has been reached, the nociceptive nerve fiber
transmits the pain signal to the spinal cord. The
signal is modulated at several locations along
ascending pathways through the dorsal horn and
spinal cord. From the spinal cord, the pain signal
is projected to supraspinal centers where the brain
can modulate the excitatory activity via

P. Siebenga et al.

descending control (Olesen et al. 2012). Percep-
tion of pain is even more complex where more
than one sensory system is responsible for trans-
mission of the painful stimulus (Aguggia 2003).

From a more neuropsychosocial point of view,
pain is a complex experience influenced by many
factors such as emotion, fear, anxiety, but also
cultural background, sex, genetics, and educa-
tional background. Due to its complexity, it can
be difficult to assess the effects of analgesic drugs
on pain in patients, and animal pain models dem-
onstrate low predictability for clinical efficacy in
humans. Several explanations are receptor dissim-
ilarity between species, differences in pharmaco-
kinetics, and morphological and functional
differences between the brains of animals and
humans (Olesen et al. 2012). Human evoked
pain models can control some of these influencing
factors. Therefore, these models are an important
step in the translation of animal research to pain
patients.

Pharmacodynamic evaluation through human
evoked pain models offers the possibility to dif-
ferentiate between a centrally or peripherally act-
ing drug, for which modality of pain a new drug
will be most suitable (nociceptive, neuropathic, or
inflammatory), and which other effects contribute
to its mode of action (e.g., sedation, tolerance)
(Oertel and Lotsch 2013; Okkerse et al. 2017
Olesen et al. 2012; Staahl et al. 2009a). This can
be done in early clinical trials with healthy volun-
teers, which is not only cost-reducing but also
time saving. Other advantages of using human
evoked pain models are (1) stimulus intensity,
duration, and modality are controlled and do not
vary over time; (2) differentiated responses to
different standardized stimulus modalities; (3)
the response can be assessed quantitatively and
compared over time; (4) pain sensitivity can be
compared quantitatively between various normal/
affected/treated regions; (5) models of pathologi-
cal conditions can be studied and the effects of
drugs on such mechanisms quantified; and (6)
pain models can be easily performed in healthy
subjects, who are easier to recruit into clinical
studies (Arendt-Nielsen et al. 2007a).

Evoked pain is mostly short-lasting, with most
stimuli being applied exogenously and are
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generally focused on cutaneous nociceptor activa-
tion. Arguably, evoked pain models are limited in
intensity due to ethical constraints related to the
risk of tissue damage. In contrast to natural occur-
ring pain which is mostly caused by endogenous
factors, longer lasting and influenced by complex
emotions (Moore et al. 2013). Since clinical pain
is a complex sensation involving psychological,
physiological, and cognitive factors, no single
pain model is able to replicate all aspects of clin-
ical pain (Okkerse et al. 2017).

Several methods exist for evoking pain in
humans, such as mechanical, thermal, electrical,
and chemical stimulation. A stimulus can be either
phasic or tonic. Stimuli can be applied to different
tissue types for instance skin, muscles, or viscera
(Arendt-Nielsen et al. 2007a). This chapter
focuses on the different pain models that are
used to induce evoked pain in humans and the
means to assess the evoked pain. Human evoked
pain models are divided into the energy domain (i.
e., mechanical, thermal, electrical, and chemical
induction) and are further subdivided into area of
stimulation (i.e., skin, muscle, and viscera) that is
stimulated.

Pain Assessment Techniques

An evoked pain model consists of two elements; a
stimulus needs to be applied to evoke pain and the
related pain response needs to be measured
(Gracely 2013). Possible assessment techniques
for evoked pain responses can be divided into
several categories: psychophysical, electrophysi-
ological, and imaging.

Psychophysical Methods

Psychophysical methods aim to describe the rela-
tionship between physical stimuli (section “Pain
Stimulation Techniques”) and corresponding sub-
jective responses in a quantitative manner. These
methods are widely used to study stimulus pro-
cessing in various research fields, including pain
processing. The methods to quantify the relation-
ship between stimulus and response can be
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subdivided into unidimensional methods and
multidimensional methods.

Unidimensional Measures

Purpose and Rationale

Unidimensional questionnaires such as the
Numeric Rating Scale (NRS), the Verbal Rating
Scale (VRS), or the Visual Analogue Scale (VAS)
provide a single subjective measure to the inten-
sity of a stimulus. More quantitative unidimen-
sional measures are thresholds: the intensity
where a stimulus is first perceived as painful
(pain detection threshold), and the intensity
where the stimulus is no longer tolerable (pain
tolerance threshold).

Procedure and Evaluation

The NRS consists of a horizontal line with evenly
spaced perpendicular lines. The patient or subject
is asked to rate his or her pain from 0 to 10 (11
point scale) or from 0 to 100 (101 point scale)
where 0 equals “no pain” and 10 or 100 equals
“worst possible pain.” The VRS consists of a list
of descriptive terms to express the different levels
of pain. It at least should include the extremes, in
this case “no pain” and “worst possible pain.”
Additional terms usually used are “very mild
pain,” “mild pain,” “moderate pain,” “severe
pain,” and “very severe pain.” The VAS is a hor-
izontal line consisting of the two extremes and
subjects are asked to indicate on the horizontal
line indicating the perceived intensity.

For the determination of pain thresholds, the
stimulus intensity increases until a certain pain
threshold is reached (Gracely 2013). The pain
detection threshold (PDT) is reached when a
change in sensation from nonpainful to painful is
felt by the subject. The pain tolerance threshold
(PTT) is the stimulus intensity at which the pain is
no longer tolerable. Depending on the method
used, the stimulus is ceased before or when
reaching the pain tolerance threshold.

Several stimulus modalities (such as thermal,
mechanical, or electrical) can be used to quantify
pain perception and to assess sensory function
(Arendt-Nielsen and Yarnitsky 2009). These can
then also be used as an indicator of the current
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state of the pain system. For example, it can be
used to detect hyperalgesia, which is a condition
in which an enhanced pain response to noxious
stimuli is observed. Hyperalgesia is indicated by a
decrease in the pain thresholds and an increase in
pain to supra-threshold stimuli.

Critical Assessment of the Method

The main disadvantage of NRS, VRS, and VAS
scales is that they measure a single qualitative
aspect of pain, namely, intensity or unpleasant-
ness, while pain consists of more qualities (section
“Multidimensional Measures”). Moreover, even
though these (subjective) unidimensional scales
can be used as a coarse measure of the level of
pain a subject experiences, they cannot be used to
distinguish individual contributions of nocicep-
tive and pain-related mechanisms.

Modification of the Method

To obtain a more detailed description of pain
perception and qualities, multidimensional ques-
tionnaires can be used (section “Multidimensional
Measures”).

More advanced psychophysical procedures are
being developed to relate stimulus properties (e.
g., pulse width, number of pulses, and inter-pulse
interval) and perceptions to nociceptive processes
(Doll et al. 2016; Yang et al. 2015). Also, com-
bining unidimensional measures with neurophys-
iological measures may provide more information
on underlying processes.

Multidimensional Measures

Purpose and Rationale

Unidimensional questionnaires are often found to
be limited in their capabilities in describing pain
perceptions. Therefore, multidimensional mea-
sures provide means to describe perception using
multiple sensory and affective qualities of pain.

Procedure

In contrast to the unidimensional measures, sub-
jects are asked to fill in several answers to various
questions, or have to choose from a large range of
adjectives to describe their pain perception. One
of the most widely used multidimensional tool is
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the McGill Pain Questionnaire (Melzack 1975).
This questionnaire not only measures the pain
intensity but also measures the sensory and affec-
tive qualities of pain. The McGill Pain Question-
naire has been used in a large number of studies
and has been translated and validated in multiple
languages (Melzack 2005; Melzack and Katz
2013).

Critical Assessment of the Method
Multidimensional questionnaires often take more
time to complete than simpler unidimensional
questionnaires. Particularly in a clinical setting,
multidimensional questionnaires either need to be
compressed (such as the short-form McGill Pain
Questionnaire) or replaced by unidimensional
questionnaires. Additionally, in the experimental
setting of evoked pain models not all components
of a questionnaire may be applicable, e.g., items
related to affective aspects of pain sensation.

Modification of the Method

Numerous pain questionnaires exist that measure
different qualities of neuropathic and non-neuro-
pathic pain. These include the Pain Quality
Assessment Scale (PQAS), Leeds Assessment of
Neuropathic Symptoms and Signs (LANSS), and
PainDETECT. Moreover, questionnaires
targeting specific patients groups exist as well;
the Western Ontario and McMaster Universities
Osteoarthritis Index (WOMAC) and Knee Soci-
ety Score (KSS) assign pain, stiffness, and func-
tional scores to patients suffering from
osteoarthritis.

Electrophysiological and Imaging
Methods

Electrophysiological readouts include evoked
potentials via electroencephalography (EEG).
Imaging readouts include functional magnetic res-
onance imaging (fMRI) and positron emission
tomography (PET). Electrophysiological and
imaging readouts provide a more objective mea-
surement of pain. However, they have a larger
variation in outcome measurements, are more
expensive, and are technically more difficult to
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perform in a large group of subjects (Arendt-Niel-
sen et al. 2007a; Kakigi et al. 2005; Wager et al.
2013).

Functional Magnetic Resonance Imaging

Purpose and Rationale

Neuroimaging has identified several -cortical
regions in the brain that are typically active
when a painful stimulus is applied to the body.
With fMRI these pain responses in the brain can
be observed. Structures that are active during pain
perception are the primary and secondary somato-
sensory, the cingulate, and the insular cortices
which together are called the pain matrix (Ingvar
1999; Peyron et al. 2000; Porro 2003; Rainville
2002; Tracey and Mantyh 2007). Activation of the
pain matrix due to nociceptive stimuli is the func-
tional imaging analogue of conscious pain percep-
tion. Measuring the activities in the pain matrix
during a painful stimulus can be used as an objec-
tive measure for pain perception (Borsook et al.
2010).

Procedure and Evaluation

A subject is given a painful stimulus while being
scanned in the MRI. fMRI measures brain activity
by detecting changes in blood flow (hemody-
namic response) associated with neuronal activa-
tion (Huettel et al. 2014). It uses the relative
abundance of deoxyhemoglobin in blood that
changes the proton signal from water molecules
surrounding a blood vessel, producing blood oxy-
genation level-dependent contrasts (BOLD)
(Ogawa et al. 1990). Via the BOLD signal an
indirect index of neural activity is provided. Sev-
eral fMRI methods are used in pain research,
which reveal the neural correlation of pain per-
ception and modulation by characterizing the
brain response to evoked stimuli (e.g., pain, allo-
dynia), task-driven responses, or drugs (phMRI)
(Borsook et al. 2010).

Critical Assessment of the Method

This noninvasive method of measuring pain can
provide a measure of cerebral perfusion that cor-
relates with an acute painful stimulus in healthy
volunteers. Detecting chronic pain is more
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complex due to confounding factors like disease
and treatment. Brain systems like emotion, mem-
ory, and motivation are also active during mea-
surement in these patients (Borsook et al. 2010).
These systems can also be triggered by placebo
analgesia, which adds to the complexity (Morton
et al. 2016). Additionally, the resolution of fMRI
is inferior compared to the EEG, which means that
it is not suitable to investigate the primary neuro-
nal activity directly related to the pain stimulus
and less suitable to investigate the deeper struc-
tures of the brain (e.g., brainstem and thalamus)
(Olesen et al. 2012).

Modifications of the Method

When including fMRI in a study, a distinction can
be made in the type of pain model that will be used
during the study. Mechanical (Baron et al. 1999),
thermal (Lapotka et al. 2017; Shukla et al. 2011),
electrical (Kocyigit et al. 2012), and chemical
(Baron et al. 1999) induced pain models can be
used during an fMRI scan, with the exception of
models that entail the use of water and metal.
Modifications can be made in the type of MRI,
protocol used for scanning, and analyzing
protocols.

Electroencephalography and Evoked
Potentials

Purpose and Rationale

EEG is a noninvasive technique which records
(spontaneous) synchronized postsynaptic neuro-
nal activity of the human cortex. In contrast to
brain imaging techniques, EEG has a high tempo-
ral resolution. This high resolution makes EEG an
effective method of observing (rapid) changes in
brain activity. Additionally, EEG is a suitable
method for recording evoked potentials (EP) to
painful stimuli (e.g., thermal, mechanical, or elec-
trical) and may provide important information on
(central) pain processing (Mouraux and lannetti
2008).

Procedure and Evaluation

To record EEG, several electrodes are placed on
the scalp, either using individual Ag/AgCl elec-
trodes or specialized caps. The impedance should
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be similar among all electrodes and is advised to
be held under 50 kQ. Quantifying resting state
EEG can be done by means of spectral analysis.
Due to its nonstationary behavior, recorded data is
divided in short epochs ranging between 2 s and
10 s (Jobert et al. 2013). Each epoch is then
transformed into the frequency domain and after
removing or correcting epochs affected by arti-
facts (e.g., ocular or muscular activity) averaged.
The frequency range is then subdivided into bands
(i.e., delta, theta, alpha, beta, and gamma) and
then integrated over frequency bands to obtain
the total power per frequency band.

EPs are monophasic deflections of spontane-
ous EEG and are time and phase locked on the
onset of the stimuli (Mouraux and Iannetti 2008).
These waveforms are typically characterized by
their polarity, latency, amplitude, and position on
the scalp. As the signal-to-noise ratio (SNR) is
relatively low when recording EPs, repeatedly
stimulating and recording cortical responses is
required. This allows improving the SNR by
means of averaging and allows the characteriza-
tion of the evoked response in terms of the ampli-
tudes and latencies. The data collected generally
includes the peaks and latencies of the N1, N2, P2,
and P3, or the top-top amplitude between N2 and
P2 (Treede et al. 2003). Moreover, the reaction
time after the presentation can also be recorded.
The N1 is most prominent at the contralateral
temporal side (i.e., T3 or T4) referenced to the
frontal Fz. The N2 and P2 are most prominently
visible at the vertex Cz referenced to the (linked)
earlobes Al and A2. The P3, which is not thought
to be nociceptive specific, has a relatively long
latency and is best observed at Pz referenced to the
earlobes.

Critical Assessment of the Method

It is important to know that EEG recordings will
be contaminated with artifacts. Common sources
of artifacts are ocular movements and blinks,
muscle contraction, and cardiac activity. Each
of these artifacts have their own characteristics
in both time domain and frequency domain and
must be dealt with prior to analyzing EEG. Pos-
sibilities for dealing with these artifacts are either
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excluding parts of the recording for analysis or
correcting for them (e.g., by using regression
techniques, filtering, or blind source separation
techniques).

EPs have been shown to be sensitive to various
changes in pain pathways. EPs are sensitive to
changes induced by analgesics (Schaffler et al.
2017). It must be taken into account, however,
that the amplitudes of the EPs are dependent on
the attention of the subject; reduced attention
results in significantly lower peak amplitudes.
Moreover, the across trial variability is relatively
high making comparisons between groups and
trials complicating.

Modification of the Method

When several electrodes are recorded during a
resting state EEG, multichannel topography
allows observing the activity recorded at several
locations. Time-dependent changes in power
spectra can therefore also be visualized. Even
though EEG has a relatively low spatial distribu-
tion in contrast to techniques such as fMRI, source
localization techniques are used to find brain
sources of the recorded potentials (Grech et al.
2008). However, high-density electrode place-
ment is required for more reliable source localiza-
tion (Song et al. 2015).

As aresult of averaging EPs, non-phase-locked
information is lost. Time-frequency analysis of
epochs does provide the means to study non-
phase-locked information (Hu et al. 2015;
Mouraux and Iannetti 2008).

Nociceptive Spinal Flexion Reflex

Purpose and Rationale

The nociceptive spinal flexion reflex (NFR), also
called the RIII reflex, is a physiological, polysyn-
aptic reflex allowing for painful stimuli to activate
an appropriate withdrawal response (Skljarevski
and Ramadan 2002). It is one of the available tools
for objective quantification of spinal nociception
in humans. The NFR reflex can be elicited in all
four limbs. Here, the most standard procedure,
with stimulation of the lower limb (sural nerve),
is described.
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Procedure and Evaluation

Electrical constant current stimulation is delivered
to the retromalleolar pathway of the sural nerve.
Each stimulus consists of five pulses of 1 ms
duration, separated by 4 ms, resulting in a total
duration of 21 ms. Electromyographic responses
are recorded from the ipsilateral biceps femoris
(short head) via surface electrodes placed 4-5 cm
apart over the muscle belly. The RIII reflex is
identified as a polyphasic muscle response
appearing with an onset latency between 90 ms
and 130 ms after stimulation (Willer 1977). Fol-
lowing stimulation of the sural nerve, three
responses are sequentially recorded: the tactile
reflex (also known as RII), the nociceptive flexion
reflex (RIII), and an involuntary movement signal
(Skljarevski and Ramadan 2002). For quantifica-
tion of the RIII reflex response, the reflex area is
obtained by integrating the rectified signal within
a 50 ms analysis window starting between 90 ms
and 120 ms after stimulation. Stimulus—response
curves are recorded by increasing stimulation
intensity in 0.5 mA steps starting from 0.5 mA.
Participants can rate the pain intensity of each
stimulus using an NRS or VAS. The pain thresh-
old is determined as the stimulus intensity that
first evokes a painful sensation (defined as an
NRS rating > 1 or VAS > 0). The RIII threshold
is defined as the stimulus intensity that first evokes
a reflex response exceeding a raw area of
100 pV x ms (Ruscheweyh et al. 2015).

Critical Assessment of the Method

Reduction of the NFR by a pharmaceutical com-
pound does not necessarily imply reduction of
ascending nociception, but may also indicate
modulation of other components that play a role
in the RIII reflex, such as deep dorsal horn inter-
neurons (Schouenborg et al. 1995) or motor neu-
rons (Ruscheweyh et al. 2015).

Modifications of the Method

NFR is affected by demographic factors. It is
indicated that female subjects and children have
lower NFR thresholds (Page and France 1997;
Sandrini et al. 1989). Other factors affecting the
outcome include cardiac cycle, baroreceptors,
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stimulation site, and even diurnal rhythm
(Skljarevski and Ramadan 2002). All should be
addressed before the start of the trial.

Conditioned Pain Modulation

Purpose and Rationale

Conditioned pain modulation (CPM) (also known
as descending noxious inhibitory control (DNIC)
for animal studies or heterotopic noxious counter-
stimulation) is a paradigm that uses a conditioning
stimulus to influence a test stimulus and can be
used to assess the endogenous analgesic capacity
of both healthy subjects and patients (Nir and
Yarnitsky 2015). The assessment of CPM pro-
vides an indication of the balance between
descending facilitation and inhibition. It is
hypothesized that malfunction of pain modulation
network may be the cause, rather than the effect,
of chronic pain development (Yarnitsky et al.

2010).
The endogenous network is mediated via
descending serotonergic, noradrenergic, and

dopaminergic pathways, with the conditioning
stimulus activating decreasing the activity of on-
cells in the rostral ventromedial medulla (RVM)
(Hernandez et al. 1994).

Procedure and Evaluation

CPM is assessed by using a conditioning stimulus
which is generally a tonic nociceptive stimulus;
however, nonpainful conditioning stimuli have
also been reported (Bouhassira et al. 1998;
Lautenbacher et al. 2002). Various methods can
be used as the conditioning stimulus. The method
most commonly used is the cold pressor test (Pud
et al. 2009). However, other stimuli have also
been reported including hot water, ischemic
pain, heat, chemically induced pain, electrical
induced pain, and physically induced muscle
pain (Popescu et al. 2010).

Various methods are used as the test stimulus
including nociceptive flexion reflex, electrical,
heat, and pressure stimulation, among others.
CPM is considered to be a systemic experience,
and as such, heterotopic stimulation is used for the
assessment of CPM. CPM is assessed by
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comparing the endpoint from the test stimulus
before and after administration of the conditioning
stimulus. The duration of effect from the condi-
tioned stimuli may be assessed in parallel or soon
after administration of the conditioning stimula-
tion; however, the duration of effect is paradigm-
dependent with reports of CPM effects lasting
5 min, 30 min, and up to 60 min after application
of the conditioning stimulus (Fujii et al. 2006;
Graven-Nielsen et al. 1998; Tuveson et al. 2006).

Critical Assessment of the Method

CPM paradigms are reported to have both reason-
able to high intra- and inter-individual variability
especially due to the endpoint being derived from
subjective pain reports (Nir and Yarnitsky 2015).
Furthermore, divergent terminology used in the
literature for the same phenomena complicate
comparisons. Factors affecting CPM are use of
medication, psychological state of subjects (anxi-
ety, depression, emotional status, and attention
span), and even ethnic origin (Goubert et al.
2015).

Modifications of the Method

As highlighted above and as with other pain
models, there are numerous ways to assess CPM
including different methods for the conditioning
and test stimulus including using different appli-
cation area. Furthermore, the endpoints vary con-
siderably between research groups, with some
groups assessing change in the test stimuli end-
point before and after the conditioning stimuli
while others reporting changes in the endpoint
during administration of the conditioning stimu-
lus (Doll et al. 2014).

Pain Stimulation Techniques
Mechanical Stimulation

Human evoked pain models date back to the late
nineteenth century, in which mechanical pressure
was used to induce pain (Hardy et al. 1940). Over
time, mechanical stimulation techniques became
more accurate and are used to stimulate the skin,
muscle, or viscera. The skin is the most used
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organ, because of its practical implementation.
However, muscles can also be targeted both
endogenous (post-exercise or ischemic) or exog-
enous (saline injection). Balloon distention in the
viscera can be used to investigate new analgesic
compounds in healthy volunteers but also as a
diagnostic tool in patients (e.g., gut disorders).
Mechanical stimulation can be divided into
touch/pinprick, pressure, or pinching methods.
This chapter focuses on the different techniques
related to mechanical stimulation on the skin,
muscles, and viscera using touch/pinprick, pres-
sure, or pinching methods.

Mechanical Skin Stimulation
Touch and Pinprick

Purpose and Rationale

Mechanical stimulation via touch can be done
with a cotton swab or a brushstroke (light mechan-
ical stimulation) or pinprick. Light mechanical
stimulation will not induce pain, but can be
used to assess allodynia (lowered activation
threshold for a nonpainful stimuli) by other pain
stimuli.

A common method of applying pinprick stim-
ulation is the use of von Frey filaments. These
filaments are used to quantify touch as well
as the PDT and the PTT. In animal and patient
experiments, it is mostly used to determine
functional recovery of AS8- or Af-fibers. In
human pain models, it is also used to determine
hyperalgesia effects (e.g., in the capsaicin/UV-B
model).

Procedure and Evaluation

Von Frey filaments are calibrated filaments, orig-
inally made of human or animal hair, and later
with acrylic or synthetic fibers or optical glass
fibers. The filaments bend at a certain designated
force (Fruhstorfer et al. 2001). The applied force is
dependent on the stiffness, which is in turn depen-
dent on the diameter of each filament. During
stimulation, the filament is placed perpendicular
to the skin and pressed down with a constant
increase in force until it bends for 1 s. Subse-
quently, the filament is removed with a constant
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decrease in force and the subject is given some
time to evaluate the stimulation.

Critical Assessment of the Method

The von Frey test is characterized by its simplic-
ity, thereby showing advantages in clinical
settings for rough quantification of functional
nerve regeneration. In addition, it can be used
to classify responders in the evaluation of
hyperalgesia.

Although the von Frey method is still com-
monly used to evaluate peripheral nerve function
in patients, it has several disadvantages as a
human pain model. Pinprick stimulation always
coactivates non-nociceptive Ap-fibers. This may
contaminate the signal and influence the results
affecting the specificity. Additionally, intra- and
inter-observer variability of this method is high.
The skill of the observer will have an important
impact on the results. Furthermore, each filament
is produced for one constant standardized level of
pressure, which means that many filaments are
needed to determine sensory or pain thresholds
with a high precision. Environmental changes
may affect the calibration of the filaments. Lastly,
it is difficult to combine von Frey stimulation with
quantification methods that require time-locked
responses, such as evoked potentials or time-fre-
quency analyses in EEG.

Modifications of the Method

Von Frey filaments are inherently limited for
method modification, because each filament is
calibrated for one designated force application.
Depending on the calibrated force, the filaments
activate mainly Ap-fibers (0.5-128 mN) or Ad-
fibers (128-512 mN) (Curatolo et al. 2000).
Both conventional as electronic pinprick para-
digms have been described (Moller et al. 1998).
To eliminate the intra- and inter-observer varia-
tion one can consider -electronic pinprick
devices.

Impactometers/Pinch Interdigital Web/Joint
Purpose and Rationale

Pressure algometers are usually applied to the
muscle or bone, but other sites including the
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interdigital web, skinflap, earlobe, or a finger or
toe joint can be used as an area of investigation
(Brennum et al. 1989; Curatolo et al. 1997,
Staahl et al. 2006). Handheld or computer con-
trolled pressure algometers are clinically similar
to palpation (Olesen et al. 2012). For methods
using a pinch methodology, the pain is due to a
combination of mechanical stimulation and
local ischemia, while when pressure is applied
to muscle the pain is related to muscle strain
(Olesen et al. 2012).

Procedure and Evaluation

A pressure algometer is applied to the area of
interest. In a controlled manner, the pressure
increases at a constant rate until a psychophysi-
cal endpoint of interest is attained. Many
commercial handheld pressure algometers
provide user feedback to ensure pressure is
applied at a constant rate. For repeated
applications, the pressure algometer should
be applied to the same area to ensure intra-indi-
vidual variability is minimized as variation in
location can lead to different thresholds. PDT
and PTT are the usual primary outcome
measures.

Critical Assessment of the Method

For handheld pressure algometers, control of the
rate of onset, muscle contraction, and examiner
expectations are the primary limitations (Woolf
and Max 2001). Differences in the size and
shape of the probe limit comparisons between
research groups.

Modifications of the Method

The model can be used in combination with other
methods that induce hyperalgesia or sensitization.
Stimulus-response curves can be compared with
nonsensitized locations.

Rather than using a punctate pressure
algometer, cuff algometry can be used with the
advantage that the model is generally computer-
controlled thereby controlling the rate of applica-
tion of the pressure pain (Polianskis et al. 2001).
Pain induced by cuff algometry is primarily
related to muscle pain with minimal contribution
from skin nociceptors.
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Post-exercise Muscle Soreness

Purpose and Rationale

Delayed onset muscle soreness (DOMS) is
believed to be mediated by a combination of lactic
acid, muscle spasm, connective tissue damage,
muscle damage, inflammation, and endogenous
substances (e.g., bradykinin and prostaglandins)
(Nie et al. 2006). This pain model is thought to
mimic clinical pain by inducing central sensitiza-
tion while having no spontaneous pain at rest
compared with exogenous induced pain models
(Olesen et al. 2012). Central sensitization is an
increase in general excitability of the dorsal horn
neurons which can be caused by nerve injury
(Laird and Bennett 1993). Secondary hyper-
algesia is thought of as a transient state of central
sensitization (Torebjork et al. 1992).

Procedure and Evaluation

Subjects perform an eccentric exercise that they
are unaccustomed to with insufficient rest periods.
Peak allodynia/hyperalgesia occurs 24—48 h post-
exercise. The affected muscles are assessed with a
VAS to evaluate pain intensity and pressure
algometry to evaluate allodynia/hyperalgesia.

Critical Assessment of the Method
The method is somewhat nonspecific, with an
inflammatory component but these may be site
specific (Staahl and Drewes 2004).

Modifications of the Method

The method can be modified by using various
locations/muscle groups with development of
hyperalgesia dependent on the size of the muscle
(Svenson and Arendt-Nielsen 1995).

Ischemic Tourniquet

Purpose and Rationale

The tourniquet model is a tonic pain model with
nociceptive contributions from the muscle, skin,
and periosteum (the vascular connective tissue
enveloping the bones). Clinically, tourniquets are
used to perform intravenous regional anesthesia
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or to provide a bloodless operating field. The
tourniquet leads to metabolic changes, primarily
acidosis, and compression which leads to the
release of prostaglandins. Neuropathic pain
induced by nerve compression may also contrib-
ute to the pain felt (Kumar et al. 2016). The
method can also be used as a conditioning stimuli
for the CPM paradigm (section “Conditioned Pain
Modulation™).

The pain is thought to be mediated by the
unmyelinated, slow conducting C-fibers that are
usually inhibited by the Ad-fibers (Kumar et al.
2016). The Ad-fibers are blocked by mechanical
compression after about 30 min, while the C-
fibers continue to function (Casale et al. 1992).
Tourniquet compression leads to release of pros-
taglandins by the injured cells (Kumar et al.
2016). These prostaglandins increase pain percep-
tion by sensitizing and exciting pain receptors.
Also, limb ischemia causes central sensitization
(Kumar et al. 2016).

Procedure and Evaluation

A pneumatic tourniquet is applied to an extremity,
generally the thigh, following exsanguination of
the leg. The cuff is inflated above the systolic
blood pressure with ranges of 100—600 mmHg
above the systolic pressure having been reported
(Smith et al. 1966).

Critical Assessment of the Method

For healthy subjects, the tourniquet can be left for
up to 2 h; however, pain is nonspecific with pain
being felt under the tourniquet and/or in the lower
limb. The method can also lead to temporary
hypoesthesia and lower limb paralysis. Following
reperfusion, the subject may experience hyper-
algesia/allodynia and muscle cramps in the
affected limb.

Modifications of the Method

The method can also be used with combination
with voluntary muscle contractions or exsangui-
nation of the leg by gravity or esmarch bandage
(Hagenouw et al. 1986; Olesen et al. 2012). The
width and type of tourniquet and the maximum
inflation pressure can be used to modify the
method.
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Hypertonic Saline Injection

Purpose and Rationale

Intramuscular injection of hypertonic sodium
chloride (4—6%) results in a tonic, deep, diffuse
pain. The pain usually lasts for several minutes
following infection and leads to both local and
referred pain. The pain is primarily mediated via
direct excitation of C-fibers than caused by saline-
induced tissue injury (Schulte et al. 2006;
Svendsen et al. 2005). The procedure can also be
used to induce local, cutaneous hypoesthesia
(Graven-Nielsen et al. 1997).

Procedure and Evaluation

A bolus saline solution is injected intramuscularly
using computer-controlled infusion pump. Earlier
models used manual bolus injections (Graven-
Nielsen and Mense 2001). Pain intensity is mea-
sured by using a VAS with peak pain or area under
the curve (AUC) being the primary outcome mea-
sures. Referred pain patterns and changes in the
pressure pain thresholds of the local and referred
pain areas can also be assessed (Ge et al. 2000).

Critical Assessment of the Method

A limitation of the model is that hypertonic injec-
tion may elicit excitation from both non-nocicep-
tive and nociceptive nerve fibers (Korotkov et al.
2002).

Modifications of the Method

Potassium chloride is occasionally used instead of
sodium chloride. Various sites can be used for
injection with the most common being the
musculus trapezius and the musculus tibialis ante-
rior (Ge et al. 2006; Schulte et al. 2006).

Mechanical Visceral Stimulation

Barostat/Esophagal Distention/Bladder
Distention

Purpose and Rationale

Induction of pain in viscera is difficult to perform
due to the location of the organs associated with
visceral pain as pain originates from the internal
thoracic, pelvic, or abdominal organs (Johnson
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and Greenwood-van Meerveld 2016). Evoked
pain models assessing mechanical visceral pain
are generally limited to different accessible areas
of the gastrointestinal (GI) tract, the urinary tract
(Maggi 1990), and the uterine cervix (Drewes et
al. 2003a).

Procedure and Evaluation

Mechanical stimulation of the viscera is generally
performed using a balloon placed in the GI tract
with the preferred locations being the esophagus
or rectum. The most common method used is the
barostat method whereby changes in air volume
within a balloon while maintaining constant pres-
sure are measured (Drewes et al. 2002). Generally,
the balloon/bag is inflated until moderate pain is
reported (up to approximately 7 on a VAS) and the
corresponding balloon volume is reported (Staahl
et al. 2006).

Critical Assessment of the Method

One of the main limitations of organ distention is
the distortion of the balloon. However, calculation
of strain by impedance planimetry or calculation
of balloon radius may overcome these limitations
(Drewes et al. 2003a; Staahl et al. 2006). Assess-
ment of visceral pain is difficult due to the diffuse,
referred, vague, and deep nature of the pain asso-
ciated. Furthermore, autonomic reactions and the
risk of perforation may limit the use of visceral
pain models (Ness and Gebhart 1990).

Modifications of the Method

Perfusion of the GI tract with chemical substances
(e.g., acid or capsaicin) can be used to sensitize
the organs and nervous system and generally
mimics the clinical situation where the organs
are hypersensitive (Johnson and Greenwood-van
Meerveld 2016).

Thermal Stimulation

Thermal stimuli can be used to induce pain.
These can be roughly subdivided in cold and
heat stimuli. Cold stimulation can be induced
by emerging a body part in a cold water bath
(cold pressor test), by using a cooling thermode,
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by inducing a freezing lesion, or by applying ice
directly to the skin. Heat pain tasks are among
the most widely used pain models in human
volunteers to investigate nociception, due to the
relative ease of application and robustness. Noci-
ceptive nerve fibers are activated by changes in
temperature detected by a range of thermal
receptors, of which Transient Receptor Potential
ion channel subfamily vanilloid (TRPV) is most
responsible. When a sharp increase in tempera-
ture (>43°) is detected, Ad-fibers are activated,
whereas C-fibers are activated by slower or more
dull temperature changes. Different clinical pain
states can lead to sensitization to heat pain stim-
uli and consequently lower activation thresh-
olds, which can be replicated using
hyperalgesia models.

Thermal Skin Stimulation
Cold Stimulation
Cold Pressor

Purpose and Rationale

The cold pressor test can be used to investigate
nociception, but also cardiovascular responses
(sympathetic functions) and can be used as to
induce CPM. The cold sensation and pain induced
by this method is mediated by activity of Ad-
fibers (cold sensation) and C-fibers (cold pain)
(Olesen et al. 2012).

Procedure and Evaluation

One of the methods of induction of cold pressor
pain is based on methods previously described
by Eckhardt et al. and Jones et al. (Eckhardt et al.
1998; Jones et al. 1988). Here, subjects place
their nondominant hand into a warm water bath
for 2 min. At 1 min 45 s, a blood pressure cuff on
the upper-arm is inflated to 20 mmHg below
resting diastolic pressure. At 2 min, the subject
moves their hand from the warm water bath,
directly placing their hand into a cold water
bath. The baths are two thermostat-controlled,
circulating water baths set at 35.0 £ 0.5 °C and
1.0 + 0.5 °C, respectively. The subject rates their
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pain intensity using a rating scale (e.g., VAS or
NRS). When pain tolerance is reached, or when a
time limit is reached, subjects are instructed to
remove their arm from the water, at which point
the blood pressure cuff is deflated. Typically,
PTT expressed in seconds after immersion in
the cold water is recorded as primary outcome
measure.

Critical Assessment of the Method

Many different methodologies have been
described which negatively influences the extent
to which different studies can be compared. Small
variations in water temperature can result in sig-
nificant changes in pain intensity and tolerance
times (Mitchell et al. 2004). Therefore, it is impor-
tant to use water baths that are able to circulate
that water to prevent warming of the water around
the hand.

Modification of the Method

Different temperature settings of the water baths
can be used and different body parts can be
immersed in the baths. Instead of a cold water
bath, also a cool gel substance has been reported
to induce pain which makes it suitable for fMRI
testing (Lapotka et al. 2017). Also a blood pres-
sure cuff can be used to prevent compensatory
blood flow to the hand.

Cooling Thermode

Procedure and Evaluation

The cold pressor test (section “Cold Pressor”) is
the most commonly used method to induce cold
pain. However, a cooling thermode can also be
used to induce cold pain. A contact thermode is
attached to a part of the human body. The method
consists of administering a temperature with an
intensity that gradually decreases at a constant
rate, usually 1 °C per second. The subject halts
the stimulus when the cold pain threshold is
reached or when a set lower cut off temperature
is reached. Most studies using this methodology
only report the cold pain detection threshold; the
temperature at which the sensation has “just
become painful.”
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Critical Assessment of the Method

For none of these compounds this methodology
provided evidence for analgesic efficacy, while
other pain induction methods were able to provide
this evidence (Staahl et al. 2009a, b). The added
value of this methodology in clinical pharmacol-
ogy studies is limited.

Modification of the Method

Several adjustments can be made to this para-
digm. The temperature at which the test starts,
the rate at which the temperature decreases, and
the temperature at which the test ends can be
modified. Cold hyperalgesia can be induced by
applying menthol to the skin prior to testing
(Andersen et al. 2015). A mean threshold of
multiple measurements can be taken to minimize
subject variability.

Thermal Grill

Purpose and Rationale

The thermal grill is based on the phenomenon in
which simultaneous application of innocuous
cutaneous warm and cold stimuli can induce a
sensation of burning pain, the so-called “thermal
grill illusion.” The illusion is thought to be caused
by the central integration of ascending pain and
temperature sensory channels, where the inhibi-
tion that is usually exerted by the cold afferents on
the nociceptive system is reduced (Bouhassira et
al. 2005; Craig and Bushnell 1994).

Procedure and Evaluation

The thermal grill consists of a number of juxta-
posed bars of cold and warm nonpainful temper-
atures (e.g., 18 °C and 42 °C) on which the subject
places a body part for a certain period of time.
Possible outcome measures, during and after the
test, can be cold and hot sensation, pain intensity,
and sensation of unpleasantness.

Critical Assessment of the Method

Studies in which the thermal grill has been used
applied a range of combinations of warm and cold
stimuli to assess relationships between painful
and nonpainful sensations (Adam et al. 2014;
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Kern et al. 2008; Okkerse et al. 2017). The occur-
rence of paradoxical pain elicited by the thermal
grill illusion can be variable. A study by
Bouhassira and colleagues reported a large sub-
population of subjects who only reported para-
doxical pain when large cold-warm differentials
were applied (Bouhassira et al. 2005). Due to the
apparent necessity to tailor this method to each
individual subject, it is difficult to standardize this
method.

Modification of the Method

For the induction of the thermal grill illusion,
different temperature combinations of the cold
and warm bars can be used. Also a different num-
ber and width of the bars and a different distance
between the bars can be used.

Skin Freezing

Purpose and Rationale

Skin freezing is an induction method of
hyperalgesia. Hyperalgesia can be experimen-
tally induced with chemical and electrical
stimulation or by injuring tissue using UVB or
freeze lesions (Kilo et al. 1994; Lotsch and
Angst 2003).

Procedure and Evaluation

A copper cylinder is cooled to —28 °C and placed
to a part of the skin for a brief period of time. For
better thermal contact, a filter paper soaked with
saline can be placed between the skin and the
copper cylinder. This freezing induces cutaneous
inflammation and hyperalgesia. Approximately
24 h after induction sensory testing can be
performed.

After induction of the freeze lesion, pain and
sensation testing can be performed via mechanical
stimulation with stroking brushes (subjects have
to indicate if a stroke with a certain load is pain-
ful), von Frey filaments (with increasing strength,
subject have to indicate when the punctuation
becomes painful) and blunt pressure using a pres-
sure algometer (threshold in N/em?), or electrical
stimulation using a constant current device
(thresholds in mA).
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Critical Assessment of the Method

There are only a handful of studies reporting using
freeze lesions. An advantage of this method is the
extent to which this methodology can be standard-
ized. The temperature, pressure, and exposure time
for induction of the lesion can be controlled. Fur-
thermore, the lesion provides stable test conditions
1 day after induction. The lesion ceases over a
period of days (Lotsch and Angst 2003). The freeze
lesion may cause hyperpigmentation, which can be
visible for several months (Kilo et al. 1994).

Modification of the Method

The location, temperature, pressure, and exposure
time for induction of the lesion can be varied.
Furthermore, the time window between induction
of the lesion and testing can be changed.

Heat Stimulation
Heating Thermode

Purpose and Rationale

Heat pain thresholds can be determined by apply-
ing a peltier element to the skin, where the
increase in temperature activates nociceptors via
TRPV and TRPM channels (Caterina et al. 1997;
Li2017).

Procedure and Evaluation

A contact heat thermode probe, typically with a
surface of 9.0-12.5 cm?, is placed on the skin at a
standardized nonpainful baseline temperature
between 30 °C and 39 °C. Temperature is subse-
quently increased in a tonic or phasic fashion at a
predetermined rate up to a temperature of
50-52 °C. After a subject has indicated its pain
detection or tolerance threshold, the probe is rap-
idly cooled to the baseline temperature. To reduce
variability, the test can be repeated consecutively
three times, and the average of these measure-
ments is considered the pain threshold (Bishop et
al. 2009). Outcome measures consist of pain
thresholds as well as subjective pain scores
(NRS, VAS).

Critical Assessment of the Method
Heat pain thresholds are considered to be robust
and reproducible endpoints, due to their clear
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physiological relationship with nociceptor activa-
tion thresholds. This method is widely used and
contact heat thermodes are commercially avail-
able. Limitations to using a contact heating
thermode is the relatively slow heating and
cooling rate of the thermode, and the fact that
the thermode touches the skin compared to, for
example, laser, making it less suitable for investi-
gating temporal summation or specific activation
of Ad-fibers.

Modifications of the Method

In addition to investigating pain sensation in
healthy skin, this method is often used to quantify
sensitization, by comparing pain sensation of nor-
mal skin to an area of sensitized (UVB, capsaicin,
menthol, cinnamaldehyde) skin (Roberts et al.
2011; Schaffler et al. 2017). The contact heat
thermode can be used in conjunction with an
EEG or fMRI modality, together known as
CHEPS (Contact Heat Evoked Potentials). (Rob-
erts et al. 2008, 2011).

UVB Erythema

Purpose and Rationale

Inflammation is the biological response to any
type of bodily injury and is recognized by
increased blood flow, elevated cellular metabo-
lism, vasodilatation and the release of soluble
mediators, and extravasation of fluids and cellular
influx. Many different neuro-active factors are
released during inflammation which stimulate
nociceptors itself or by lowering the depolariza-
tion threshold of afferent nerves. The UVB (or
“sunburn”) model is regarded as a model for
inflammatory pain and as such it is most sensitive
to the effects of NSAIDs (Bishop et al. 2009; van
Amerongen et al. 2016); in this model, hyper-
algesia is evoked by exposing an area of skin to
an individualized dose of UVB on the skin.

Procedure and Evaluation

Prior to the start of the study, the minimal ery-
thema dose (MED) for a subject is determined
(Sayre et al. 1981). Subsequently, a one-, two-,
or threefold multiple of this dose is applied to the
skin. Over the course of 2-96 h, a clearly discern-
ible dose-related area of erythema becomes
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apparent, where allodynia and hyperalgesia is
observed. Maximum hyperalgesia is reached at
24 h after irradiation. Typically, no background
pain is observed. UVB induced hyperalgesia or
allodynia can be quantified using a thermal (heat
or cold) or mechanical (stroking, pinprick, pres-
sure algometry) challenge. Pain thresholds or a
subjective pain score can be used as endpoints.
Mechanical allodynia to pinpricks or a pressure
algometer can be expressed as a PDT, when
ascending strengths of von Frey filaments are
used. Moreover, the area of allodynia is measured
using a fixed von Frey filament or brush.

Critical Assessment of the Method

The UVB model has been proven to be valuable
tool to induce hyperalgesia and allodynia associ-
ated with inflammatory pain. One caveat, however,
is the risk of postinflammatory hyperpigmentation
(PIH) (Brenner et al. 2009). PIH is a harmless
condition in which areas of skin become darker in
color compared to the surrounding skin. PIH can
occur at any age and any skin type; however, it is
more common in patients with darker skin
(Fitzpatrick skin type 4-6) (Fitzpatrick 1988).

Modifications of the Method

In general, there are three degrees of freedom to
modify the UVB method: (1) the dose can be
altered between estimated 1 to 3 MED (Bauer et
al. 2015; Gustorff et al. 2004; Ing Lorenzini et al.
2012); (2) the location can be varied between leg,
arm, and back; and (3) the time between UVB
exposure and hyperalgesia assessment may vary
between 12 h and 36 h.

Heat Burn Model

Purpose and Rationale

A first-degree burn, comparable to a slight sun-
burn, resulting from a heat stimulus is used to
initiate a local inflammatory response which
results in reduced pain sensation thresholds
(Thalhammer and LaMotte 1982). Additionally,
the intense nociceptive excitation is thought to
induce central sensitization (Pedersen and Kehlet
1998; Woolf 1983), rendering the burn model a
model for both peripheral and central neuronal
sensitization.
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Procedure and Evaluation

A superficial cutaneous burn is induced using a
thermode at a fixed temperature of 45-47 °C, for
a period of 2—7 min, which is applied at a
standardized pressure on the skin. The leg is
predominantly selected as the location, but the
arm is also used. The acceptable timeframe
for detectable hyperalgesia and allodynia is
typically up to 4 h after exposure to the heat
stimulus. A distinction in sensitization can
be made when investigating responses in the
primary (exposed) area and the secondary
(adjacent, nonexposed) Hyperalgesia
resulting from the heat burn model is most
distinctly quantified using a thermal or mechan-
ical stimulus, due to locally reduced pain sensa-
tion thresholds in the primary area (van
Amerongen et al. 2016). The PDT is predomi-
nantly selected as an outcome measure. Further-
more, the area of secondary hyperalgesia can be
quantified using mechanical (pinprick, stroking)
stimuli.

arca.

Critical Assessment of the Method

The heat burn model in combination with a
mechanical (pinprick) assessment of sensitiza-
tion is moderately sensitive to the effects of
NMDA receptor antagonists (Ilkjaer et al. 1996;
Mikkelsen et al. 1999). Analgesic effects of
other treatments are less conclusive. As an
evoked pain model, its principle is founded in
controlled tissue damage, by inducing a first-
degree burn, with reports of blistering in up to
20% of the studies conducted with this paradigm
(van Amerongen et al. 2016). This may be con-
sidered to be an advantage in terms of external
validity. However, from an ethical perspective a
more short-lasting model without actual tissue
damage may be preferred.

Modifications of the Method

The execution can vary from using a contact
heat thermode with a short and intense stimulus
(100 s at 50 °C), to the more commonly used
prolonged exposure at lower temperature
(7 min at 47 °C). Other heat sources, including
laser stimulation or heat radiation, can be used.
The arm or leg can be used as location of
exposure.



110
Lasers

Purpose and Rationale

Laser stimulation (LS) uses the energy to heat up
the epidermis and parts of the dermis with very
brief (range of ms) and powerful (8200 mJ/mm?)
stimuli directed at the skin (Plaghki and Mouraux
2003). This type of stimulation causes a charac-
teristic double pain sensation, consisting of an
initial sharp pinpricking-like pain (Ad-fibers)
and a second longer burning pain (C-fibers)
(Price 1996, 2000). Most commonly used laser
stimulators are based on CO,, Argon, and the
YAG (yttrium-aluminum-garnet).

Procedure and Evaluation

LS can stimulate the skin in a well-reproducible
manner making it useful as a tool to elicit evoked
potentials. Evoked potentials via EEG can easily
be registered due to the brief nature of the stimulus
of which the timing can be controlled as well.
EEG has been used in combination with laser
stimulation to distinguish between AS- and C-
nociceptive activities (Mouraux et al. 2003).

Critical Assessment of the Method

Importantly, during LS no (Ap-fibers) tactile
mechanoreceptors are activated, making LS a use-
ful tool for investigating the nociceptive system
without the interference of non-nociceptive input.
However, due to the fast rise in temperature of the
skin, overstimulation may cause nociceptors to
become fatigued over repetitive stimuli
(Hiillemann et al. 2015). This in turn has an
unwanted effect on quantification of the nocicep-
tive system, as laser evoked potential habituation
may occur (Hiillemann et al. 2015; Treede et al.
2003). It is therefore advised to vary the stimula-
tion location slightly after each stimulus and use a
randomized inter-stimulus interval. Additionally
to habituation, precise settings are necessary to
prevent damage to the skin. Hence, power, dura-
tion, and surface area must be properly set up.

Modifications of the Method
LS stimulates both A3- and C-fibers by thermal
activation. However, adjusting the stimulation
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method may shift the preferential activation of
either nociceptor. Preferential C-fiber stimulation
is based on a characteristic difference in heat
threshold (Ad8-fiber 46 °C, C-fiber 40 °C)
and distribution density in the upper skin (Ochoa
and Mair 1969). Shifting between Ad and C-fiber
activation using LS is possible by choosing the
right pulse width, stimulation area in combination
with keeping track of the skin temperature, and
reaction time.

Thermal Muscle Stimulation
Heated Saline

Purpose and Rationale

Thermosensitive receptors located on muscle tissue
afferents are thought to be involved in thermoregu-
lation (Hertel et al. 1976). As such, these have been
identified as potential targets to investigate
nociception of deep muscle tissue. This is investi-
gated by exposing muscular tissue to a high intensity
thermal stimulation (Graven-Nielsen et al. 2002).
Only a single study was found using this method.

Procedure and Evaluation
An intramuscular injection of sterile isotonic
(1.5 ml) heated saline is injected over 20 s
(270 ml h_1) into the musculus tibialis anterior.
Hyperalgesia can be quantified using a thermal
and mechanical stimulus.

Critical Assessment of the Method

Compared to hypertonic saline in the same study,
peak pain score resulting from intramuscular
injection of isotonic saline at different tempera-
tures was significantly lower. Mechanical sensiti-
zation appeared to be largest after injection at the
highest temperature (48 °C). To avoid cutaneous
sensations, the injection site was anesthetized
with intradermal injections of 0.2 ml lidocaine
before the intramuscular injection (Graven-Niel-
sen et al. 2002).

Modifications of the Method
In the single study using this method, intramuscu-
lar injections of isotonic saline at different
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temperatures were investigated, ranging from
8 °C to 48 °C. Different muscles can be used for
injection.

Thermal Visceral Stimulation
Esophageal

Purpose and Rationale

Thermal stimulation of the GI tract activates spe-
cific nociceptive afferents selectively through
TRPVI1. This is in contrast to mechanical and
electrical stimulation, which activate afferents
both superficial and deeper in the layers of the
viscera (Sengupta and Gebhart 1994). This makes
thermal stimulation of the GI tract a useful tech-
nique for specific activation of nonmyelinated
afferents in the mucosa.

Procedure and Evaluation

In several studies, a model was used to thermally
stimulate the esophagus (Arendt-Nielsen et al.
2009; Drewes et al. 2002, 2003b; Krarup et al.
2013). In these experiments, thermal stimuli
were performed by changing the temperature
(5-60 °C) of recirculating water in a bag that
was placed in the lower part of the esophagus.
Temperatures were continuously measured
inside the bag to control the thermal stimulation
in the esophagus. Both for cold as for heat pain, a
linear stimulus-response (°C-VAS) can be
observed.

Critical Assessment of the Method

The upper GI tract (esophagus) is able to differ-
entiate between thermal stimuli in the temperature
range that can be used without chronic damage.
Quantification of the visceral pain is more difficult
to distinguish.

Modifications of the Method

It has been demonstrated that fast increases in
temperature (1.5 °C/min) affect the precision of
the response (Olesen et al. 2010). Therefore, the
experimental esophageal model can be modified
by using slower temperature increases to ascertain
better results in pain assessments.
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Electrical Stimulation

Electrical stimulation is used extensively for test-
ing the sensitivity of the pain system in studies
activating cutaneous structures, muscular struc-
tures, and in visceral structures (Andersen et al.
1994; Arendt-Nielsen et al. 1997; Laursen et al.
1997). Electrical stimulation initiates activity in
nerve fibers directly without activating receptors.
The stimulus intensity determines the size of the
current field in the tissue and thereby the number
of fibers activated (Andersen et al. 2001). In case a
rectangular pulse is applied to the skin, thick
fibers mediating mechanoreceptive input are acti-
vated at the lowest stimulus intensities. Increasing
the stimulus intensity leads to concurrent activa-
tion of thin myelinated fibers (Ad-fibers) and
eventually C-fibers.

Electrical Skin Stimulation

Stimulation can be done cutaneous or intracuta-
neous with various stimulation paradigms with
diverse waveforms, frequencies, and durations to
selectively activate different afferents and nervous
structures and thereby evoke various pain sensa-
tions. In addition, summated neural activity, as a
result of the stimuli, can activate central mecha-
nisms (Koppert et al. 2001), which is described
further in paragraph  “Electrical  Single
Stimulation.”

Electrical Single Stimulation

Purpose and Rationale

This electrical stimulation paradigm leads to a
nociceptive, Ad- and C-fiber mediated type of
pain, which is well controllable. The electrical
current stimulates nerve fibers directly because
the intensity is far below that required to stimulate
the actual receptors in the skin (Dotson 1997).

Procedure and Evaluation

For cutaneous electrical pain, two electrodes
(Ag-AgCl) are placed on clean (scrubbed) skin,
e.g., the skin overlying the tibial bone. Electrical
resistance between electrodes should be less than
2 kQ. Each stimulus (10 Hz tetanic pulse with a
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duration of 0.2 ms) is controlled by a computer-
controlled constant current stimulator. Current
intensity increases from 0 mA in steps of 0.5 mA/s
(cutoff 50 mA). The pain intensity after each stim-
ulation is measured using an (electronic) VAS, until
pain tolerance level is reached or a maximum of
50 mA is reached (Olofsen et al. 2005).

Critical Assessment of the Method

Electrical stimulation is easily controlled. Electri-
cal stimulation of the skin to induce pain has
several shortcomings: (1) they excite the afferent
pathways in an unnatural synchronized manner;
(2) they excite the full spectrum of peripheral
nerve fibers (Ap-, Ad-, and C-fibers); and (3)
stimulation bypasses the receptors on the sensory
nerve endings, and therefore, all information on
specific activation and transduction processes is
lost (Handwerker and Kobal 1993).

Modifications of the Method

Ab- and C-fibers are activated at different stimu-
lus intensities where C-fibers have a higher acti-
vation threshold. Modeling approach can be
useful for certain drug trials (Handwerker and
Kobal 1993; Lee et al. 2007). The nonspecificity
toward nociceptive specific stimulation is thought
to be overcome by using small specialized needle-
like electrodes. These electrodes slightly protrude
through the epidermis and can preferentially stim-
ulate nociceptive Ad-fibers (Bromm and Lorenz
1984; Inui and Kakigi 2012; Mouraux et al. 2010).
Intracutaneous stimulation can be chosen to
mimic more a stinging/burning sensation and
less throbbing (Bromm et al. 1984b).

Electrical Burst (Temporal Summation)

Purpose and Rationale

Increasing pain in response to a series of stimuli
(temporal summation) reflects the first phase of
“wind-up” in animal studies. Temporal summa-
tion can be induced with mechanical, thermal, and
electrical stimulation (Arendt-Nielsen et al. 2000;
Granot et al. 2006; Mauderli et al. 2003; Nie et al.
2006). Temporal and spatial summation evoked in
the skin reflects a central nervous system modu-
lation of the response, and it is believed to mimic
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neuropathic pain conditions because a likely con-
tribution of central sensitization to neuropathic
pain has been demonstrated (Woolf 2011). Appli-
cation of transcutaneous electrical stimuli, with
variation in electrical burst frequency, has been
shown to be a reliable model to induce temporal
summation in human subjects (Arendt-Nielsen
et al. 2000).

Procedure and Evaluation

For burst stimulus, each single stimulus is
repeated 5 times with a frequency of 2 Hz. Pain
threshold is taken as the value (mA) whereby a
subject indicates either: all 5 stimuli are painful, or
the train of 5 stimuli started feeling nonpainful but
ends feeling painful (VAS > 0) (Arendt-Nielsen
et al. 2000; Hay et al. 2016).

Critical Assessment of the Method

As facilitated temporal summation is a feature in
neuropathic pain patients, it has been hypothe-
sized that induction of temporal summation
using electrical stimulation can be used as a bio-
marker of drug effects on neuropathic pain
(Arendt-Nielsen et al. 2007b). In a recent study,
drug effects of analgesic compounds, including
several used in the treatment of neuropathic pain,
could not be established using this evoked pain
paradigm, while other evoked pain paradigms
manage to demonstrate pharmacological effects
convincingly. This appeared to be related to a
higher intra-subject variability that may necessi-
tate larger subject groups (Okkerse et al. 2017).

High-Frequency Electrical Stimulation

Purpose and Rationale

High-frequency electrical stimulation (HFS) of
the human skin induces increased pain sensitivity
in the surrounding unconditioned skin (Van den
Broeke et al. 2014). It has been shown that
sustained nociceptive input can induce activity-
dependent changes in synaptic strength within
nociceptive pathways, leading to an amplification
of nociceptive signals (Ikeda et al. 2003). This is
thought to play a key role in the development and
maintenance of chronic pain and in particular
some forms of hyperalgesia (Latremoliere and
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Woolf 2009; Sandkiihler 2009). HFS-induced
hyperalgesia within the surrounding uncondi-
tioned skin mimics the phenomenon of secondary
hyperalgesia (Meyer and Treede 2004). As such,
it constitutes a suitable model to study the mech-
anisms underlying central sensitization of noci-
ceptive pathways (Klein et al. 2008).

Procedure and Evaluation

HFS is delivered to the test site, e.g., the volar
forearm, and consists of 5 trains of 100 Hz pulses
lasting 1 s, (10 s interstimulus interval; 2 ms single
pulse duration) at 10 times the detection threshold
(Pfau et al. 2011). The electrical stimulation is
generated by a constant-current electrical stimula-
tor and delivered to the skin using a specifically
designed electrode that has been demonstrated to
activate peptidergic nociceptive afferents in the
skin (Klein et al. 2004). The heterotopical effect
of HFS is usually characterized using mechanical
punctate stimuli. The test stimuli are applied to the
skin surrounding the area onto which HFS is
applied as well as to the same skin area on the
contralateral arm, which serves as control to take
into account a possible time-dependent habitua-
tion (van den Broeke et al. 2014).

The intensity of perception elicited by the three
types of test stimuli is assessed using a numerical
rating scale (NRS). After approximately 1 h, the
level of heterotopical hyperalgesia starts to dimin-
ish, however is still measurable and significant
from baseline up to 8 h after HFS (Pfau et al.
2011).

Critical Assessment of the Method

HEFS offers an alternative to other models that lead
to secondary hyperalgesia, such as the capsaicin
model or the UVB model with some important
advantages. The major advantage versus the UVB
model is that the mechanism underlying the sec-
ondary hyperalgesia is thought to involve hetero-
synaptic facilitation and, hence, to constitute a
suitable model of central sensitization of nocicep-
tive pathways (Klein et al. 2008), while the sec-
ondary hyperalgesia in the UVB model is thought
to be due to a more peripheral sensitization of
nociceptors, induced by inflammation (Bishop et
al. 2009). The interval during which the secondary
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hyperalgesia is measurable can be carefully regu-
lated and is relatively stable over the first hour
after application of HFS (Pfau et al. 2011). The
major disadvantage of this method is that is has
not been used to demonstrate pharmacodynamic
effects of analgesic drugs, although one recent
study did show that the model can be combined
with the assessment of drug effects (Vo et al.
2016).

Modifications of the Method

Modifications of the method are primarily related
to the type of sensory stimulus to determine the
heterotopical hyperalgesic effect and to the quan-
tification. Heterotopical hyperalgesia can be dem-
onstrated for mechanical punctate stimuli, but also
for thermonociceptive stimuli induced by heat
probes or laser stimulation. Van den Broeke et
al. used the model in conjunction to event related
potentials to objectively demonstrate the hyper-
algesic phenomena (Van den Broeke et al. 2014).

Electrical Muscle Stimulation

Purpose and Rationale

Electrical stimulation of muscle tissue can be used
to elicit both local and referred muscle pain. It
possesses the ability to generate referred muscle
pain in an “on and off” manner, and it is capable of
maintaining referred pain for at least 10 min
(Laursen et al. 1997). Intramuscular electrical
stimulation appears to be used more often to
study the nature of muscle pain than as a model
to determine the pharmacodynamic effects of new
analgesic compounds.

Procedure and Evaluation

In the intramuscular electrical stimulation para-
digm, two needle electrodes with uninsulated
tips are inserted into a muscle (e.g., the musculus
tibialis anterior). A computer-controlled constant
current stimulator is used to induce referred pain
in the ventral part of the ankle by stimulating the
muscle (Laursen et al. 1997). Each stimulation
consists of five constant current rectangular pulses
(1 ms) delivered at 200 Hz. The referred pain
threshold is defined as the lowest stimulus inten-
sity required for the subject to notice a “just barely
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painful” sensation in the referred pain area.
Referred pain thresholds are determined by a stair-
case regime consisting of five ascending and four
descending series of stimuli (Gracely 1994;
Laursen et al. 1997).

Critical Assessment of the Method

Electrical muscle and skin stimulation can use the
same modalities which makes it possible to com-
pare both models. A disadvantage of the model is
that referred pain due to intramuscular electrical
stimulation does not occur in all subjects; approx-
imately, three quarters of patients experience it
(Laursen et al. 1997). The referred pain typically
arises approximately 40 s after the onset of elec-
trical stimulation, which may mean that temporal
summation is involved (Laursen et al. 1997).

Modifications of the Method

Modifications can be made with the stimulation
settings. Pulse range of 100-200 Hz has been
described, as well as a pulse width of 1-2 s
(Laursen et al. 1997; van den Broeke et al. 2014).

Electrical Visceral Stimulation

In the viscera, it is difficult to determine the pain
threshold to a single stimulus, whereas the pain
threshold is easily determined if a train of stimuli
is used. Furthermore, the referred pain area grad-
ually expands if stimulation is continued for 120 s
(Arendt-Nielsen et al. 1997).

Chemical Stimulation

Administration of algogenic substances to the
skin, muscle, or viscera is believed to be a close
resemblance of clinical inflammation. Various
substances have been used to induce cutaneous
hyperalgesia. The most commonly used are cap-
saicin, nerve growth factor (NGF), glutamate,
mustard oil, and menthol, but other chemical stim-
ulation models exist as well. Intramuscular injec-
tion of chemical substances is less common and
harder to control in a clinical trial. The esophagus
is the target organ when it comes to chemical
viscera stimulation because of its easy access.
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Chemical Skin Stimulation
Capsaicin

Purpose and Rationale

Capsaicin is a highly selective agonist for TRPV1,
notorious for its pungent property in red chili
peppers. TRPV1 channels are major transducers
of physically and chemically evoked sensations
(Hauck et al. 2015). The vanilloid 1 subtype is
activated by noxious heat (> 43 °C) (Frelund and
Frelund 1986) and is expressed on C-fibers, and
on a subset of Ad-fibers (Le Bars et al. 1979). The
direct effects of applying topical capsaicin are
burning sensations, hyperalgesia, allodynia, and
erythema. In addition, it triggers the release of
proinflammatory agents at peripheral terminals,
such as substance P and calcitonin gene-related
peptide (CGRP) (Kakigi 1994; Yarnitsky et al.
2010).

Procedure and Evaluation
Capsaicin can be administered topically and intra-
dermal. Intradermal injection with capsaicin
0.1 mg can cause hyperalgesia, but a dose of
100 mg or higher is needed to produce hyper-
algesia for an hour (Simone et al. 1987). A dose
of 100 mg is most frequently used (Baron et al.
1999; Serra et al. 1998; Torebjork et al. 1992).
Topical administration of capsaicin in low con-
centrations (up to 3%) can cause temporary
mechanical and heat hyperalgesia. Sensitization
can be induced by preheating the skin to 45 °C
for 5 min with a thermode directly before capsa-
icin application. Sensitization can be rekindled
throughout a study by reheating the skin up to
40 °C for 5 min. Application of the capsaicin is
most commonly done on the forearm or the back,
but can be done on any area of the skin. Topical
application of capsaicin can induce peripheral and
central sensitization shown respectively by pri-
mary mechanical/thermal hyperalgesia and by
secondary mechanical hyperalgesia/allodynia.
This pain model can therefore be used to study
novel analgesic compounds targeting these typi-
cal symptoms of neuropathic pain. Peripheral sen-
sitization is caused by modulation of peripheral
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afferents and is therefore restricted to the site of
injury, i.e., primary hyperalgesia. Central sensiti-
zation is caused by modulation of the nociceptive
processing in the central nervous system. To
quantify the effects of this pain model, laser stim-
ulation (LS) can be used in combination with
electro-encephalogram (EEG).

Critical Assessment of the Method

Peripheral sensitization is closely linked to pri-
mary hyperalgesia, and central sensitization is
partly explained by hyperalgesia in the surround-
ing area, i.e., secondary hyperalgesia. Moreover,
nociceptive integration at spinal cord level may
include  non-nociceptive  mechanoreceptors.
Therefore, central sensitization may also cause
Ap-fiber mediated pain (allodynia). Higher con-
centrations (capsaicin 8%) initially causes
increased sensitivity but is then followed by a
decrease in sensitivity due to a reduced TRPV1
expression (Messeguer et al. 2006; van
Amerongen et al. 2016). High concentration cap-
saicin is indicated in postherpetic neuralgia.
Besides, capsaicin may also have a neurolytic
property, where it (partly) eliminates epidermal
nerve fibers (ENFs) in treated areas over time
(Dworkin et al. 2010). Re-innervation occurs
over time (Hiillemann et al. 2015).

Modifications of the Method

There are several variations that need to be
addressed when designing a study utilizing cap-
saicin, e.g., concentration of the capsaicin, dose
administration (intradermal or topical), vehicle of
the capsaicin (alcohol or cream), duration of the
application, location of administration, and pre-/
rekindling.

Nerve Growth Factor Injection

Purpose and Rationale

NGF is a member of the neurotrophin family,
which also includes brain derived neurotrophic
factor (BDNF), neurotrophin-3 (NT3) and
neurotrophin-4/5 (NT4/5). NGF binds to both a
high affinity tyrosine kinase receptor trkA and a
low affinity receptor p75. NGF can sensitize
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nociceptors so that they show an increased
response to thermal and chemical stimuli (Bennett
2007). Administration of NGF to human skin
evokes mechanical sensitization and profound
hyperalgesia to thermal stimuli that develops
within 3 h postinjection and peaks between day
1 and 7 (Dyck et al. 1997). Sensitization to heat
and hyperalgesia to cold develops within days
after injection and lasts up to 21 days, while
hypersensitivity to mechanical impact stimuli
develops over a longer period and persists for at
least 49 days (Rukwied et al. 2010). Intradermal
NGF administration provokes a pattern of sensiti-
zation that can be used as experimental model for
neuropathic pain (Rukwied et al. 2010).

Procedure and Evaluation

One microgram of human recombinant lyophi-
lized NGF is dissolved in 50 pL saline and
injected intradermally into the central volar fore-
arm. The same volume of saline is administered
into the contra-lateral site as vehicle control
(Rukwied et al. 2010). Vasodilatation upon
NGF- and saline-injection can be recorded by
laser Doppler imaging. Nociceptor sensitization
can be explored to mechanical (touch, pinprick,
pressure), thermal (cold, heat), and electrical (cur-
rent pulses) stimuli. Stimuli for investigating
static and dynamic allodynia and pinprick hyper-
algesia are administered 57 cm distal from the
injection site and continued in steps of 1 cm until
the subject reports a definite increase of pinprick
pain or switch from touch to an aversive sensation
(Rukwied et al. 2010). The point where this starts
is marked on the skin and the distance to the
injection site measured. Pain thresholds and sub-
jective scores with NRS/VAS can be used to eval-
uate the mechanical, thermal, or electrical
stimulation.

Critical Assessment of the Method

Increased levels of NGF have been reported in
human painful disorders including arthritis (Kidd
and Urban 2001). Injection of NGF therefore
appears to mimic processes found in clinical dis-
ease (Olesen et al. 2012). Even though NGF may
also be upregulated in the UVB burn (Bishop et al.
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2007), anti-NGF has been shown to only partially
reduce UVB induced hyperalgesia (Bishop et al.
2007). Apparently, the NGF induced mechanism
of mechanical sensitization is different to UVB
evoked primary hyperalgesia. NGF induces a par-
ticularly long lasting mechanical sensitization
including static allodynia and cold hyperalgesia
without any visible signs of inflammation and
therefore adds to the spectrum of human evoked
pain models (Rukwied et al. 2010). The long-
lasting local allodynia and hyperalgesia after sub-
cutaneous or intradermal injection, up to 49 days
after injection, form the most important disadvan-
tage of the model. Even though considered a
model for neuropathic pain, it is unlikely that
central sensitization plays a role.

Modifications of the Method

Systemic administration of NGF 1 pg/kg i.v. has
been shown to lead to mild to moderate muscle
pain mainly in the bulbar and truncal musculature
that lasted 2—8 days (Petty et al. 1994).

NGF has been injected into the musculus mas-
seter to induce allodynia and hyperalgesia and as a
model of myofascial temporomandibular disorder
pain (Svensson et al. 2003).

Other Chemical Mediated Models

Mustard Oil

Mustard oil is a plant-derived irritant. The nox-
ious effects of mustard oil are currently ascribed
to specific activation of the cation channel tran-
sient receptor potential, subfamily A, member 1
(TRPA1) in nociceptive neurons (Olesen et al.
2012). Topical administration leads to a burning
pain in the area exposed to mustard oil as
well as secondary allodynia and hyperalgesia in
the surrounding unaffected area, similar to the
topical capsaicin model (Koltzenburg et al.
1992).

Menthol

Menthol acts as an agonist on the transient recep-
tor potential cation channel subfamily M mem-
ber 8 (TRPMS) receptor. The topical application
of high concentration (40%) menthol is thought
to activate and sensitize cold-sensitive TRPMS-
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expressing C-nociceptors and activates cold-
specific Ad-fibers (Binder et al. 2011). Topical
application has been used as an evoked pain
model of cold hyperalgesia, which is a clinical
symptom that occurs frequently in patients with
peripheral or central nervous system lesions
(Hatem et al. 2006). In addition to cold hyper-
algesia, the model elicits primary and secondary
mechanical (pinprick) hyperalgesia combined
with the sensation of burning (Binder et al.
2011). The menthol model has been shown to
be sensitive to a range of analgesics (Altis et al.
2009).

Chemical Muscle Stimulation

Nerve Growth Factor

Intramuscular injection with NGF is most com-
monly done in the musculus tibialis anterior or
musculus masseter (Andersen et al. 2008;
Svensson et al. 2008). It induced a long-lasting
hyperalgesia and lower pressure pain threshold
can be observed, lasting up to 4 days in the
musculus tibialis anterior and up to 14 days in
the musculus masseter (Andersen et al. 2008;
Svensson et al. 2008). An advantage of the intra-
muscular NGF paradigm is the long-lasting
hyperalgesia which can simulate clinical pain
more than most other paradigms, but this is also
the disadvantage where ecthical consideration
may play a role. The paradigm is difficult to
control where hyperalgesia is dependent on the
dose and the size of the muscle (Andersen et al.
2008).

Chemical Visceral Stimulation

Esophagal (Gut) Perfusion with Acid,
Alcohol, Glycerol, Capsaicin, and Hypertonic
Saline

Purpose and Rationale

Chemical stimulation of the GI tract may be used
to stimulate C-fibers selectively via TRPV1 recep-
tors and modulate the visceral pain system due to
their sensitization effects. Having a model of cen-
tral sensitization of the viscera can be helpful in
the development of new analgesics, as this is
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thought to be an important element of chronic
visceral pain.

Procedure and Evaluation

Using acid to stimulate the esophagus is the most
used method to sensitize the gut (Bernstein and
Baker 1958; Demedts and Tack 1998; Drewes
et al. 2005; Reddy et al. 2005). However, other
chemicals such as alcohol, glycerol, capsaicin,
and hypertonic saline are used to stimulate the
gut as well (Louvel et al. 1996; Drewes et al.
2003a, b). The chemical compound is usually
infused into a container/bag residing in the
esophagus with a small perfusion hole to release
the compound into the esophagus. Chemical
stimulation is able to modulate the visceral
pain system by selectively activating non-
myelinated C-fibers for a longer amount of
time. This tonic activation may result in central
sensitization effects, which can be quantified by
subsequent thermal, electrical, or mechanical
stimulation.

Critical Assessment of the Method

A high variation in the outcome measures is
seen with this model. The reproducibility is
challenging because several factors are hard to
control, like exposure time to the chemical stim-
ulus, size of the treated area, and latency time to
onset of effects. Furthermore, tissue injury
results in the release of multiple molecules work-
ing together, and to mimic this situation it may be
necessary to use a mixture of chemical sub-
stances (Reddy et al. 2005). Blinding this proce-
dure is difficult, since subjects are able to taste
the compound. Therefore, the experimental
setup requires that both subject and assessor are
ignorant of the possible influence of the com-
pound on the pain threshold (Drewes et al.
2003b).

Modifications of the Method

Each chemical substance will have an impact on
the results. For example, the motility may inter-
fere with the results when glycerol is used. Other
stimuli, such as injection of hypertonic saline and
application of capsaicin, the pain is elicited
shortly after the chemical comes into contact
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with the mucosa, and the motility has minor
impact on the results.

Discussion
Healthy Subjects Versus Patients

Despite many advances in the last decades in
understanding pain, the development of new anal-
gesic compounds lacked behind. In almost
60 years, only 59 compounds were registered for
the treatment of pain, of which two thirds were
specifically developed as analgesics (Kissin
2010). Historically, pain states have been classi-
fied and investigated on the basis of a disease
state. Based on preclinical animal models, target
patient populations were selected. In patient stud-
ies, efficacy is then reported as change in the
patient’s response to pain (McQuay and Moore
2013). Unfortunately, several promising com-
pounds have failed in this late-stage development
where pharmacotherapy only provides meaning-
ful pain relief in less than 50% of patients with
neuropathic pain (Finnerup et al. 2010, 2015). But
a negative outcome does not automatically mean
inefficacy of the compound. Pathophysiological
mechanisms of pain vary between individuals
with the disease state. Selecting and clustering
the patients in groups of pathophysiology rather
than disease might be necessary to obtain mean-
ingful results. The use of human evoked pain
models can provide more information.
Multimodal testing in healthy volunteers can
provide information about the analgesic activity
of the compound and possibly find the active dose
level range. In a way, by using different pain
modalities, the results will create a certain pain
profile of the compounds (Okkerse et al. 2017).
These results may reflect effects of analgesic
drugs on mechanisms involved in clinical pain.
Thus, multimodal pain testing may aid in deter-
mining the optimal target population for new anal-
gesic compounds based on their profile of effects
on a diversity of pain mechanisms and depending
on the contribution of each of these mechanisms
in clinical pain phenotypes. In several chronic
pain populations, such as chronic whiplash,
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rheumatoid arthritis, vulvodynia, and fibromyal-
gia, changes in pain tolerance levels, pain
modulation, and augmented brain responses and
altered responses to analgesics have been found
(Daenen et al. 2014; Hampson et al. 2013; van
Laarhoven et al. 2013). Using evoked pain in
these patients can provide insight into the analge-
sic mechanisms — or lack thereof — in these altered
pain states (Olesen et al. 2012). In patients with
chronic (neuropathic) pain, different sensory pro-
files exist. These profiles possibly match with
different neurobiological mechanism of pain
(Baron et al. 2017).

Predictive Value of Models for Drug
Development

Human evoked pain models in healthy volunteers
can be conducted in standardized laboratories.
Factors like stimulus intensity, frequency, dura-
tion, and location can be controlled, and when a
model is stable and reproducible, it can be
regarded as suitable for pharmacodynamic evalu-
ation of new analgesic drugs. Using pain models
in healthy volunteers has important advantages
over assessing the effects of new drugs in patients
with pain; the pain elicited in human pain models
is predictable in its intensity while clinical pain
will naturally fluctuate, and in pain models anal-
gesic properties can be investigated without the
influence of accompanying symptoms that are
often seen in patients with pain. However, it
should always be asked whether a pain model at
all resembles naturally occurring pain. Clinical
pain is a subjective perception, influenced by cog-
nitive processes, by emotions, social context, and
even cultural background, while pain models are
solely based on the infliction of a noxious stimu-
lus and its response. An important question is
whether or not a positive result in a certain evoked
model is also predictive of clinical efficacy.

Two approaches have been used to investigate
this. Moore and colleagues investigated which nat-
urally occurring pain was physiologically most in
agreement with evoking a pain response causing
the same type of pain. For instance, they concluded
that intramuscular electrical stimulation closely
matched clinical acute musculoskeletal pain
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(Moore et al. 2013). Oertel and Lotsch evaluated
the differences between human pain models and
clinical efficacy. First they looked at which drugs
were effective in different pain conditions (e.g.,
NSAIDs were effective for inflammatory arthritis),
then they investigated which drugs were effective
in which pain model (e.g., NSAIDs influence pain
response in laser evoked pain). If a certain drug was
effective both in the model and in the particular
clinical setting, the model was concluded to possi-
bly be predictive for the type of clinical pain. Some
level of agreement could be observed for a large
number of pain models with many different clinical
forms of pain (Oertel and Lotsch 2013). In another
review, the mutual agreement between pain models
and clinical efficacy was statistically assessed. It
was observed that a small set of pain models
seemed predictive for efficacy in the clinic, for
example, capsaicin induced hyperalgesia with
mechanical stimulation is associated with trigemi-
nal neuralgia and renal colic, and UVB induced
hyperalgesia in combination with heat stimulation
can be linked to burn injuries or postoperative pain
(Lotsch et al. 2014).

Several reviews investigated which evoked
pain models were sensitive to the analgesic effects
of different classes of analgesics in healthy sub-
jects (Oertel and Lotsch 2013; Okkerse et al.
2017; Staahl et al. 2009a, b). With the aid of
these studies, well-considered decisions can be
made on which evoked pain models to include in
studies investigating potentially analgesic
compounds.

Multi-model Assessment of Pain

Pain comes in various types and can originate in
many different tissues. It is obvious that different
analgesics will influence different types of pain
according to their respective mechanism of action.
If an analgesic drug with a novel mechanism of
action is studied, it can occur that a single pain
model, thought to relate to a specific clinical pain
syndrome, demonstrates lack of efficacy of the
new compound. In these cases, a combination of
human evoked pain models can be used to screen
for possible analgesic effects of these compounds.
For instance, a combination of a mechanical,
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thermal, and electrical pain models: pressure stim-
ulation assesses the nociception generated from
within the muscle (Polianskis et al. 2001); cold
pain induced by the cold pressor test mainly acti-
vates C-fibers in the skin (Olesen et al. 2012); heat
stimulation initially activates Ad-fibers in the
skin, followed by C-fiber activation; induction of
inflammation via sunburn or UVB induces the
production of cytokines that lead to sensitization
of cutaneous nociceptors (Bishop et al. 2009); and
electrical stimulation directly stimulates sensory
nerve endings of both A§ and C-fibers in the skin
(Handwerker and Kobal 1993). This multimodal
testing with a battery of different pain models has
been performed by multiple study groups
(Enggaard et al. 2001; Okkerse et al. 2017; Olesen
et al. 2014; Staahl et al. 2006). The batteries have
in common that they induce pain via different
modalities and in different tissues and mimics
clinical pain better than a single pain model can.
The multimodal batteries can be used to profile the
analgesic effects of new drugs, to obtain the opti-
mal dose of new analgesics, and to benchmark
new drugs against profiles of well-known analge-
sics (Okkerse et al. 2017).
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Abstract — Stimulation/activation of receptor systems

The intake of psychoactive substances has
accompanied mankind since the dawn of
human race. Different psychoactive substances
have been extracted and synthesized in human
history, and their pharmacodynamic properties
have been studied thoroughly. This chapter pre-
sents the current knowledge on the pharmacody-
namic profile of the most common illicit and
recreational drugs and their influence on drug
dependency and addiction. The substances with
abuse potential grow exponentially. Our clinical
and practical knowledge has still a long way to
go in catching up with these realities. The
dynamic interactions between different drugs
observed in vitro cannot be fully replicated
in vivo. We rely on randomized clinical trials,
case reports, and own clinical experience with
patients. Different clinical scenarios could pro-
vide further evidence and hypotheses regarding
the sought and adverse effects of substances,
their interactions with legal drugs and medica-
tions, and their impact on different stages of
metabolism. In this chapter we attempted to sum-
marize the available reliable data and suggest
some ideas for future observation and research.

Introduction

Pharmacodynamics is a branch of pharmacology
that studies the molecular, biochemical, and phys-
iological effects and the mechanisms of action of a
substance (i.e., a drug) on the human body (Camp-
bell and Cohall 2017). All substances that affect
the human body either influence normal biochem-
ical or physiological processes or inhibit the vital
processes of an “invader” to the body — microor-
ganism or parasite. On molecular level, overall
seven major mechanisms of drug action have
been described in the human body:

(agonism, e.g., beta-agonists in asthma)

— Inhibition/depression of receptor systems
(antagonism, e.g., calcium channel blockers
in hypertension)

— Blocking of receptors without further activa-
tion or inhibition (“silent” antagonism, e.g.,
naloxone in opioid intoxication)

— Stabilization of receptors (e.g., buprenorphine
in opioid dependency)

— Exchange of substances (e.g., digitalis glyco-
sides, anesthetics, etc.)

— Initiation/activation of beneficial chemical
reactions (acetyl cysteine as initiator of free
radical scavenging)

— Initiation/activation of harmful chemical reac-
tions (e.g., cytotoxic treatment)

Pharmacodynamics of a substance comprises
of three major types of processes: (1) binding to
structures (receptors) in the body and resulting in
desired and undesirable (adverse) effects, (2) post-
receptor effects, and (3) interactions with other
substances within the body. The binding to certain
structures within the body (receptors, membrane
structures, proteins, enzymes, ion pimps, etc.)
leads to further molecular, biochemical, and phys-
iological effects. The difference between the
doses leading to desired effects and the one that
leads to adverse events is the therapeutic window
of a drug. The duration of action of a drug is the
length of time that the drug remains effective.
From pharmacodynamic point of view, the recep-
tor binding, the therapeutic and adverse effects,
the therapeutic window, and the duration of action
in drug dependency and addiction depend mainly
on the receptor target, the properties of the drug
itself and the dose taken, and the concentration of
the drug at the receptor site and on certain phys-
iological changes in the body (aging, intake of
other substances/drugs, genetic polymorphisms
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Liberation (the release of a drug from its formulation)
Absorption (the process of internalization of the drug to the circulation)
Distribution (the dissemination of the drug within the body fluids and tissues/organs)
Metabolism (the transformation of the drug to active and/or inactive substances)

Excretion (the clearance of the substance and its metabolites from the body)

Fig. 1 LADME scheme of a pharmacokinetic profile of a drug

and conditions, metabolic disturbances [thyrotox-
icosis, malnutrition, renal or hepatic failure,
dyselectrolytemia, etc.]). Moreover, the concomi-
tant abuse of several substances, including alcohol
and prescription medications, could potentiate the
effects of illicit drugs due to pharmacodynamic
(and pharmacokinetic) interactions. All these fac-
tors alter the pharmacodynamics of illicit and
recreational drugs and modify the profile of
dependency, addiction, and withdrawal.

On the other hand, pharmacokinetics studies
the effects of the body on the drug: drug absorp-
tion, distribution, metabolism, and excretion
(Ruiz-Garcia et al. 2008). The pharmacokinetic
profile of a drug can be presented schematically
in the so-called LADME sequence (Ruiz-Garcia
et al. 2008) (Fig. 1). Sometimes the terms metab-
olism and excretion are grouped together in the
term “elimination.”

In terms of drug abuse and dependence, phar-
macodynamics and pharmacokinetics are often
referred to as toxodynamics and toxokinetics
because of the toxic effects of illicit drugs and
the high rate of adverse and toxic reactions in
this patients’ population.

The pharmacodynamic and the pharmacoki-
netic profiles of illicit and recreational drugs
define their effects, adverse reactions, addiction,
and withdrawal symptoms. In general, the illicit
drugs with more rapid absorption and entry into
the circulation and the central nervous system,
higher bioavailability, shorter half-life, high free
drug levels, smaller volume of distribution, and
higher clearance rate are more toxic and tend to
cause higher rate of addiction and more severe
withdrawal symptoms. Most of the drug users

tend to adapt the route of administration, the
dose and the additives, and/or the coadministered
illicit drugs with additive/synergistic effects to
their individual cravings in order to produce max-
imum drug effect for maximum time.

Before we start discussing the pharmacody-
namics of addictive substances, we have to
answer the following important questions:
Which substances actually make us feel happy,
and which parts of the brain give the signals of
happiness? The substances that make us feel
happy are physiological mediators in the brain
that are secreted in response to a stimulus giving
us the sensation of comfort or reward. These are
the endorphins, serotonin, dopamine, and oxyto-
cin. The physiological sites where these stimuli
act are the limbic system (and particularly nucleus
accumbens), the memory/experience part of the
brain (hippocampus and amygdala), and the cor-
tex (the frontal and prefrontal areas that supervise
the first two parts stated) (Powledge 1999;
Volkow and Morales 2015). This “reward path-
way” in the brain is a very ancient dopaminergic
pathway that was present long before humans in
the brain of mammals. It plays crucial role for the
motivation of behavior. It starts in the midbrain
(in the ventral tegmental area) and extends to
nucleus accumbens, hippocampus, amygdala,
and the prefrontal and frontal cortical areas that
are meant to inhibit all the structures before them
in the pathway (Powledge 1999; Volkow and
Morales 2015). After disinhibition of the subcor-
tical structures, a vicious circle of constant
“reward” stimulation is closed (“the reward
cycle”).Virtually all illicit drugs follow this path-
way of addiction, along with nicotine, caffeine,
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and alcohol (Powledge 1999). This neuro-
mediator pathway is stimulated not only by natu-
ral stimuli (success, victory, self-content from
the achieved, etc.) but by stimulant medications
and addictive types of self-destructive behavior,
including eating disorders and gambling
(Powledge 1999; Volkow and Morales 2015).
All addictive substances tend to bind specific
receptors in the brain that lead to liberation of
serotonin, dopamine/norepinephrine, and/or oxy-
tocin and therefore to imitate the state of comfort
and/or the reward ensured by other natural stimuli
in our everyday life, but the artificially induced
state of happiness and/or excitement is more
intense. Still, the administration of recreational
drugs leads to structural and functional changes
in neurons, called neuroplasticity. These adaptive
changes alter the drug effect and metabolism and
generate the need for more frequent administra-
tion in higher doses, which is called tolerance with
further dependence and addiction. The sudden
cease in drug intake leads to withdrawal symp-
toms. Withdrawal symptoms are often mediated
by dopaminergic pathways and/or by extra-
hypothalamic  corticotropin-releasing  factor
(CRF) system — release of CRF outside the hypo-
thalamus (e.g., from the amygdala). This could
explain the common withdrawal symptoms
(sweating, changes in blood pressure and heart
rate, abnormal peristaltics, joint pains, headache,
etc.) for different illicit drugs, including opiates,
stimulants, alcohol, nicotine, cannabinoids, etc.
In other words, the majority of psychoactive
substances tend to bind specific receptor in the
central nervous system (CNS) and to mimic the
effects of endogenic substances with the effect
being more potent and with longer duration: opi-
oid, benzodiazepine/gamma-aminobutyric acid
(GABA), serotonin, dopamine, and cannabinoid
receptors (Quinn et al. 1997; Sharma et al. 2012).
Moreover, these receptors are known to interact
and to lead to a neurochemical correlation
between substances abused within the brain
(Quinn et al. 1997). Stimulant drugs (cocaine,
amphetamines, and amphetamine derivatives) act
by causing an increase in dopamine levels within
the synaptic cleft — by facilitating dopamine
release and inhibiting dopamine reuptake (Nestler
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2005; Calipari and Ferris 2013). Cocaine also
blocks sodium channels on cell membranes and
has anesthetic effect (Volkow and Morales 2015).
Nicotine activates N-cholinergic receptors and is
known to stimulate catecholamine (dopamine,
norepinephrine), glutamate, serotonin, acetylcho-
line, endorphin, and GABA release (Quinn et al.
1997; Benowitz 2009). Moreover, its primary
metabolite, cotinine, is known to increase seroto-
nin levels in the brain (Quinn et al. 1997). Only
alcohol has no specific receptors in the brain and
acts by altering the physiological properties of
lipid membranes, modifying their fluidity and
changing the receptor sensitivity to natural stimu-
lant, and inhibiting neurotransmitters (Quinn et al.
1997).

As it was stated above, the changes in the
human body in response to the intake of sub-
stances, especially in receptor systems and signal-
ing pathways in the brain, are referred to as
plasticity (respectively, neuroplasticity). These
changes are responsible for the development of
tolerance, i.e., the need for more frequent admin-
istration of the addictive substance and in higher
doses. Once this need evolves to imperative urge,
an addiction has developed. From pharmacody-
namic point of view, the major mechanisms
underlying neuroplasticity are as follows: changes
in receptor structure, type, distribution, and
functionality, changes in signaling pathways,
development of tolerance and cross-tolerance,
involvement of other receptor pathways due to
the cross-reaction between receptor systems, and
development of new pathways for signal channel-
ing (Dumas and Pollack 2008).

Moreover, all addictive substances used for rec-
reational purposes are known to cause permanent
structural alteration in cells due to epigenetic and
genetic effects, including microtubular toxicity,
chromothripsis, genotoxicity, oncogenesis and
embryo-/fetotoxicity, inhibition of tumor-suppressor
genes (e.g., p53 by marijuana smoke) and activation
of proto-oncogenes, etc. (Reece and Hulse 2016).
The major mechanism behind the inheritable genetic
abnormalities in illicit substance abuse is thought to
be the process of chromothripsis — extensive geno-
mic rearrangements and an oscillating pattern of
DNA copy number levels due to microtubular
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damage and changes in the mitotic spindle. These
alterations are curiously restricted to one or a few
chromosomes. All illicit drugs are known to cause
changes in sister chromatid exchange levels, in the
mitotic spindle, in DNA fragmentation, and in
gene systems that regulate the cell processes
(including growth and development) (Dumas
and Pollack 2008; Reece and Hulse 2016; Li and
Lin 1998; Reece 2009). Having in mind the wider
prevalence of illicit drug intake worldwide, the
possibilities for transgenerational genotoxicity
(terato- and oncogenicity and toxicity) raise seri-
ous and increasing concern (Benowitz 2009).

A very important aspect of both pharmacody-
namics and pharmacokinetics of illicit drugs are
the drug interactions that determine the potentia-
tion or inhibition of effect and the possibilities to
influence withdrawal and cessation of illicit drug
abuse by the administration of their analogues or
medications that block their action or ameliorate
abstinence symptoms.

Pharmacodynamic profiles of commonly
abused drugs and their significance for the treat-
ment of withdrawal and addiction.

Opioids

The term “opiate” refers to a substance derived
from opium, i.e., the alkaloids found in the plant
Papaver somniferum (opium poppy). Three main
psychoactive compounds are isolated from this
plant — morphine, codeine, and thebaine — along
with several alkaloids that lack psychoactive
properties and have only spasmogesic effect
(papaverine, noscapine, and about 24 more sub-
stances). Other morphine-like substances that
have been isolated in small amounts from the
opium poppy are dihydrocodeine, metopon, oxy-
codone, and oxymorphol.

The term “opioids,” on the other hand, includes
a large group of substances that interact with the
opioid receptors in a morphine-like way, produc-
ing analgesic, anesthetic, and psychoactive
effects. Opioids have been familiar to humans
for thousands of years for their analgesic and
psychoactive properties. These substances are
widely used for recreational purposes, including

their euphoric, hallucinogenic, and other psycho-
active effects. In 2013 up to 0.8% of the popula-
tion aged 1565 years worldwide reported using
opioids for recreational purposes (Status and
Trend Analysis of Illicit Drug Markets 2015).
Their rewarding effects, explained by activation
of dopaminergic pathways in the “reward cycle”
of the brain (including parts of the limbic system),
are the main cause of opioid abuse, addiction, and
dependence. Severe withdrawal symptoms
develop in abrupt drug cessation; therefore proac-
tive treatment is needed.

According to their presence in nature, opioids
are classified in several groups (Ghelardini et al.
2015; Koob and Le Moal 2006):

— Natural — morphine, codeine, thebaine, and
salvinorin A (kappa-agonist)

— Morphine esters — morphine diacetate (heroin),
morphine dinicotinate, morphine dipropionate,
etc.

— Semisynthetic (created from natural opiates or
their esters) — hydromorphone, hydrocodone,
oxymorphone, oxycodone, buprenorphine,
ethylmorphine, etc.

— Synthetic — fentanyl, methadone, tramadol,
tapentadol, dextropropoxyphene, pethidine,
levorphanol, etc.

— Endogenic —  endorphins,
dynorphins, and endomorphins

enkephalins,

The adverse effects of opioid abuse include
cognitive impairment, gastrointestinal symptoms
(constipation, nausea, vomiting), hypotension,
sexual dysfunction, and respiratory and cardio-
vascular center depression.

Three major types of opioid receptors have
been identified and cloned: mu, delta, and kappa.
An additional opioid substance binding type of
receptor is the ORL-1 (opioid receptor-like 1, or
nociceptin receptor). Three additional types of
opioid ligand binding receptors have been dis-
covered — zeta and epsilon opioid receptors and
sigma receptors. All types of opioid receptors
have different distributions and physiological
roles (Ghelardini et al. 2015; Koob and Le
Moal 2006; Stein et al. 2003; Gosnell et al.
2013):
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— Mu: distributed in the brain (cortex, thalamus,
striosomes, periaqueductal gray matter, rostral
ventromedial medulla), in the spinal cord, in the
peripheral sensory neurons, and in the gastroin-
testinal tract and other peripheral structures.
Subtypes: mul (analgesia, dependence), mu2
(euphoria, miosis, respiratory and gastrointesti-
nal motility depression, physical dependence),
and mu3 (vasodilation?).

— Kappa: distributed in the brain (hypothalamus,
periaqueductal gray matter, claustrum), spinal
cord, and peripheral sensory neurons. Sub-
types: kappal, kappa2, and kappa3, responsi-
ble for analgesic, depressive, hallucinogenic,
miotic, diuretic, dysphoric, neurodepressive,
sedative, and neuroprotective effects.

— Delta: distributed in the brain (deep cortex,
pontine nuclei, amygdala, olfactory bulb) and
peripheral sensory neurons. Subtypes: delta
1 and delta 2, responsible for analgesic and
antidepressant effects, convulsogenic proper-
ties, and dependence.

— ORL-1 (nociceptin receptor): distributed in the
brain (amygdala, hypothalamus, hippocampus,
cortex, septal nuclei) and the spinal cord.
Responsible for anxiety, depression, appetite
changes, and dependence to mu-agonists and
affects both pain and reward signaling within
the brain.

— Epsilon (binding beta-endorphin): distributed
in the brain and peripheral sensory neurons,
probably a splice variant or a heteromer
of existing opioid receptors,
antagonized by buprenorphine. Responsible
for analgesic effect and for the release of
met-enkephalin.

— Sigma: referred to as antitussive receptors,
binding 4-phenyl-1-(4-phenylbutyl) piperidine
and other substances (including dextromethor-
phan, phencyclidine, cocaine and methamphet-
amine, morphine and diacetyl morphine,
fluvoxamine,  dimethyltryptamine, etc.).
Known to interact with kappa-opioid and
NMDA glutamate receptors. Known two sub-
types — sigmal and sigma2 (sigmal having no
structural similarity to the opioid receptors).
Their activations mimic acute stress reactions
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— tachycardia, mydriasis, overall stimulation,
antitussive effect, and euphoria/dysphoria.
Sigma-receptors bind to several hormones —
dehydroepiandrosterone and gestagens.

— Zeta (opioid growth factor receptor): distrib-
uted in peripheral tissues (parenchymal organs
— heart, liver, kidney, brain, pancreas, fat tis-
sue, and skeletal muscles). Responsible for
tissue growth, embryonic/fetal growth, wound
healing, and development and cancer prolifer-
ation. The activation of these receptors
decreases cell proliferation (i.e., acts as “nega-
tive” growth factor).

Opioid receptors are abundant in all tissues
and organs, including the brain, peripheral
nerves, gastrointestinal and immune system,
endocrine glands, and skin, where they have
different analgesic and non-analgesic physiolog-
ical effects, as described above. All opioid recep-
tors represent G protein-coupled receptors acting
via changes (decrease) in adenylate cyclase
activity and cAMP levels, protein kinase activ-
ity, CREB protein, and calcium and potassium
ion transport. Moreover, the activation of opioid
receptors leads to changes in substance P and
GABAergic, glutamatergic, and dopaminergic
transmission, leading to decrease in pain sensa-
tion and psychoactive properties, including
activation of the reward cycle and euphoria
(Quinn et al. 1997; Ghelardini et al. 2015;
Koob and Le Moal 2006; Stein et al. 2003;
Gosnell et al. 2013; Pasternak and Pan 2013).
Tramadol and tapentadol also affect monoamine
uptake (Quinn et al. 1997; Ghelardini et al. 2015;
Koob and Le Moal 2006; Stein et al. 2003;
Gosnell et al. 2013; Pasternak and Pan 2013).
Opioid agonists (mu, kappa, and delta) are
known to interact with oxytocin,
neuropeptide Y, and melanocyte-stimulating
hormone signaling systems (Gosnell et al.
2013; Pasternak and Pan 2013), which could
explain their effects on feeding and appetite.

According to their effect on opioid receptors,
the ligands can be classified as agonists, antago-
nists, partial agonists, and mixed agonists/
antagonists:
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— Agonists — bind strongly to opioid receptor and
undergo strong conformational changes to
exert effect: morphine, heroin, hydrocodone,
hydromorphone, fentanyl, methadone, oxyco-
done, and oxymorphone.

— Partial agonists — bind less strongly and cause
less conformational changes with less recep-
tor activation and at low doses cause
similar analgesic effects like full agonists;
increasing the dose does not increase analge-
sic activity: buprenorphine, tramadol, and
butorphanol.

— Mixed agonists/antagonists — agonists to some
and antagonists to other opioid receptors and
dose-dependent effect (i.e., agonists at some
and  antagonists on  other  doses):
buprenorphine, butorphanol, nalbuphine, and
pentazocine. For instance, buprenorphine is a
partial mu-agonist and kappa-antagonist and
weak delta-antagonist; butorphanol is a
mu-antagonist and partial kappa-agonist, pen-
tazocine is a partial mu-agonist and kappa-
agonist, and nalbuphine is a mu-antagonist
and kappa-agonist.

— Antagonists: naloxone and naltrexone.

To make the long story short, most psychoac-
tive opioids are mu-agonists with different
actions on kappa-receptors. As described
above, the activation of mu-opioid receptors
leads to G protein-mediated decrease of
adenylate cyclase activity and inhibition of
cAMP production with subsequent inhibition of
calcium influx and potassium efflux with mem-
brane hyperpolarization and analgesic effect.
Moreover, these substances change the levels of
substance P and GABAergic, glutamatergic, and
dopaminergic transmission with suppression of
pain signaling and activation of the reward cycle.
In addition, many synthetic opioids have supple-
mentary effects (i.e., inhibition of norepineph-
rine uptake and NMDA receptor inhibition with
increased glutamate and GABA signaling), so
other signal systems in the brain are also used
to mediate their psychoactive effects (Koob and
Le Moal 2006; Gosnell et al. 2013; Pasternak
and Pan 2013).
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Mu-receptor opioid agonists have the following
pharmacological effects (Ghelardini et al. 2015;
Koob and Le Moal 2006):

— Analgesic — mediated by mu-opioid receptors
(at spinal and supraspinal levels). This effect is
a result of complex ion- and mediator-induced
changes in neuron interactions. At supraspinal
level, it is a result of activation of mu-receptors
on GABAergic neurons with subsequent acti-
vation of serotoninergic neurons. At spinal
level, this effect is due to increase in the pain
threshold and is mediated by inhibition of the
release of mediators participating in the pain
signaling — substance P and glutamate and
nitric oxide from the nociceptive afferent neu-
ron cells. Methadone also interacts with the
mu-receptors on glutamatergic neurons and
thus additionally decreases the transmission
of the pain signal. Mesangial cells are also
known to have opioid receptors which at least
partially can explain the development of
heroin-associated nephropathy.

— Psychotropic effects — these effects are medi-
ated by the opioid receptors on structures of the
limbic system, including the cortical areas,
hypothalamus, locus coeruleus, and amygdala.

— Effects on respiratory functions — mediated by
the opioid receptors in the brainstem, along
with miosis.

— Gastrointestinal effects (decreased mobility,
suppressed nausea) — via the opioid receptors
on peripheral neurons and on the gastrointesti-
nal tract.

— Respiratory effects — suppression of cough, in
larger doses, and suppression of breathing.

— Endocrine  effects (via  hypothalamic
mu-receptors with subsequent suppression of
pituitary functions) — inhibition of pituitary
function with decreased levels of LH, FSH,
and ACTH.

— Paradoxical effects of morphine — at low doses
morphine can increase the sensation of pain —
hyperalgesia, probably due to activation of
pronociceptive mediation via stimulation (not
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inhibition) of adenylate cyclase and increase in
neuron excitability. This effect is dose-
dependent.

The development of tolerance and addiction
is explained by several phenomena, including
decrease in receptor number and affinity and
internalization of receptors and changes on
post-receptor level that decrease the ligand effect
and lead to the need of more frequent adminis-
tration of higher doses. The withdrawal symp-
toms of opioid dependence are very unpleasant
and further increase the craving. They are medi-
ated via changes in adrenergic and cholinergic
mediation and neuropeptide Y changes in CRF
receptor system (Koob and Le Moal 2006).
According to their severity, these symptoms
can be classified into 5 grades (from 0 to 4)
(Koob and Le Moal 2006):

— Grade 0 — craving (for the drug) and anxiety

— Grade 1 — grade 0 plus yawning, increased
perspiration, runny nose, and lacrimation

— Grade 2 — grade 0 and 1 with increased inten-
sity plus sympathetic activation (mydriasis,
gooseflesh with piloerection (“cold turkey
detox”), marked tremor and twitches/spasms,
hot and cold flushes); severe pain in the joints,
bones, and muscles; and loss of appetite

— Grade 3 — all of the above, with increased
intensity, plus insomnia, signs of sympathetic
activation (increased blood pressure, body
temperature, heart and respiratory rate, rest-
lessness, muscle twitches), and nausea

— Grade 4 — all of the above, with increased
intensity, plus vomiting, diarrhea, loss of appe-
tite, weight loss, embryonic position, sponta-
neous ejaculation/orgasm, dehydration with
hemoconcentration and eosinopenia, and high
blood glucose

These symptoms can be alleviated with the
administration of beta-blockers, sedatives, and
antipsychotics, supportive treatment (hydration,
parenteral feeding, gastroprotective agents, etc.),
and addition of morphine analogues (Quinn et al.
1997; Pasternak and Pan 2013).
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Natural Opioid-Like Substances

Several endogenic substances mimic the effects of
opioid and are classified as endogenous opioids
(Ghelardini et al. 2015; Pasternak and Pan 2013):

— Enkephalins (pentapeptides containing the
sequence Tyr-Gly, linked to leucine or methi-
onine and called, respectively, leu-enkephalin
and met-enkephalin) — bind predominantly to
kappa-receptors.

— Dynorphins A and B — bind mainly to delta-
receptors.

— Endorphins — the beta-endorphins bind equally
to mu- and delta-receptors.

— Endomorphin-1 and endomorphin-2 — bind
mainly to mu-receptors.

— Endogenous morphine synthesis has been
proven in humans and in animals, but the role
of this “animal” morphine and its precursors
and derivatives remains unclear.

All these substances take part in the pain and
reward signaling, both central and peripheral, but
their exact role in human physiology remains
unclear.

Several peptides have been shown to modulate
opioid action, including cholecystokinin and neu-
ropeptide FF that reduce opioid effects (Mollereau
et al. 2005) via changes in intracellular second
messengers of nociception. The pronociceptive
opioid analogues nociceptin and dynorphin
(Mollereau et al. 2005) paradoxically are able
not only to potentiate but also to attenuate the
analgesic effects of opioids due to changes in
pain circuit signaling.

Pharmacologic Interactions of Opioids

The epidemic of opioid prescription abuse makes
it even more important to focus our clinical atten-
tion on their drug interactions. Methadone and
buprenorphine, as with most of the psychoactive
medications, are substrates of CYP450 3A4. The
hepatic metabolism of opioids also goes through
other isoenzymes from the CYP family, such as
2B6, CYP2C19, CYP2C9, and CYP2D67 for
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methadone and 2C8 for buprenorphine. A classi-
cal interaction would be a strong 3A4 inhibitor
(e.g., ketoconazole) increasing the plasma levels
of methadone. Same interaction could be
observed with an antifungal and an antibiotic —
ciprofloxacin. Per FDA criteria, strong inhibition
leads to fivefold and higher increase of the plasma
concentration of the inhibited substrate. On the
other hand, inducing strongly CYP450 system
would lead to lower plasma level of its substrates.
However, the correlations are not always that lin-
ear. One of the reasons is the influence of medi-
cations on the glucuronidation. Methadone
inhibits glucuronidation of zidovudine, thus
decreasing its elimination and increasing the risk
of toxicity (McCance-Katz et al. 1998). There are
several important class interactions: (1) opioids
with medications treating infectious diseases
(HIV, tuberculosis, Hep C, etc.), (2) opioids with
psychopharmacologic agents (antidepressants,
antipsychotics, benzodiazepines), and (3) opioids
with alcohol or illicit substances.

Three types of consequences

due to interactions:

1. Toxicity, higher rate, and more severe side
effects — related to slowing the rate of metab-
olism/elimination, increasing the plasma levels
of:

(a) The concomitant drugs administered with
opioids, e.g., zidovudine (lactic acidosis,
transaminitis, myopathy, severe anemia or
neutropenia, etc.)

(b) Opioids, e.g., methadone (cognitive dys-
function, respiratory depression, QTc pro-
longation, arrhythmias) with cotreatment
with azoles and ciprofloxacin or discontin-
uation of CYP450 inducers (such as carba-
mazepine, phenytoin, phenobarbital)

(c) Synergistic and pharmacodynamic effects:
Increased sedation, delirium, and respira-
tory drive (opioids with alcohol, benzodi-
azepines,  antihistamine  medications
(diphenhydramine), dextromethorphan)

2. Poor therapeutic response to concomitant
drugs — Related to increased rate of metabo-
lism/elimination of antiretrovirals and poor
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efficacy. Complications: viral mutations, anti-

retroviral resistance, and increased risk for

viral transmission (lower concentrations of
didanosine and stavudine)
3. Opioid withdrawal

(a) Related to increased rate of metabolism/
elimination of opioids (methadone,
buprenorphine), e.g., HIV medications
(efavirenz, nelfinavir, lopinavir/ritonavir,
etc.), tuberculosis medications (rifampin),
anticonvulsants (carbamazepine, phenyt-
oin, phenobarbital), and stimulants (cocaine
(CYP3AA4, P), glycoprotein inducer)

(b) Discontinuation or lowering the dose of
CYP450 inhibitors, medications which
increase the plasma concentrations of opi-
oids (fluvoxamine, fluoxetine) and antibi-
otics (including azoles)

(c) Pharmacodynamic interactions — Cocaine
during sublingual use of buprenorphine
(vasoconstriction)

Drug Interactions for Specific Opioids
See Table 1

Interactions with Clinical Importance
Morphine delays the absorption of clopidogrel,
prasugrel, and ticagrelor and enhances gabapentin
pain tolerance in healthy volunteers. Quinidine can
enhance the activity of opioids — morphine, fenta-
nyl, oxycodone, codeine, dihydrocodeine, and
methadone. Antimycotic medications increase the
plasma concentrations of opioids — buprenorphine,
fentanyl, morphine, oxycodone, methadone,
tilidine, and tramadol. Protease inhibitors induce
metabolism of opioids — oxycodone and fentanyl.
Paroxetine inhibits the metabolism of hydrocodone,
oxycodone, and tramadol. Escitalopram inhibits the
metabolism of tramadol (Feng et al. 2017).

Stimulants: Cocaine
and Amphetamine and Its Derivatives

All psychostimulants act by increasing mono-
amine (norepinephrine, dopamine, and serotonin)
release in the synaptic space and by inhibiting
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Table 1 Pharmacokinetic and pharmacodynamic interactions of opioids with other medications

Opioid Morphine
1 own concentration | T the other agent’s | the other agent’s | own concentration —
— toxicity concentration toxicity concentration withdrawal
Absorption | Metoclopramide P2Y12 inhibitors Rifampin
Gabapentin
Metabolism | Quinidine Rifampin
Elimination | Itraconazole St. John’s wort
Other azoles
Amantadine
Methadone
Absorption | Quinidine AZT (zidovudine) Rifampin
Voriconazole Desipramine
Ketoconazole
Grapefruit juice
Metabolism | Delavirdine Didanosine, Darunavir
Anmitriptyline stavudine Efavirenz
Dextromethorphan Nelfinavir
Quetiapine Nevirapine
Ciprofloxacin Lopinavir/ritonavir
Carbamazepine
Phenytoin
Phenobarbital
Buprenorphine
Metabolism | Antimycotics Carbamazepine

Oxycodone

Antimycotics
Macrolides
Ketolides

Protease inhibitors
Voriconazole
Ketoconazole
Grapefruit juice
Paroxetine
Quinidine

their reuptake leading to increased neurotransmit-
ter levels for a longer time in the synaptic cleft
(Quinn et al. 1997).

Cocaine

Cocaine is the second most frequently used recre-
ational drug worldwide after cannabis. It is a
natural alkaloid extracted from the leaves of the
coca plant (Erythroxylum coca var. coca, var.
ipadu, var. novogranatense, and var. truxillense),
growing in South America. Cocaine can be extra-
cted from coca leaves or synthesized and used as a

Phenytoin
Phenobarbital

recreational substance, or further processed to
crack cocaine — a freebase form of cocaine that
can be smoked. Between 14 and 21 million people
are estimated to have used this drug every year
(Pomara et al. 2012).

Cocaine has been used for more than
1000 years by the indigenous South American
people as a stimulant and for religious and recre-
ational purposes in the form of Erythroxylum coca
leaves that can be chewed or processed to extract
the alkaloid. There are proofs that cocaine has
been used as anesthetic in ancient times (Gay
et al. 1975). In the seventeenth century when the
Spanish arrived to the New World, they described
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the stimulant, hunger-suppressing, anesthetic, and
recreational effects of coca leaves. The alkaloid
was first isolated by Friedrich Gaedcke in 1855
and was initially named erythroxyline. Approxi-
mately 40 years later, in 1989, the first synthetic
cocaine appeared. The drug was initially used as a
painkiller; subsequently its local anesthetic prop-
erties were used. Cocaine was found to be a
unique anesthetic because unlike all other anes-
thetics it decreased bleeding due to its local vaso-
constriction effect. In 1879 cocaine was
introduced for the treatment of morphine addic-
tion, and in the next few year, its use as a
psychostimulant and appetite-suppressing drug
started. In the beginning of the twentieth century,
it was marketed as stimulant and was subse-
quently used in world wars as stimulant and anes-
thetic. Gradually, cocaine has become the second
most abused illicit drug worldwide. It is used by
all socioeconomic strata, age, and demographic,
economic, social, political, and religious groups
all over the world. Cocaine can be insufflated
(snorted), taken orally (gingival administration
and chewing coca leaves), smoked, administered
rectally, and injected intravenously or intramus-
cularly. It can be taken alone or in combination
with heroin (speedball). In modern medicine its
use is limited as local/topical anesthetic, mainly in
ophthalmology.

Cocaine has sympathomimetic effects,
influencing serotonin receptor and membrane ion
transport. Cocaine is also known to have long-
term endocrine and genetic effects.

The pharmacodynamic effects of cocaine are
determined by its three major actions (Quinn et al.
1997; Pomara et al. 2012; Gay et al. 1975):

— Increased release of catecholamines in the syn-
aptic cleft due to stabilization of the dopamine
transporter

— Decreased mediator reuptake via blockage of
the presynaptic dopamine transporter

— Blockage of neuronal membrane sodium chan-
nels with local anesthetic effect

Additionally, cocaine interacts with serotonin
5-HT3 and 5-HT2 receptors, and these
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interactions explain its effect on appetite and loco-
motion. The effects on locomotion could also be
explained by its interaction with dopamine levels
in the substantia nigra.

Cocaine also interacts with kappa-opioid,
sigma, D1, and NMDA receptors.

Unlike amphetamine, cocaine does not inhibit
monoamine oxidase (MAO) (Quinn et al. 1997).

The net effect of these ligand-receptor interac-
tions is sympathomimetic effect with buildup of
dopamine in the limbic system structures (espe-
cially in the nucleus accumbens) and stimulation
of pleasure and reward feeling that explains the
addiction and dependence in long-term abuse
(Nestler 2005). The increase of dopamine levels
in the nucleus accumbens is a normal physiolog-
ical process, part of the fight-or-flight response to
stress, giving the body and the mind the assurance
that the stress-inducing stimulus has been elimi-
nated and generating the sensation of comfort and
pleasure — i.e., when a thirsty person drinks water,
or when a reward for achievement has been given
(Nestler 2005). Thus, the external stimulation and
the buildup of dopamine levels in the nucleus
accumbens by cocaine are far more potent than
the physiological effect and give the sensation of
euphoria and stimulation. This is the underlying
mechanism of addiction and dependence. Cocaine
also exerts its dopamine buildup effects in other
regions of the brain, associated with the limbic
system, including memory centers (hippocampus
and amygdala) and the frontal cortex. It is
believed that the repeated exposure to cocaine
with increase in dopamine availability in the hip-
pocampus and amygdala leads to functional and
organic changes that every memory of cocaine
intake urges an almost compulsory craving for
repeated intake (Volkow and Morales 2015). The
repeated increase in dopamine levels in the frontal
cortex by cocaine abuse is associated with
changes in this region and decrease of its inhibi-
tory effect over the urges generated in the nucleus
accumbens, hippocampus, and amygdala and sub-
sequent addictive pattern.

The interactions with serotonin receptors may
explain the mood and appetite-suppressing effects
of cocaine.
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A more serious molecular effect that can
explain the addiction in cocaine intake is the
genetic impact of this alkaloid. Cocaine is
known to change the amount of dopamine trans-
porters and dopamine receptors on nerve cells via
alteration of gene expression (genetic effects of
cocaine). AFosB is a natural protein substance
present in small amount in nerve cells, especially
in the nucleus accumbens. It plays a role in the
genetic mechanisms of the basic cell functions —
the integrity and the interaction with other cells. In
chronic cocaine intake, this protein accumulates
in large quantities in the nucleus accumbens and is
thought to be the part of the mechanisms
explaining the addiction to cocaine. Changes in
AFosB levels in the nucleus accumbens have been
demonstrated in long-term cocaine intake in
mouse models. It is known that one of the genes
stimulated by AFosB, the enzyme cyclin-
dependent kinase 5 (CDKS5), promotes nerve cell
growth. This factor also affects nuclear factor-
kappa B and MEF2 (myocyte enhancer factor-2)
expression. These effects are not well understood.
It has been speculated that probably these tran-
scriptional and epigenetic changes could be the
genetic mechanism of the very long-term effects
of cocaine. In a very long term, intake of cocaine
increased dendrite growth and increases the num-
ber of the neurons in the nucleus accumbens that
has been observed, i.e., increased cell contacts
with other parts of the nervous system with altered
information pathways and increased amount of
signals coming to and originating from these
cells with stable behavioral changes (Volkow
and Morales 2015; Robison and Nestler 2011).
These very long-term effects, based on genetic
and epigenetic changes in the brain, probably
make cocaine addiction very difficult to counter-
act. Another long-term effect of cocaine is dopa-
mine depletion that is probably responsible for
withdrawal symptoms (Quinn et al. 1997).

The main medical strategies to treat cocaine
addiction and withdrawal are (Quinn et al. 1997)
the following: the use of antidepressants (in order
to inhibit neurotransmitter reuptake, particularly
desipramine), dopamine agonists (to counteract
dopamine depletion in the central nervous sys-
tem), dopamine antagonists, anticonvulsants, and
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opioids (buprenorphine — probably through
affecting the linkage between opioid and dopami-
nergic pathways).

The treatment of acute intoxication with
cocaine and amphetamines is generally support-
ive: regulation of hydration and electrolyte distur-
bances; treatment of hypertension, rhythm, and
conduction disturbances; use of vasodilators;
gastroprotection; etc. Similar to heroin, cocaine
and amphetamines are known to cause severe
endothelial dysfunction and hemolytic-uremic
syndrome (Kavannagh et al. 2006). Therefore,

antithrombotic prophylaxis should be
administered.
Cocaine has several metabolites:

benzoylecgonine, ecgonine methyl ester, and
norcocaine. Benzoylecgonine is a potent vasocon-
strictor in vitro, but does not cross the blood-brain
barrier in vivo. Ecgonine methyl ester (EME) is
actually a vasodilator. It is produced by meta-
bolization of cocaine by plasma cholinesterase
(also known as pseudocholinesterase, or
butyrylcholinesterase).  “Pseudocholinesterase
deficiency” due to BCHE gene mutations, is a
specific condition that could render patients
more vulnerable to severe intoxication with
cocaine, to prolonged paralysis with succinylcho-
line and mivacurium.

Cocaine drug interactions could be examined
in the light of three situations: cocaine intoxica-
tion, withdrawal, and long-term treatment and
craving prevention. It seems there is scarce evi-
dence of interaction between cocaine and
CYP3A4 inhibitors, ketoconazole, erythromycin,
and clarithromycin. There are other factors whose
importance has to be established in the future,
such as glutathione peroxidase-1 deficiency and
microRNAs (Gallelli et al. 2017).

Cocaine intoxication leads to tachycardia,
hypertension, and vasospasm. Treatment of these
sometime fatal symptoms is done through the use
of benzodiazepines, calcium channel blockers,
and nitric oxide-mediated vasodilators. Nitroglyc-
erine could induce reflex tachycardia through
severe hypotension, so it should be used with
extreme caution. Alpha-1 blockers had been
tried with limited evidence. Alpha-2-adrenoceptor
agonist trials had better results, especially with the
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use of dexmedetomidine. There had been a wide-
spread belief that beta-blockers could dangerously
worsen hypertension during cocaine intoxication
(Lange et al. 1990). However, this concept had
been challenged recently. There were several
Level I/II, Level III, and Level IV/V studies of
B-blockers, with 1744 subjects, 7 adverse drug
events, and 3 treatment failures. There were no
adverse events reported for labetalol and
carvedilol, mitigating hypertension and tachycar-
dia (Richards et al. 2016). Antipsychotics have
been used and studied for the treatment of hyper-
tension and tachycardia, improving agitation and
psychosis (paranoia), but there are significant
risks with QTc prolongation and extrapyramidal
adverse effects. Since second-generation antipsy-
chotics have serotonergic effects, clinicians need
to be aware of the potential risk of serotonin
syndrome, by potentiating serotonergic effects of
cocaine. Other medications include lidocaine,
sodium bicarbonate, amiodarone, procainamide,
propofol, intravenous lipid emulsion, and
ketamine.

Cocaine withdrawal and cravings is a chal-
lenging condition due to several phenomena,
including behavioral sensitization. Antipsy-
chotics have been tried with mixed results.
The biological mechanism of counteracting the
effects of cocaine is thought to be due to presyn-
aptic action on dopaminergic and serotonergic,
while cocaine affects directly and indirectly the
postsynaptic cascades. Data analysis shows that
actually antipsychotics do not have advantages
over placebo in regard to cocaine use and cocaine
abstinence or craving. They could even cause
more discomfort, even depression related to
discontinuation (Kishi et al. 2013). Cochrane
review did not support the notion of using antide-
pressants in the treatment of cocaine withdrawal
(Pani et al. 2011). There had been some serious
adverse reactions reported regarding the use of
citalopram and cocaine — potentiation of seroto-
ninergic vasoconstriction (Medicines and Heal-
thcare products Regulatory Agency 2016). The
more successful medication interaction is the
one with GABAergic medications, topiramate,
although there is still not enough conclusive
unequivocal evidence for its efficiency.
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Drug Interactions of Cocaine and Other

Substances

Antipsychotics — increased risk of antipsychotic
induced acute dystonias, both in intoxication
and chronic treatment. Clozapine could lead to
increased cocaine plasma concentrations and
reduced psychotic and pressor effects.

Mood stabilizers (carbamazepine) — plasma con-
centrations of norcocaine increase — higher risk
of hepatotoxic and cardiotoxic effects (Tenev
2008).

Benzodiazepines — oversedation and increased
risk of benzodiazepine abuse.

Disulfiram — threefold increase of plasma levels
of cocaine and increased risk of cardiotoxic
complications.

p-blockers — very high risk of myocardial
ischemia.

Nicotine — has a synergistic effect on dopamine
release in the reward areas of the brain; lowers
the oxygen supply, arterial pressure, and
cardiac contractility; and increases the inci-
dence of cardiac complications arising from
cocaine use.

Alcohol - ethanol-induced metabolite,
cocaethylene, of cocaine is more reinforcing
than cocaine and is potentially more toxic.

Amphetamine and Its Derivatives

Amphetamine and its derivatives are not present
in nature and represent purely synthetic sub-
stances. Amphetamine was first synthesized in
1887 and was initially used for the treatment of
nasal congestion and subsequently as stimulant,
athletic performance and cognitive enhancer, aph-
rodisiac, and euphoria inducer.

Amphetamine and its derivatives (metham-
phetamine and methoxy-substituted amphet-
amines; 3,4-methylenedioxyamphetamine
(MDA); 3,4-methylenedioxy-methamphetamine
(MDMA) or ecstasy; N-ethyl-3,4-methylenediox-
yamphetamine  (MDEA);  2,5-dimethoxy-4-
methylamphetamine (DOM);
p-hydroxydimethoxy-4-methylamphetamine
(PMA)) are purely synthetic stimulants that act by
increasing the monoamine levels in the synaptic
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cleft (Quinn et al. 1997; Volkow and Morales
2015). The half-life of MDMA in humans is
8-10 h.

— Inhibition of monoamine uptake (competitive
inhibition of dopamine uptake)

— Increase in neurotransmitter release (facilita-
tion of dopamine release from the vesicles
and increase in dopamine transporter-mediated
reverse transport of the mediator into the syn-
aptic cleft, independently from the action
potential-induced vesicular release)

— Inhibition of monoamine oxidase (MAO)

The first and the second mechanisms are medi-
ated by binding to trace amine-associated receptor
1 (TAARI). Ecstasy is also known to increase
serotonin liberation (Rudnik and Wall 1992) and
the release of oxytocin.

The molecular and physiological effects of
amphetamines are similar to those of cocaine,
but they are known to inhibit MAO and to have
virtually no local anesthetic effect. Methamphet-
amine has two enantiomers with the S-(+) being
five times more active.

The physiological, psychological, and toxic
effects of amphetamines are similar to those of
cocaine and are mediated by their sympathomi-
metic and serotonin-mediated effects.

The underlying mechanisms of addiction,
dependence, and withdrawal in amphetamine
intake are associated with changes in gene expres-
sion (transcriptional and epigenetic changes) in
the mesocorticolimbic projection. The major tran-
scription factors responsible for these alterations
are AFosB, CREB (cAMP response element-
binding protein), and nuclear factor-kappa B
(Rudnik and Wall 1992). The crucial role of
AFosB overexpression in the development of
drug addiction to many substances (including alco-
hol, cannabinoids, cocaine and amphetamines, nic-
otine, opioids, dissociative anesthetics, and
hallucinogens) is demonstrated by the profound
effect of AJunD in such cases. AJunD is an enzyme
that blocks AFosB overexpression, and when
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brought to the nucleus accumbens by a viral vector,
it could reverse the behavioral changes in chronic
drug abuse and addiction.

The overexpression of AFosB in amphetamine
abuse (like in cocaine abuse) leads to marked and
long-standing functional effects and changes in
dopaminergic neurons, especially in the nucleus
accumbens, hippocampus, amygdala, and frontal
cortex with the development of addiction. This
addiction pattern is due to deep receptor, mediator,
and structural changes in the neurons, and currently
there are no known medications to counteract addic-
tion in such patients.

Medical strategies have been developed to treat
acute iIntoxication — i.e., for the treatment of
cardiac (tachycardia, thythm and conduction dis-
turbances, hypertension) and vascular (vasocon-
striction, endothelial dysfunction) symptoms,
hyperthermia, dehydration, dyselectrolytemia,
inadequate antidiuretic hormone secretion, intra-
cranial complications (ischemic stroke and hem-
orrhage), respiratory failure and acute respiratory
distress syndrome, and hepatic and liver failure.
The hepatic failure is known to develop due to the
oxidation of mitochondrial proteins and acute
microsomal toxicity, combined with ischemia
(vasoconstriction plus thrombosis), and renal fail-
ure is usually due to dehydration in combination
with rhabdomyolysis and/or development of
hemolytic-uremic syndrome (Kavannagh et al.
2006; Moon et al. 2008).

There are acute and long-term toxicity phe-
nomena. There are several sources of data:
in vitro experiments, animal models, and in vivo
observations. There are still a lot of studies to be
done to unequivocally prove the specific interac-
tions and their clinical significance.

Acute toxicity Chronic toxicity

Euphoria, well-being,
happiness, stimulation,
increased energy,
extroversion, feeling close to
others, increased empathy,
increased sociability,
enhanced mood, and mild
perceptual disturbances. In
addition, cardiovascular-

Neurotoxicity
Impairment in
serotonin function
Neurodegeneration
Phenocopying
phenomenon —
compromising the
extensive metabolizer
capability; developing
(continued)
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Acute toxicity Chronic toxicity

low tolerance to
methamphetamine
after a short period of
experiencing less
toxicity of the
substances (EM to PM
status change)

related somatic symptoms,
autonomic effects (dry mouth,
sweating, tremor, mydriasis
tremor, jaw clenching, and
restlessness), and moderate
derealization have been
observed (de la Torre et al.
2004)

Hyponatremia — uncommon,
associated with inappropriate
antidiuretic hormone
(SIADH) secretion and
excessive water intake (also in
polymorphic reduced COMT
activity) Fulminant hepatitis
and hepatic necrosis have been
described too

The toxic effects are related to the metabolism
of MDMA and methamphetamine and their
metabolites. MDMA is a substrate to CYP2D6,
but also a potent inhibitor through the so-called
mechanism-based inhibition, by the
phenocopying phenomenon. The effective
enzyme amount decreases, so even genotypically
active metabolizers become similar to poor meta-
bolizers. Regardless of the genotype/phenotype, it
could take up to 10 days to resynthesize CYP2D6
and restore it back to its baseline level of activity
after even a single recreational dose. It was
thought that there were sex differences, with
67% of males and 100% of females having such
phenotyping effect, exposing them to the adverse
effects of the drugs. Female subjects in the study
setting would display more intense physiological
(heart rate and oral temperature) and negative
effects (dizziness, sedation, depression, and psy-
chotic symptoms).

Currently it had been proven that the wide
genotype allelic variations of CYP2D6 actually
do not play the role they had assigned before.
That could be due to the alternate pathways during
the first phase of methamphetamine and MDMA
metabolism: CYP1A2, CYP2B6, CYP2C19, and
CYP3A4. They also have multiple genotype/ phe-
notype variations and could undergo the same
phenocopying phenomenon, thus making the
occurrence of acute and chronic adverse effects
dose-independent and unpredictable.

The second phase of metabolism of MDMA is
through COMT. It converts the catechol metabo-
lites HHMA and HHA into HMMA and HMA.
The same enzyme inactivates dopamine (DA) and
noradrenaline (NE). It exists in two forms.
MB-COMT is in the brain and S-COMT in the
liver/kidneys. There are two basic functional
polymorphisms — valine (val) to methionine
(met) substitution at codon 108 in S-COMT and
at codon 158 in MB-COMT. The latter variant, the
Met allele, is associated with low enzymatic activ-
ity, while the former, val allele, has higher activity.
Roughly one fourth of the population has low
activity, and one fourth has high activity. The
lower the activity, the higher the toxicity through
the accumulation of the immediate active MDMA
metabolites —- HHMA and HHA. This could sub-
sequently increase the risk of clinical symp-
toms including hyperthermia, hypertension,
tachycardia, seizures, serotonin syndrome,
and rhabdomyolysis.

HMMA plasma concentrations play significant
role, regardless if these are linked to CYP2D6
genotype (higher with two functional alleles).
Genotypes of COMT vall58met or 5S-HTTLPR
with high functionality (val/val or 1/*) determine
greater cardiovascular effects and with low func-
tionality (met/* or s/s) negative subjective effects,
such as dizziness, anxiety, and sedation.

An important role is attributed to glutathione
S-transferase (GST) in the detoxification of
HMMA. There had been some data in vitro show-
ing differences in toxicity related to GST poly-
morphism, which actually had not been observed
in vivo. The conjugation during elimination pro-
cess in phase II of metabolism goes through SULT
system, leaving sulfate conjugated MDMA uri-
nary metabolites and UGT system — glucuronide
conjugate urinary metabolites. There are also
some genetic variants, especially in UGT system,
which could lead to decreased enzymatic activity,
hence longer elimination and increased toxicity of
MDMA (UGT2B15).

MDMA and amphetamine toxicity is dynami-
cally related to individual differences in DAT
expression both at pre- and postsynaptic levels.
The dopamine transporter gene could modify
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indirectly the receptor signaling done by the

drugs. Reduced

SERT  potentiates

self-

administration of MDMA and cocaine (Brox and

Ellenbroek 2018).

Types of consequences due to interactions or
enzymatic polymorphisms
1) MDMA-induced toxicity

Enzymatic polymorphism
Phase I - CYP2D6,
CYP1A2, CYP2B6,
CYP2C19, CYP3A4
Phase II (COMT, GST,
SULT, UGT) — Less active
isoenzyme genotype, or
depletion of normal
activity genotype
(phenocopying)

NT reuptake transporters:
SERT, NET, DAT

NT synthesis, breakdown:
TH, TPH, COMT, MAO
NT receptors

Interactions

CYP2D6 inhibitors
SERT inhibitors —
Fluoxetine, paroxetine,
citalopram

NET inhibitors —
Duloxetine, reboxetine
DAT inhibitors —
Bupropion, duloxetine
5-HT2 antagonists —
Ketanserin, mirtazapine
a-p-adrenergic antagonists
— Carvedilol
Antipsychotics
(Rietjens et al. 2012)

The most dangerous toxic phenomena related
to MDMA and methamphetamine are as follows:

Serotonin syndrome: (1) Mental status changes,
(2) autonomic hyperactivity, and (3) neuromus-
cular abnormalities, all with varying signs
from tremor and diarrhea to delirium, neuro-
muscular rigidity, and life-threatening hyper-
thermia. Death could occur due to increased
serotonin levels via MDMA-induced 5-HT
release and inhibition of 5-HT degradation
via MAO inhibitors (Rietjens et al. 2012).
The highest risk for this syndrome is in com-
bination with antidepressants.

Hyperthermia: MDMA-induced cutaneous
vasoconstriction and  metabolic  heat
production.

Several dangerous reactions related to
CYP2D6 inhibition had been described. Rito-
navir and antiretroviral drugs have had life-
threatening effects described. The
unpredictability of these reactions is derived
from the genetic polymorphism of CYP450
and alternate pathways for Phase I of MDMA
metabolism.

Pharmacodynamic interactions that could lead
to MDMA tolerance and increase the
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recreational dose, due to lack of the desired
effect (no “high,” less intense sensation of
euphoria) This effect could be protective
against neurotoxicity, exerted directly by
MDMA or its toxic metabolites. Two mecha-
nisms for that had been suggested. The first is
the reduced 5-HT release and SSRI exerted
prevention of MDMA to interact with SERT,
blocking the efflux of serotonin through SERT.
The second seems to be direct inhibition of
CYP2D6 by such antidepressants like paroxe-
tine and fluoxetine. Thus, MDMA metabolism
is blocked. Concentration of toxic metabolites
HHMA and HMA and their reactive quinones
remains low. The risk of this type of interaction
is that consumer could increase the dose.

Drug Interactions
It is important to clarify the timeline for assessing
and predicting the drug interactions, since there is
a differentiated response to MDMA and metham-
phetamine after infrequent one dose or seldom
binges vs chronic daily use. It is possible that
one and the same medication has different effect
on the metabolism of these drugs after sporadic or
chronic stimulation of the enzymatic activity and
the genotype predisposition of CYP450, UGT,
GST, COMT, and SULT. The level of affected
NAT, DAT, and SERT transporters is also worth
mentioning. In this context some varieties could
be anticipated with regard to reaction and side
effects of MDMA and methamphetamine with
patients taking antidepressants, antipsychotics,
or antiepileptic medications. Another very impor-
tant issue is if there had been pretreatment, i.e., the
person had been receiving a medication before
using MDMA (or amphetamines). It could poten-
tially change the reaction during acute intoxica-
tion, withdrawal, or maintenance of sobriety
treatment. Further research needs to be conducted
to elucidate individual differences (Table 2).

Of note: severe MDMA intoxication is
addressed by cooling measures and use of
benzodiazepines.

Antidepressants — Bupropion (CYP2D6 inhibi-
tor) (could lower the pharmacological effects
(both  cardiovascular and euphoric) of
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Table 2 Pharmacokinetic and pharmacodynamic interactions of MDMA, methamphetamine and other medications at
different time points in treatment timeline

Timeline of
medication
intervention
related to meth/
MDMA use

Antidepressants
Citalopram

Paroxetine
Fluoxetine
(FLX)

Duloxetine

Mirtazapine

Bupropion

Imipramine

Sertraline

Antipsychotics
Haloperidol

Clozapine

Pretreatment

Prevention of
depletion of 5-HT
(Schmidt and Taylor
1987) (in rat models)
Inhibition of
CYP2D6, low level of
active, toxic
metabolites

T MDMA levels,
through inhibiting
SERT and NET, |
tachycardia, |
hypertension, weak
DAT inhibitor
Could | consumption,
| erratic sexual
behaviors

T MDMA levels,
through CYP2D6
block, | adverse
effects

During intoxication

Could T locomotor activity,
through T D2 receptor
expression (rat models)

Limited data

FLX reduces SHT depletion,
does not affect hyperthermia
SSRIs could T risk of
serotonin syndrome

Not suitable to start treatment,
since FLX needs 6-8 h to
reach therapeutic plasma
concentration, same time for
elimination of MDMA
Could be used, not enough
data

Not enough data

T risk of cardiovascular, GI,
anticholinergic effects

During
withdrawal

Could
exacerbate
physiologic
effects

Reverse reward
deficits during
amphetamine
withdrawal
(Harrison et al.
2001)

Not enough data

Further studies
need to be done

During
maintenance of
abstinence

Do not improve
significantly
depressive
symptoms
Nonconclusive
reports regarding
prolongation of
abstinence or
treating depressive
symptoms

No adverse effects
noted

Not enough data

Could prolong
abstinence

1 abstinence time

Should not be administered to patients with methamphetamine-related disorders, due to adverse
effects on abstinence, AWMF (Arbeitsgemeinschaft Wissenschaftlicher
Medizinischer Fachgesellschaften www.awmf.org)

Reduces
hyperthermia
| depletion of 5-HT

Reversal of MDMA-
induced cutaneous
vasoconstriction
(Blessing et al. 2003)
and inhibition of
MDMA-induced
Increases in metabolic
heat production

Change subjective MDMA
effects from

a pleasurable state of well-
being and euphoria to a more
dysphoric state with slightly
increased anxiety, i.e.,
akathisia (Rietjens et al. 2012)
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methamphetamines by blocking its toxic
metabolites). It had been tried in treating mod-
erate and non-daily users. It could be adminis-
tered for prolonging the abstinence period,
although data is still not conclusive (Hértel-
Petri et al. 2017b). From clinical perspective,
one could make the case that increasing dopa-
minergic transmission could facilitate resolu-
tion of temporary depressive symptoms after
“methamphetamine crash.” Bupropion could
also give false-positive urine drug screen for
amphetamines, in 41% of cases (Casey et al.
2011).

Trazodone could yield false-positive urine
drug screen for amphetamines, especially after
pretreatment with phenothiazines.

Mood stabilizers — Lithium (dehydration more
pronounced).

Antipsychotics — Quetiapine and risperidone for
the treatment of depressive and psychotic
symptoms in the chronic methamphetamine
use syndrome. In acute phase antipsychotics
and methamphetamine could reduce the effi-
cacy of each other.

Antiretroviral drugs -
CYP2D6 inhibitor,
of MDMA).

a-f-adrenergic  receptor antagonists —
Carvedilol (could potentially decrease
hyperthermia).

Alcohol — Slows down the effects of MDMA and
increases nephrotoxicity, leading to high risk
of lethal dehydration.

Urinary alkalinizers’ (OTC medications) use
leads to increased tubular reabsorption, via the
increased amounts of non-ionized amphet-
amine. Thus, methamphetamine could have
its half-life increased two- to threefold, while
MDMA’s half-life could increase by twofold.

Antihypertensive medications — MDMA and
methamphetamine counteract their effects and
could render the hypertension control more
difficult to maintain in the long term.

Tobacco/nicotine — Smoking methamphetamine
in combination with tobacco creates the pyrol-
ysis product cyanomethylmethamphetamine.
This metabolite has some stimulant properties
(Dean 2006).

Ritonavir (severe
increased level

V. Tenev and M. Nikolova

Methamphetamine-related, post-acute persis-
tent or comorbid syndromes such as
methamphetamine-associated psychosis (MAP),
depressive syndromes, anxiety, and sleep disor-
ders are usually treated in a symptom-oriented
manner. The interactions could be unpredictable,
could happen on many different levels, and could
change dynamically. This makes it very important
to use medications with the most available data for
efficacy possible. Further research is warranted
(Hértel-Petri et al. 2017a). Methamphetamine
and MDMA could lower the seizure threshold.

Marijuana and Synthetic Cannabinoids

Cannabis is the most widely used illicit substance
all over the world (Sharma et al. 2012). It has been
used for centuries for recreational purposes. It
contains more than 400 active substances, 61 of
which are cannabinoids and have certain psycho-
active properties. The main psychoactive sub-
stance is delta-9-tetrahydrocannabinol (THC). In
the human body, THC binds to specific psycho-
active and functional effects outside the CNS. It is
used for recreational purposes, but because of its
wide spectrum of effects and tendency to cause
dependency and profound behavioral changes,
THC is illegal in the most part of the world.

THC is derived from the leaves, stems, and
seeds of the Indian hemp (Cannabis sativa). The
parts of the plant can be smoked or taken orally,
even mixed with food and cooked. When smoked,
Cannabis sativa leaves, stems, and seeds liberate
more than 2000 substances, most of which are
produced via pyrolysis (Sharma et al. 2012), but
the major psychoactive substance is THC. In the
human body, cannabinoids bind to specific canna-
binoid receptors (CB1 and CB2) that have phys-
iological ligands (anandamides) that belong to the
arachidonate derivatives. The latter act via affect-
ing cAMP intracellular levels and ion transport
(calcium and potassium) in different organs.

The multiple physiological effects of cannabi-
noids are mediated by two types of receptors —
CBI1 and CB2. CB1 are expressed mainly in the
brain areas responsible for the cognitive, memory,
pain, reward and anxiety, and endocrine and
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motor functions, while CB2 are expressed by the
peripheral tissues and organs. The exact mecha-
nisms of action of cannabinoid in the body are not
well understood, but it is assumed that the binding
to cannabinoid receptors leads to the activation of
several signal pathways, including dopamine,
serotonin, and norepinephrinergic, GABAergic,
opioid, cholinergic, glucocorticosteroid, and pros-
taglandin systems (Sharma et al. 2012). It is also
known that cannabinoids can directly interact
with opioid and benzodiazepine receptors and
can affect protein, nucleic acid, and prostaglandin
synthesis (Sharma et al. 2012), hormone secre-
tion, and DNA repair and replication (Sharma
et al. 2012; Reece and Hulse 2016; Li and Lin
1998; Reece 2009). CB2 receptors are expressed
in multiple tissues and organs, including the gas-
trointestinal tract, endocrine glands, and immune
systems, and this can at least partially explain the
effects of cannabinoids on these structures. More-
over, there is evidence that cannabinoids interact
with vanilloid and vanilloid-like receptors
(Pertwee 2005) on glutamatergic and alpha-
adrenergic receptors and on multiple peripheral
tissues.

Cannabinoids, both natural and synthetic, have
certain adverse effects on the mental status
(including triggering overt psychoses), respiratory
tract (including the development of obstructive
lung disease and lung cancer), cardiovascular sys-
tem (changes in blood pressure, ischemic organ
damage, inflammatory angiitis, arrhythmias,
worsening of the metabolic profile, etc.), bone
loss, fetal retardation, etc. (Reece 2009).

Of special interest is the mutagenic, terato-
genic, and genotoxic effect of cannabinoids that
has become even more visible due to the wide-
spread abuse of cannabis. Of crucial importance
are the permanent genetic changes arising during
in utero exposure to cannabinoids, leading to the
formation of inheritable malignancies, such as
childhood neuroblastoma, leukemia, and rhabdo-
myosarcoma (Reece 2009). These effects are
mediated by at least three major mechanisms
(Reece 2009):

— Oxidation of DNA plus inhibition of DNA
repair (via induction of the formation of
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nitrogen-centered species and by uncoupling
of mitochondrial oxidative phosphorylation),
with  deoxidation of  guanosine to
oxo-guanosine being a normal part of the endo-
cannabinoid signaling

— Changes in enzyme activity: stimulation of
MAP kinase pathway (an important factor for
the induction of non-lymphoblastic leukemia),
inhibition of topoisomerase II pathway, and
RAD-1 inhibition and damage

— Changes in telomeres due to the inhibition of
telomerase (this enzyme is present in stem
cells, gonadal/germ cells, and cancer cells but
not in the normal somatic cells)

In cell cultures, marijuana smoke condensates
have been shown to increase the formation of
reactive oxygen species (ROS) and to inhibit the
synthesis of the transcription factor p53 that acts
as a tumor-suppressor protein (Kim et al. 2012).

The synthetic cannabinoids (fake weed, spice,
K2, etc.) are synthetic cannabinoid derivatives
with stronger affinity toward the cannabinoid
receptors with more pronounced psychomo-
dulating and adverse effects and unknown safety.
Their peripheral, long-term, and genetic effects
are unknown and hard to predict.

The multiple receptor targets of cannabinoids,
their epigenetic and genetic effects, and the unclear
mechanism of signaling changes, in combination
with their widespread abuse, make the treatment of
cannabinoid addiction extremely difficult.

THC and CBD are metabolized mainly in the
liver by cytochrome P450 isoenzymes (mainly
CYP2Cs and CYP3A4). In vitro studies indicate
that THC and CBD both inhibit CYP1Al,
CYP1A2, and CYP 1Bl enzymes, and recent
studies have indicated that CBD is also a potent
inhibitor of CYP2C19 and CYP3A4. Both canna-
binoids may interact with other medications
metabolized by the same pathway or by
inducers/inhibitors of the isoenzymes.

It is important to distinguish different path-
ways of metabolism, related to different ways of
administering both substances. Preparations
which have A9-THC inhibit CYP2C9 and
CYP3A4. CBD inhibits mostly CYP2C19 and
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CYP3A4. Marijuana inhalation (pyrolysis)
inducts CYP1A1 and CYP1A2. Patients with
lower activity of CYP2C9 and/or CYP3A4 (phe-
notypical or by genotype) could have increased
plasma concentrations of other substances they
take together with A9-THC, while CBD exposure
in patients with diminished CYP2C19 and/or
CYP3A4 function could lead to unpredictable
risk of adverse effects of medication substrates
of these enzymes. There are very few documented
interactions that are proven in vitro and in vivo,
such as TCAs or anticholinergic drugs that can
produce significant tachycardia. This may be due
to beta-adrenergic effects of cannabis coupled
with the anticholinergic effect of tricyclic antide-
pressants. Most of the other interactions are actu-
ally hypothesized, and there is still lack of
sufficient controlled ftrials to state evidence-
based approach. Nevertheless, it could be very
well expected to have increased plasma concen-
trations with these substrates, due to the occur-
rence of possible drug interactions.

CYP2C9
CYP3A4 substrates | substrates
A9-THC Antidepressants: Antidepressants:
preparation | amitriptyline, Fluoxetine,
citalopram, sertraline,
clomipramine, amitriptyline
fluoxetine, Selective AT1
imipramine, angiotensin Il
mirtazapine, receptor
paroxetine, antagonists:
sertraline, losartan, valsartan
trazodone, Oral
venlafaxine hypoglycemic:
Antipsychotics: sulfonylureas,
pimozide, glimepiride,
quetiapine, glipizide,
risperidone, glyburide
ziprasidone, NSAIDs
aripiprazole, Others:
chlorpromazine, phenytoin,
clozapine, S-warfarin,
haloperidol, zolpidem
CBD perphenazine CYP2C19
preparations | Benzodiazepines: | substrates
clpnazep a, Antidepressants:
d%azepam, amitriptyline,
nitrazepam, citalopram,
alPrazolam, clomipramine,
mldazplam fuoxetine,
Sedatives: imipramine,

zaleplon, zolpidem
(continued)

Marijuana
smoking
lowers the
concentration
of CYP1A1,
CYP 1A2
substrates,
potentially
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CYP3A4 substrates

Analgesics:
buprenorphine,
codeine, fentanyl,
hydrocodone,
tramadol,
lidocaine.
Antiarrhythmics:
amiodarone

Ca channel
blockers:
amlodipine,
diltiazem,
nimodipine,
verapamil
Beta-blockers:
metoprolol,
carvedilol
Protease
inhibitors:
ritonavir, lopinavir,
nelfinavir, indinavir
NNRTIs: efavirenz
Antiepileptics:
carbamazepine,
ethosuximide,
valproic acid,
zonisamide
Statins:
atorvastatin,
simvastatin
Antibiotics:
azithromycin,
clarithromycin,
erythromycin
Antifungals:
ketoconazole,
fluconazole,
miconazol
Others:
dextromethorphan,
sildenafil,
tamoxifen,
ondansetron, PPIs

1A1 substrates

Compounds of
tobacco smoke:
heterocyclic
amines and
polycyclic aromatic
hydrocarbons
CYPlAlisa
carcinogen-
metabolizing
enzyme. Its
activation or
inhibition could

CYP2C9
substrates

sertraline,
venlafaxine
Barbiturates:
hexobarbital,
mephobarbital
PPI:
lansoprazole,
omeprazole,
pantoprazole,
esomeprazole
Benzodiazepines:
alprazolam,
diazepam,

Sflunitrazepam

Others:
moclobemide,
propranolol,
nelfinavir

1A2 substrates

Antidepressants:
amitriptyline,
clomipramine,
fluvoxamine,
mirtazapine
Antipsychotics:
chlorpromazine,
clozapine,
fluphenazine,
haloperidol,
olanzapine,
perphenazine,
(continued)
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CYP2C9

CYP3A4 substrates | substrates

thiothixene,
trifluoperazine,
ziprasidone
Others:
propranolol,
caffeine,
acetaminophen,
riluzole,
ropinirole,
melatonin,
R-warfarin,
naproxen,
ondansetron

modify the cancer
risk factors

Cannabis produces sedation, impairs psycho-
motor performance, and increases blood pressure
and heart rate. Pharmacodynamic interactions
with other sedatives can potentiate the central
effects but can be decreased by psychostimulants.
This review focuses on the interactions between
cannabinoids and alcohol, other drugs of abuse,
and prescription medicines.

It is important to note that the ratio between
CBD and THC had changed over the years, with
A9-THC having higher concentration now than in
the past. Cannabidiol (CBD) had been used more
and more in the treatment of epilepsy, including
very recent promising results in the possible
improvement of schizophrenia (McGuire et al.
2018).

Case reports suggest that concurrent use of
cannabis with other illicit substances could lead
to toxic interactions (Lindsey et al. 2012).

Benzodiazepines and Barbiturates

Benzodiazepines (BZDs) are among the most
widely prescribed medications all over the world
for a broad spectrum of indications, including
insomnia, epilepsy, muscle spasms and contrac-
tures, alcohol withdrawal, and anxiety (Griffin
et al. 2013). They are used in anesthesiology for
premedication before general surgery because of
their marked anxiolytic effect and the ability to
cause anterograde amnesia. The use of some ben-
zodiazepines (i.e., flunitrazepam) has been
severely restricted due to their ability to induce
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abulia in combination with retrograde amnesia
and the potential to be used for sexual assault
and for “zombification.”

Other point of concern is their ability to induce
tolerance and dependence/addiction, the changes
in their pharmacological profile with age, and the
interactions with multiple medications.

The pharmacological effects of benzodiaze-
pines (sedative, anxiolytic, muscle relaxation,
antiepileptic) are mediated via modulation of
GABAA receptor activity — i.e., in the central
nervous system BZD represent GABAA agonists.
The gamma-aminobutyric acid (GABA) is a uni-
versal inhibitory mediator in the central nervous
system that decreases neuronal activity and excit-
ability. The GABA receptors have three major
types — A, B, and C — that represent chlorine
channels, and BZDs bind selectively to
GABAA. The latter is composed of five subunits
— two alpha, two beta, and one gamma subunit.
BZDs bind to the pocket created by o and y sub-
units and change the space structure of the recep-
tor that leads to increased binding of GABA and
stimulation of GABA mediation; increased chlo-
rine channel permeability, along with changes in
sodium, potassium, and calcium membrane per-
meability; inhibition of calcium-dependent neuro-
transmitter release; and inhibition of adenosine
neuronal uptake with unknown clinical signifi-
cance (Quinn et al. 1997; DeVane 2016).

BZDs also have peripheral benzodiazepine
receptors (DeVane 2016) that are unrelated to
GABAA — in the peripheral nervous system,
glia, immune system structures, etc. BZDs also
act as mild adenosine reuptake inhibitors thought
to explain, at least partially, their anticonvulsant
and anxiolytic effects.

Barbiturates bind to a different part of the same
receptor as BDZ bind. Barbiturates cause similar
effects to the ones that BDZ have (DeVane 2016).
While BZDs increase the frequency of the chlo-
rine channel opening, barbiturates increase the
duration of the opened state. This leads to
increased risk of toxicity of barbiturates. More-
over, barbiturates are known to bind and affect
other CNS and peripheral receptors, including
inhibition of ionotropic glutamate receptors
(kainate and AMPA receptors) and inhibition of
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P/Q type of voltage-dependent calcium channels
(leading eventually to inhibition of glutamate
release). Barbiturates also bind to ligand-gated
ionic channels (cationic — nAChR, 5-HT3 recep-
tor, and glycine receptor ionic channels), causing
depression of the CNS. The stated extra-GABAA
receptor and ionic channel effects of barbiturates
leading to more pronounced CNS depression
compared to BZDs plus the lack of specific antag-
onist have led to significant restriction of barbitu-
rate use in the clinical practice (DeVane 2016).

Benzodiazepines

BZDs were first introduced to the clinical practice
in the 1960s as tranquilizers and sedatives and
subsequently were administered as anticonvul-
sants and hypnotics.

Depending on the duration of action, BZDs are
classified as having short, intermediate, and long
duration of action. Short and intermediate acting
are used mainly for the treatment of insomnia and
long acting for anxiety. There are two main mech-
anisms of tolerance and addiction in BZDs (Quinn
etal. 1997): downregulation of GABAA receptors
in the limbic system and increased sensitivity of
the benzodiazepine-GABAA receptor complex to
inverse agonists. Moreover, similar to alcohol
addiction and withdrawal, mechanisms have
been described, including, respectively, changes
in the expression of corticotropin-releasing hor-
mone (CRF) and CRF receptor sensitivity and
neuropeptide Y and increased NMDA and
AMPA receptor sensitivity (affecting glutamate
neurotransmission). BZD withdrawal syndrome
is characterized by sleep disturbance, irritability,
anxiety to panic attacks, confusion, nausea,
weight loss, changes in blood pressure and heart
rate, muscle stiffness, irritability, headache, per-
ceptual changes, psychotic reactions including
hallucinations and delusions, and suicidal
thoughts and attempts.

In the elderly, BZDs tend to have more unfa-
vorable profile of side effects and are therefore
included in the Beers List of inappropriate medi-
cations in the elderly.

V. Tenev and M. Nikolova

Specific adverse effects of BZDs on the central
nervous system that are even more pronounced in
elderly are (Griffin et al. 2013; DeVane 2016):

— Cognitive impairment and other toxic effects
on the CNS, including sedation, drowsiness,
inattentiveness, motor impairment, antero-
grade amnesia, and ataxia.

— High risk for development of tolerance and
addiction with severe withdrawal symptoms
in abrupt cessation.

— Anterograde amnesia, especially concerning
the long-term memory and impaired implicit
and explicit memory; these effects are particu-
larly dangerous because of the possibility for
drug-facilitated sexual abuse, especially in
flunitrazepam intake.

— Accumulation and subsequent disinhibition
with impaired perception of inherent risk of
inappropriate behavior (reckless driving, sex-
ual behavior, etc.).

— BZD-induced delirium states, especially in the
elderly and/or hypoxic patients with parenchy-
mal organ failure.

BZDs have significant drug interactions with
many prescription, nonprescription, and illicit
drugs, including benzodiazepines, opioids, alco-
hol, and over-the-counter sleep medications. Ben-
zodiazepines are metabolized through the liver,
mainly through CYP450 to CYP3A4 isoenzyme.

On the other hand, BZDs have antagonist,
flumazenil, used for the acute treatment of over-
dose, along with the supportive treatment (infu-
sions, antibradycardic, antihypotensive
