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Preface to the Second Edition

This second edition, which appears about eight years after the first, includes significant
changes that further enhance the value of this series. The chapters contain about 25%
new material, the references have been updated, and several new chapters have been
added. As a result, the second edition now comprises three volumes rather than two.

Volume 1 of Disperse Systems covers the theoretical aspects involved in the for-
mulation of many different types of disperse system drug products. In such products,
an array of substances, the disperse phase, is distributed within another blend of chemical
materials, identified as the continuous phase, or vehicle. Pharmaceutical disperse sys-
tem products include: suspensions, emulsions, creams, aerosols, ointments, pastes, and
suppositories. These dosage forms are administered by different routes, for example,
oral, topical, ophthalmic, parenteral, respiratory, and rectal. The challenge in formu-
lating disperse system products is the need to overcome their nonequilibrium state. A
formula must be developed that provides the required energy barriers to delay the drug’s
rate of attaining thermodynamic equilibrium. To achieve the desired shelf life of the
product, as well as to make the product as independent of processing variables as pos-
sible, the formulator must overcome some formidable obstacles. The concepts of equi-
librium and surface and/or interfacial free energy form the basic framework necessary
to formulate marketable disperse system products.

The chapter on the theory of suspensions describes several parameters involved in
characterizing suspension-type products, particularly their classification, methods of
preparation, and ways of achieving stable products. As in the first edition, the empha-
sis is on particle size and shape; there is also a new section on light-scattering techniques
and improvements in microscopy. Different techniques for measuring particle size are
compared. Methods used to study particles in other industries are described with the
intent of encouraging the reader to apply them to the study and development of phar-
maceutical products.

In this edition, the important topic of emulsification has been expanded. The fun-
damental relationships between droplet size and energy input per volume and time are
emphasized. In practice, emulsification with only part of the continuous phase present,

ifi



v Preface to the Second Edition

followed by addition of the remaining part after emulsification, has proven to be an
excellent procedure for obtaining small internal phase droplets.

Colloids are a subject of growing importance in the field of disperse systems, in
general, and in the design of colloidal drug delivery systems, in particular. The chap-
ter on colloids has been updated with many new references relating to colloid theory
and a discussion of the growing number of applications of colloids and pseudolatex
polymer dispersions in drug product design and controlled-release medication.

The measurement of viscoelastic moduli and of mechanical properties of disperse
system dosage forms has evolved considerably over the past two decades. Modern in-
strumentation now provides data to the formulator that previously were rarely measured.
Mathematical models are included to illustrate how much rheological techniques have
advanced to help pharmaceutical scientists to formulate and evaluate disperse dosage forms.

The interfacial effects of surfactants are required in diverse industrial processes and
in the compounding of many health care and cosmetic products. The description of
micelle structure has been de-emphasized, but a section on changes of micellar shape
as a function of concentration has been added. The concept of the critical packing pa-
rameter in surfactant self-assembly and liposome formation is explored.

Polymers are employed in suspensions and emulsions to minimize or control sedi-
mentation through an increase in viscosity. The viscosity-controlling agents may be either
water-soluble or -insoluble, and only small amounts of the many different polymers
discussed here are required to bring the viscosity of a liquid to almost any desired value.

A drug’s efficacy critically depends on its bioavailability in any pharmaceutical
dosage form. The chapter on bioavailability of disperse dosage forms has been exten-
sively rewritten, reorganized, and enlarged to describe the physicochemical and the
formulation factors that influence drug release from topical, oral, parenteral, ophthalmic,
and rectal products. Drug delivery from some of the more recently developed micro-
particulate carriers is described.

Disperse system drugs must be adequately preserved, and awareness of the chem-
istry and microbiology of preservatives and their combinations is required. Information
on the ever-changing regulatory and compendial concepts of preservative efficacy and
safety are updated in the chapter on preservation. The inactivation (neutralization) of
preservatives, both in the formulas and during efficacy testing, is again highlighted, and
a procedure for validating preservative efficacy is now included.

The revised and updated chapter on experimental design, modeling, and optimiza-
tion strategies provides an overview of current mathematical and statistical techniques
and strategies useful for the development of pharmaceutical products. The techniques
include statistically designed experiments, regression analyses, and optimization algo-
rithms.

The chapter authors were chosen because of their expertise in their respective top-
ics. We are particularly grateful for their cooperation in modifying and adding mate-
rial to their chapters based on our suggestions. The editorial staff of Marcel Dekker,
Inc., is due recognition for its help in bringing this volume to publication.

We hope that this volume, as well as others in the series, will prove invaluable in
teaching and providing information to a broad range of industrial pharmacists and to
others in related industries, academia, and government.

Herbert A. Lieberman
Martin M. Rieger
Gilbert S. Banker



Preface to the First Edition

Pharmaceutical Dosage Forms is the title of a series of books describing the theory and
practice of product development associated with specific types of pharmaceutical prod-
ucts. The first three volumes describe tablets, and the two that follow are devoted to
parenteral medications. This book is the first of two volumes that covers disperse sys-
tem products, namely various types of liquid and semisolid emulsions, liquid and paste-
like suspensions, and colloidal dispersions. A more specific product description of this
type of pharmaceutical preparation would include: injectables, suppositories, acrosols,
ingested and topically applied emulsions, abrasive pastes, such as toothpastes, and
ingestable types of suspensions, such as liquid antacids.

Despite the diversity of disperse systems, there are unifying theoretical concepts that
are applicable to all of them. Thus, the principles of rheology, of surface activity, and
of the potential energy barriers to coalescence offer a systematic approach to an under-
standing of disperse systems. As a result, chapters with an emphasis on theory are in-
cluded in the first volume of this two-volume treatise. From an understanding of these
scientific fundamentals, product development formulators can develop their own ap-
proaches to the compounding of specific products. In addition, an understanding of
theory and basic concepts may lead the development scientist to new ideas and technol-
ogy necessary for novel drug delivery advances.

The pharmaceutical chemists, in developing a particular dosage form, must pursue
many objectives. The integrity of the drug substance must be maintained; the pharma-
cological activity should be optimized; a uniform and consistent amount of drug must
be dispensed throughout the lifetime of the product; the product must be physically and
chemically stable as well as provide good user acceptance throughout its intended shelf
and usage life. Successful completion of these objectives requires information on the
practical aspects of formulation. Experienced practitioners have acquired this type of
knowledge during many years of painstaking trials and errors. Therefore, for the sec-
ond volume of this treatise, on formulation aspects, we chose as chapter contributors
specialists in developing particular types of products.
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A comprehensive book on disperse systems must teach two things: underlying prin-
ciples and practical approaches. The novice requires detailed guidance, and the experi-
enced formulator seeks information on new technologies and theories. Our task was to
help select subject matter for this two-volume text to achieve these objectives. Thus, the
book will teach the novice product development scientist the theoretical principles and
practical aspects necessary for developing a disperse system product. In addition, the
information is sufficiently comprehensive and extensive in order to offer knowledgeable
formulators specific information that will enable them to achieve their goals.

Any multiauthor book includes redundancies. We deliberately did not strive to
completely eliminate this type of duplication because authors may cover subjects from
different points of view, which can help to clarify a particular subject matter. In fact,
the background, experience, and bias of the various authors, in our opinion, help to
contribute materially to learning and to broaden the comprehension of the subject mat-
ter for the reader.

We acknowledge the diligence with which the authors worked on their contributions.
We also recognize gratefully the authors’ forbearance in conforming with our numer-
ous requests for modifications and additions. The real credit for this book belongs to
each contributing author. On the other hand, the editors must assume the major respon-
sibility for any criticism of the choice of subject matter in the text.

We sincerely hope that this book will be of help to students in the pharmaceutical
sciences. In addition, we look for this book in the dosage form series to be a useful
source of information for the product development specialists in the pharmaceutical
industry, as well as others in related industries, academia, and government who have
a need for this knowledge.

Herbert A. Lieberman
Martin M. Rieger
Gilbert S. Banker
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1

Introduction

Norman Weiner

University of Michigan, Ann Arbor, Michigan

. OVERVIEW

A dispersion can be defined as a heterogeneous system in which one phase is dispersed
(with some degree of uniformity) in a second phase. The state of the dispersed phase
(gas, solid, or liquid) in the dispersion medium defines the system as a foam, suspen-
sion, or emulsion. Likewise, the particle size of the dispersed phase provides further
classification (colloidal dispersion vs. suspension and microemulsion vs. macroemulsion).
These definitions, particularly the latter set, are somewhat arbitrary, since there is no
specific particle size at which one type of system begins and the other ends. Further-
more, almost without exception, disperse systems are heterogeneous in particle size. To
complicate matters even further, many commercial disperse systems cannot (and should
not) be categorized easily and must be classified as complex systems. Examples include
multiple emulsions (water-in-oil-in-water emulsions, in which small water drops are
dispersed in larger oil drops that are dispersed in a continuous water phase), and sus-
pensions, in which the solid particles are dispersed in an emulsion base. If the difficulty
in defning these complex systems were merely a matter of semantics, the issue would
be trivial, but these complexities influence the physicochemical properties of the sys-
tem which, in turn, determine most of the properties with which formulators are con-
cerned. Figure 1 illustrates the more common types of disperse systems.

Of the various pharmaceutical dosage forms, liquid disperse systems are the most
complex. Method of manufacture, formulation approach, component materials selection,
and the effect of environmental factors, such as temperature and holding-time, pro-
foundly affect the variability in the product’s bioavailability, stability characteristics, and
a host of other variables (to be discussed under specific headings in future chapters).
For this reason, there is a general reluctance on the part of the pharmaceutical indus-
try to develop traditional disperse systems (emulsions and suspensions) when other al-
ternatives are available (solid dosage forms or solutions). Also, there exist very few
commercial successes of novel disperse systems, such as microemulsions, despite the
substantial amount of experimentation in these areas.
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Fig. 1 Common types of disperse systems found in pharmaceutical formulations. Note that in
many instances more than one of these forms will be encountered in a given formulation: white,
water; shaded, oil; striped, solid; black, barrier.

Liposomes, however, have shown great potential as a drug delivery system. An
assortment of molecules, including peptides and proteins, have been incorporated in
liposomes, which can then be administered by different routes. Various amphipatic
molecules have been used to form the liposomes, and the method of preparation can be
tailored to control their size and morphology. Drug molecules can either be encapsu-
lated in the agueous space, or intercalated into the lipid bilayer; the exact location of a
drug in the liposome depends on its physicochemical characteristics and the composi-
tion of the lipids. Because of their high degree of biocompatibility, liposomes were
initially conceived of as delivery systems for intravenous delivery. It has since become
apparent that liposomes can also be useful for delivery of drugs by other routes of
administration. The formulator can use strategies to design liposomes for specific pur-
poses, thereby improving the therapeutic index of a drug by increasing the fraction of
the administered drug that reaches the target tissue, or alternatively, decreasing the
percentage of drug molecules that reach sites of toxicity. Clinical trials now underway
use liposomes to achieve a variety of therapeutic objectives, including enhancing the
activity and reducing the toxicity of a widely used antineoplastic drug (doxorubicin) and
an antifungal drug (amphotericin B) delivered intravenously. Other clinical trials are
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evaluating the ability of liposomes to deliver intravenously immunomodulators (MTP-
PE) to macrophages and imaging agents (indium 111) to tumors. Recent studies in ani-
mals have reported the delivery of water-insoluble drugs into the eye, and the prolonged
release of an immunomodulator (interferon) and a peptide hormone (calcitonin) from an
intramuscular depot. These trials and animal studies provide evidence of the versatility
of liposomes [1-5].

There are hundreds of books, chapters of books, and review articles written about
various aspects of disperse systems, from both a theoretical and a practical point of view.
Although disperse systems are associated with the pharmaceutical, cosmetic, food, and
paint industries, liquid dispersions are prevalent in almost all industrial settings when a
liquid product is involved. Industries as varied as oil refining, explosives, and printing
share the problems associated with disperse systems. In most cases, therefore, it seems
somewhat surprising that such products are formulated on a trial and error basis, with
little or no theoretical input. Admittedly, many theories dealing with disperse systems
have little apparent practical value, but there is a large body of available knowledge that,
when used properly, enables the formulator to prepare better products more efficiently
and evaluate them in a more systematic and realistic manner.

The problems or challenges (depending on perspective) in working with disperse
systems are mostly related to their nonequilibrium state. Since an almost infinite num-
ber of nonequilibrium states are possible, each slight variation in product design or
processing can lead to a different nonequilibrium product. Although these differences
may not seem apparent initially, long-term stability may be affected. Of equal impor-
tance, the product is continuously seeking to reach thermodynamic equilibrium. In prac-
tical terms, thermodynamic equilibrium is synonymous with a completely coalesced
emulsion or a settled, nonredispersible suspension. Thermodynamics tells us that this fi-
nal state is inevitable, and the task of the formulator is to merely delay its occurrence
(a stable emulsion is a thermodynamic anomaly, with the possible exception of micro-
emulsions [6]). Basically, the formulator must seek, in a thermodynamic sense, to for-
mulate the system such that the product is as independent of processing variables as pos-
sible and that the necessary energy barriers are introduced to delay thermodynamics
equilibrium for the desired shelf life of the product. The concept of equilibrium, coupled
with an understanding of free energy—particularly surface or interfacial free energy—
is the basic framework that links all of the disperse systems of interest. An interface is
defined as a boundary between two phases. [If one of the boundaries associated with
the interface is a gas phase (e.g., air), the interface is referred to as a surface.] With
suspensions, the solid-liquid interface is of primary interest, and with emulsions, the
liquid-liquid interface is of primary concern. Other interfaces, such as the liquid-gas
(foams) or solid-gas (wetting problems) interfaces may also come into play.

ll. FREE ENERGY CONSIDERATIONS

The most important and fundamental property of any interface is that it possesses a
positive free energy. Essentially, this means that the molecules at the interface are in a
higher energy state than if they were located in the bulk phase (Fig. 2).

The greater the preference of the molecule of interest for the bulk, as compared with
the interface, the higher the interfacial free energy [7]. Although interfacial free ener-
gies cannot be measured directly, interfacial tension values (which can be obtained
experimentally) give reasonably good approximations. As a rule, accurate interfacial and
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Fig. 2 Diagrammatic representation of the derivation of positive free energy of interfaces. Note
that the molecule of interest (shaded) at the interface is in a higher energy state than the molecule
of interest in the bulk phase because the former is being pulled down by its neighbor and there
is only a weak upward force tending to equalize it.

surface tension measurements are very difficult to obtain, since impurities in the sys-
tem and instrument-wetting problems introduce large errors [8]. Since most of the sur-
factant systems used in industry are either mixtures of surfactants, or contain signifi-
cant amounts of impurities, surface or interfacial tension values associated with these
systems have little meaning. Most often, these measurements are carried out without
purpose, for there is usually no apparent relation between surface or interfacial tension
and the formulation parameter of concern (e.g., emulsifier or solubilizer efficiency [9]).
Whenever there is a real need to determine surface or interfacial tension, the Wilhelmy
plate apparatus is the instrument of choice for rapid and accurate determinations. No
correction factors are necessary, and wetting problems are usually absent.

In any event, surface or interfacial tension should simply be looked on as a math-
ematical approximation of surface or interfacial free energy. The principal problem for
formulators is nature’s continuous attempt to reduce this positive interfacial free energy
value to zero (true equilibrium) by various means. One approach is simply to reduce
the amount of interface; that is, a twofold reduction of the amount of interface results
in a similar reduction in the interfacial free energy of the product. For example, when
emulsion droplets collide, they can either bounce away or coalesce into larger droplets,
ultimately leading to the destruction of the emulsion. The latter event will result in a
reduction of interfacial free energy and, unless barriers are placed in the way, will occur
with each collision. Thus, in the absence of an emulsifying agent, oil and water will
separate almost instantaneously. Most often, compounders are not changing the ultimate
thermodynamic fate of the product by altering the formulation (or even the processing),
but are merely changing the thermodynamic path which, in practical terms, means in-
creasing the shelf life of the product.

Another important method that nature uses to reduce interfacial free energy is to
vary the composition of the interface to make it rich in surface active material, and poor
in highly polar compounds (e.g., water; a surface active agent or surfactant contains at
least one prominent polar group and one prominent nonpolar group). This mechanism
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is advantageously used by introducing materials (emulsifiers) into the formulation that
concentrate at the oil-water droplet interface [10] and present barriers to droplet coa-
lescence. The principal mechanism by which emulsifiers stabilize emulsions is not a
reduction of the interfacial free energy of the system, but involves the introduction of
a mechanical barrier to delay the ultimate destruction of the system. Although the con-
centration of surface active emulsifier is greater at the oil-water interface than in either
of the bulk phases, most of the emulsifier molecules are in the water phase (hydrophilic
emulsifier), or in the oil phase (hydrophobic emulsifier), and not at the emulsion drop-
let interface. A reduction of the interfacial free energy probably does help somewhat in
the ease of preparing the emulsion (since energy needs to be added to the system to
prepare the product), but it is not a major factor for long-term stability.

Finally, proper orientation of the molecules at the interface (polar groups directed
toward the water phase and nonpolar groups directed toward the oil phase) further re-
duces interfacial free energy. It is extremely important for the formulator to keep in mind
that, throughout the processing of the formulation (whether by simple mixing with a
stirring rod or the use of high-energy shear equipment), the emulsifier molecules are
continuously partitioning between the bulk phases and the interface, and are continually
changing their orientation at the interface. Moreover, when a combination of emulsifi-
ers is used (as usually happens), the ratio of the hydrophilic and hydrophobic emulsi-
fier at the interface continuously changes during the preparation of the emulsion. Since
equilibrium is never established, the final configuration is very much a function of pro-
cessing. Thus, choosing the correct emulsifying blend (and other components as well)
and processing the emulsion in such a manner that small changes in processing and
storage variables do not result in large changes in the properties of the emulsion, are
extremely important considerations.

Whereas emulsions have been used as an example of the importance of interfacial
free energy, these concepts are applicable to all disperse systems. The importance of
interfacial properties in determining the overall characteristics of the formulation, to a
great extent, depends on the interface/bulk ratio of molecules in the disperse phase. In
other words, the greater the percentage of molecules at the interface (e.g., the smaller
the particle size), the more important are the surface properties for describing the sys-
tem. For example, surface properties are much more important for colloidal dispersion
than for coarse suspensions. Likewise, surface properties are much more important for
microemulsions than for macroemulsions. Even though the properties of products can
be altered by formulation factors affecting primarily the bulk phase (e.g., addition of
hydrophilic polymers to increase viscosity), interfacial properties are much more impor-
tant as a determine of the preparation’s overall appearance, performance, and stability.
A strategy that fails to utilize surface behavior to stabilize thermodynamically unstable
formulations is unlikely to be productive. For example, if one attempts to stabilize a
suspension by relying entirely on minimizing the rate of settling (Stokes’ law approach;
i.e., use of a small particle size and very high viscosity), the particles will ultimately
settle and form a dense cake that is likely to be difficult to resuspend [I1}.

On the other hand, a strategy based on an appreciation of the surface properties of
the system is much more likely to succeed. In the previous example, an understanding
of the surface charge characteristics of the suspended particles allows formulation of the
suspension so that a porous flocculated particle network is intentionally formed that can
be easily redispersed (controlled flocculation approach [12]). The use of electrolytes to
stabilize suspensions by this approach is based on classic electrical double-layer theory.
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Thus, an understanding of this concept (to be discussed in detail in Chapters 2 and 6),
facilitates the experimental determination of the amount of electrolyte necessary to pro-
duce the surface charge resulting in the most stable suspension [13]. Similarly, an un-
derstanding of this concept permits the experimental determination of the pH at which
a particle containing a pH-dependent surface charge is most stable [14]. In both of the
foregoing cases, the intuitive approach (greatest surface charge = greatest degree of
repulsion = greatest stability) will most likely lead to a product that will settle slowly,
but will not be resuspendable.

A knowledge of the surface properties of the system also helps identify the vari-
ous available options and the most successful strategies for preparing the best formula-
tion. For suspensions, surface properties of the system, other than surface charge, can
be employed. Adsorption of small hydrophilic colloids or nonionic polymers provides
alternative pathways to stabilize suspensions. The former increases the particle’s inter-
action with water, and the latter sterically hinders adjacent particles from entering the
primary energy minimum, where they will interact in such a way that a nonsuspendable
cake will form. Whereas none of these strategies will provide permanent stability to the
formulation, they can create a strong enough energy barrier, that, for practical purposes,
the formulation can be considered stable. Similar arguments and strategies can be used
for formulating emulsions and other disperse systems.

Since interfacial free energy always has a positive value, energy has to be put into
the system to prepare a disperse system. Theoretically (and to a great extent, practically),
enough energy can always be put into the system to overcome the thermodynamic ob-
stacles necessary to prepare the product. The source of energy must eventually be re-
moved (when the plug is pulled), and thermodynamics of a closed system comes back
into play. The crux of the matter is that there are often two approaches at hand to for-
mulate products: (a) the use of mechanical energy and (b) the use of the inherent en-
ergy of the system. The first relies on processing, and the second relies on formulation
factors; as a practical matter, a combination of the two is used.

As instability and other problems begin to appear with products under development,
modifications in processing may be employed as one approach to solve these problems.
Generally, these modifications involve the introduction of more mechanical energy into
the system. Whereas this strategy may appear to alleviate the situation initially, it re-
sults in an increase in the interfacial free energy of the system and invites future stability
problems. If the inherent energy of the system is not sufficient to meet the increased
thermodynamic demands that processing imposes, shelf life will likely be shortened.
Modifications of the manufacturing procedure can be used to increase stability, but these
modifications should result in improvements in energy barriers, rather than increases in
interfacial free energy. In other words, a processing change that results in reorientation
of the emulsifier film at the emulsion droplet interface so that a better barrier to coa-
lescence is attained, or a processing change that allows a more uniform (not necessar-
ily smaller) droplet size to develop will likely result in an increased shelf life.

Even under the most optimized manufacturing procedure, a disperse system will not
be at thermodynamic equilibrium, but will possess a positive interfacial free energy
value. Each modification of the procedure will change this value, thereby potentially re-
sulting in different product characteristics, including stability. Since small variations in
large-scale manufacture of products must be expected (e.g., holding time or tempera-
ture), processes must be avoided in which these small unavoidable variations result in
major changes in the surface properties of the system. This situation is much more likely



Introduction 7

to occur with high-energy processing. If instead, reliance is placed on lower-energy pro-
cessing and optimization of the system by controlling such factors as method of prepa-
ration (e.g., oil/water or water/oil ratio, for emulsions), rate of addition, and initial
location of the emulsifiers, chances of improving the stability of the product will increase
[15].

The reason that the latter approach has been so successful can be explained by the
examination of Fig. 3, which represents hypothetical interfacial free energy pathway
plots.

Point A represents the interfacial free energy of the product (e.g., smaller particle
size will increase this value), and point C represents the lowest free energy state attain-
able (complete coalescence of the emulsion or a cementing of the suspension). Although
thermodynamics teaches that point C will eventually be reached, it does not each how
long it will take, or along what pathway the system will travel. The curves for prod-
ucts ! and 2 represent different pathways that can be imposed on the system as a func-
tion of processing or formulation. Each pathway has a different energy barrier (e.g., it
can be a function of how efficiently the emulsifier film prevents coalescence when
emulsion drops collide, point B). Product stability could be enhanced by lowering the
interfacial free energy of the product (point A), but the most efficient mechanism for
stabilization involves increasing the value of the interfacial free energy barrier (point B).
Actually, the stability of the system is a function of the difference in energy values
between point B and point A for each product.

The curve for product 1 might result from a strategy of attempting to improve sta-
bility by primary reliance on increasing the energy output. Note that the energy values
of both products (point A) are nearly the same, since, as a practical matter, changes in
formulation or processing affect point B to a much greater extent than their effect on

B
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Product 1

Emuision

boalesced Product

Reaction Coordinate

Fig. 3 Hypothetical potential energy diagram demonstrating how the energy barrier affects emul-
sion or suspension stability. See text for explanation.
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point A. However, there is a lack of a high-energy barrier for this product (the emul-
sifier molecules did not have the opportunity to align properly), and there are very few
thermodynamic impediments in the way for the system to reach its desired free energy
(point C); thus, this product will show poor shelf life. The curve for product 2 would
result from a strategy of attempting to improve stability by optimizing the process, as
discussed previously. Since ample opportunity is allowed for the molecules to align in
a favorable orientation, the energy barrier (point B) is strengthened, leading to a for-
midable barrier against product instability. Another advantage to this approach is that
minor changes in manufacturing procedure are less likely to change the curve. The en-
ergy barrier can be further increased by simply changing the components in the formu-
lation (e.g., changing the emulsifier blend or increasing its concentration). In fact, for-
mulation changes, rather than processing changes, should be the preferred strategy of
product improvement.

An intuitive understanding of free energy concepts has enormous practical value in
developing formulation strategies for disperse systems. Since microemulsions are essen-
tially at equilibrium (interfacial tension = zero), their surface properties have been
completely defined by quantitative thermodynamic parameters. Importantly, many of the
concepts developed by microemulsions are applicable to macroemulsions, if one remem-
bers that the single most important difference between the two systems is that for micro-
emulsions, nature is supplying the needed energy for emulsification (spontaneous emul-
sification), whereas for macroemulsions, equipment is needed in the form of mechanical
energy (Fig. 4). This is perhaps the most intuitive explanation of why low-energy pro-
cessing generally equates with excellent shelf life.

ill. STABILITY CONSIDERATIONS

The chemical stability of individual components within the emulsion system may be very
different from their stability after incorporation into other formulation types. For ex-
ample, many unsaturated oils are prone to oxidation, and their degree of exposure to

Positive interfacial Tension

Interfacial Tension Macroem UISIOn Even More Positive

Energy @
Required for
Droplet Size
Reduction %
Spontaneous
Droplet Size
Reduction @
Negative Interfacial Tension
Interfacial Tension Equals Zero

Microemulsion

Fig. 4 Diagrammalic representation of differences between microemulsions and macroemulsions,
based on free energy concepts.
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oxygen may be influenced by factors that affect the extent of molecular dispersion (e.g.,
droplet size).

The determination of the amount of antimicrobial agent needed to achieve a mini-
mum effective concentration is very difficult, particularly if the agent is a weak acid.
Usually, the aqueous phase is most prone to microbial attack, but a large portion of the
antimicrobial agent is quite likely to partition into the oil phase and the interface. Also,
the ionized fraction of the antimicrobial agent in the aqueous phase is not effective (Fig.
5).

Most products generally are quite complex in the number of the formulation’s com-
ponents. For example, emulsions usually contain at least two emulsifiers (further com-
plicated by their heterogeneous nature), more than one oil, and other components that
tend to accumulate at interfaces and affect the film. Therefore, it is not surprising that
small changes or alterations in temperature, in the method of manufacture, or int the
source of supply of raw materials can result in altered nonequilibrium states, which
equate to altered product performance. The formulator has the responsibility to antici-
pate, as far as possible, which parameters are likely to affect the product and which
parameters can be controlled. Generally, the more complex the formulation, the less
control the formulator has.

Many formulators give little thought to scale-up problems, particularly at the early
stages of product development. In fact, expensive laboratory-processing equipment is
sometimes used in the formulation stage of product development that has no resemblance
to the production-scale equipment available. There is little practical value in preparing
100 ml of a product when a completely different procedure must be used to produce
larger batches. When scale-up problems are not scrutinized early, and when a given
laboratory formulation becomes final, high-energy processing often is necessary to solve
the problem. Such a solution rarely works satisfactorily.

Of the many pharmaceutical dosage forms that are encountered, disperse systems
are the most difficult to deal with from a stability standpoint. Homogeneous dosage
forms, such as solutions, are already at thermodynamic equilibrium, and chemical de-
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Fig. 5 Diagrammatic representation of partitioning of preservative in the various phases of an
emulsion.
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composition is usually the only concern. Accelerated stability testing is reasonably
straightforward, and quantitative estimates of the rate of chemical decomposition can be
obtained with a fair degree of certainty. Solid dosage forms usually have fewer stabil-
ity problems than liquid disperse systems, even though the solid systems (e.g., capsules
and tablets) are not at thermodynamic equilibrium, since the molecules have little op-
portunity to reorient themselves. Furthermore, solid dosage forms generally are quite
chemically stable because of the absence of an aqueous environment.

Stability testing of liquid disperse systems is one of the most difficult problems faced
by pharmaceutical scientists [16]. The scientist is often asked to predict the shelf life
of a product or choose between experimental formulations from estimates of how well
they will hold up over time. There are no standardized tests available to determine sta-
bility and, quite often, there is no certainty of what type of stability is being investi-
gated. Once again, a conceptual understanding of the thermodynamics of these systems,
particularly their interfacial properties, can provide some insight into the expected types
of instability and, equally important, into the most sensible tests for predicting shelf life.

The first order of priority for solving stability problems of disperse systems is to
define clearly the type or types of stability of concern. Categorizing stability as either
physical or chemical is not sufficient. The various groups that are concerned with the
product (product development, production, analytical, marking, and such) must have a
clear and precise reference frame of stability. For example, with emulsions, various types
of stability problems can occur. Creaming (a reversible separation of the emulsion into
dilute and concentrated regions) may be tolerable under certain circumstances. The rate
of creaming—if not complicated by other factors—is predictable, and since the various
factors that influence creaming (droplet size, density differences between phases, and
viscosity) are known, there are many strategies available to alleviate creaming problems
successfully. Coalescence (an irreversible destruction of the emulsion) is intolerable to
all groups concerned and is a function of the strength of the emulsifier film at the droplet
interface (i.e., the interfacial free energy barrier shown in Fig. 2). The factors affect-
ing coalescence and the factors affecting creaming are very difference [17], and accel-
erated stability testing for coalescence is, at best, difficult and risky. Various other types
of stability problems can also occur, such as phase inversion, changes in rheological
characteristics (as a result of creaming, coalescence, or other factors), various changes
in physical properties owing to water evaporation, flocculation of the droplets, micro-
bial contamination, and chemical decomposition, to name a few. The various types of
emulsion instabilities require different testing procedures and have different degrees of
reliability for making shelf life predictions. Figure 6 diagrammatically depicts the various
types of emulsion instability. Similar analogies can be made for other disperse systems,
such as suspensions.

An understanding of the factors that lead to stability problems can help determine
which methods of testing are most likely to yield information applicable to the estima-
tion of the product’s shelf life. Stability tests commonly stress the system to limits be-
yond those that the product will ever encounter. Typical examples of stress tests include
exposure of the product to high temperatures [18] and large gravitational forces [19].
It is important to understand whether these tests are being performed because the product
is expected to encounter these conditions, or because, even though these conditions will
never be approached, the results may help predict shelf life at more moderate conditions.

For example, accelerated stability testing to determine rates of creaming by the use
of centrifugation can be performed if it is assumed that the factors that control cream-
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Fig. 6 Diagrammatic representation of four different types of physical stability problems seen
with emulsion formulations.

ing (droplet size and viscosity) remain constant during the life of the product. More
importantly, the testing procedure itself should not produce changes in the emulsion that
affect the creaming rate (e.g., high-speed centrifugation may result in a weakening of
the emulsifier film, leading to coalescence [20]). For predictive testing for coalescence
of an emulsion or nonreversible settling of a suspension, there is little evidence that
pushing the system far beyond what it will encounter in the marketplace yields any re-
liable information useful for shelf life predictions. Moreover, overstressing the system
creates the risk of throwing away formulations that would be perfectly acceptable un-
der realistic conditions.

High-temperature testing (>25°C) is almost universally used for both emulsions and
suspensions. Various laboratories store this products at temperatures ranging from 4°C
(refrigerator temperature) to 50°C (or perhaps even higher). The temperatures used in
heat-cool cycling are also quite varied, often without considering the nature fo the prod-
uct. What will the increase in temperature likely do to the properties of the systems under
study?
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For emulsions, higher temperatures will dramaticaily alter the nature of the inter-
facial film, especially if nonionic emulsifiers are used. The principal mechanism for
stability in these systems is the hydration of the polyoxyethylene groups of the emulsi-
fier molecules [21}. The choice of the emulsifier blend to be used (whether determined
by the hydrophilic-lipophilic balance [HLB} or other methods) is based on their inter-
facial properties at room temperature. At higher temperatures, at which the stability tests
are being run, the emulsifiers are much less hydrated, their HLB values are completely
different, and, in fact, they can be considered as different molecules. Thus, if one ex-
pects the product to be exposed to a temperature of 45°C for an extended period, or
for short durations (shipping and warehouse storage), studies at 45-50°C (long-term and
heat-cool cycling) are quite justified. A study of a product at these temperatures deter-
mines (a) how the emulsion is holding up at this higher temperature, and (b) whether
the damage is reversible or irreversible when the product is brought back to room tem-
perature. If temperatures higher than the system will ever encounter are used, even in
short-term, heat-cool cycling, there is a risk of irreversibly damaging the product so
that when it is brought back to room temperature, the emulsion cannot heal. This is
particularly true if higher temperatures cause large changes in the physical properties
of the product, such as viscosity. These changes can be irreversible if the changes re-
sult from the precipitation of depolymerization of polymers in the dispersion.

An understanding of the mechanism by which a given blend of emulsifiers stabi-
lize an emulsion is not merely an academic exercise. Such an understanding allows one
to predict variables that will be most likely to diminish shelf life or lead to incompat-
ibilities. For example, if one relies on a nonionic emulsifier blend, the interfacial film
is tight, but changes in temperature are likely to lead to instability, since hydrogen-
bonding, the major stabilizing force, is temperature-sensitive. On the other hand, if one
relies on an anionic emulsifier, the interfacial film is much more diffuse, and addition
of electrolytes, especially divalent cations, will influence stability, since the major sta-
bilizing force is now electronic repulsion. A diagrammatic representation of this effect
is shown in Fig. 7.

With suspensions, higher temperatures may dramatically alter the solubility of the
suspended drug. During the heat-cool cycling, the saturated layer around the suspended
particles will change, resulitng in a greater tendency for aggregation of particles, par-
ticularly in suspensions in which particle size is not uniform. Higher temperatures will
also affect various other parameters, such as the stabilizing efficiency of polymer ad-
ditives, which depends on hydration, a very temperature-dependent phenomenon. Once
again, questions arise: What factors are temperature-dependent in the formulation? Which
are reversible when the temperature is lowered? Is this study realistic enough to help
predict shelf-life? One should keep in mind that a product that appears to be the best
one at room temperature may perform poorly over the range of temperatures and other
conditions it will encounter. Perhaps the use of dual emulsifiers and preservations com-
monly found in emulsion systems allows the system the needed flexibility to perform
well over the range of conditions encountered during its lifetime.

Studies on the effect of time on particle size distribution is perhaps the single most
important test to evaluate emulsion (and to some extent suspension) stability. Deterio-
ration of the rheological properties of an emulsion on aging is largely due to changes
in particle size distribution. However, since most emulsions contain a heterogeneous
distribution of particles, one must be extremely careful in analyzing the droplet size
distribution of an emulsion. These systems change their size distributions with time to
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Fig. 7 Diagrammatic representation of interfacial stabilizing factors for ionic and nonionic emul-
sifiers: (a) nonionic emulsifier; (b) ionic emulsifier.

produce a more diffuse distribution, and the average droplet diameter will shift to higher
values. Additionally, emulsions produced by high-energy processing will have a greater
tendency to yield bimodal droplet size distributions. If one takes a simple example of
an emulsion that comprises 97% droplets, with a radius of 1 um, and 3% droplets with
a radius three times greater (3 um), one finds that the 3% of the larger drops will contain
almost half the oil volume.

Finally, one must pay very close attention to exactness required for predictive physi-
cal stability testing. For example, determination and analysis of particle size profiles are
complex.

IV. PROTOCOLS

Protocols stability testing should have flexibility that takes into consideration special
properties of the product that may prove troublesome as well as special conditions the
product may encounter. For example, if controlled flocculation is the strategy that is used
to stabilize a suspension, one must make certain that the energy barrier that is respon-
sible for stabilizing the product is deep enough to protect the product from destabiliz-
ing factors, such as the vibration caused by shipping. Thus, testing of this type of prod-
uct should include use of a reciprocating shaker. Sunscreen emulsions that may be left
in the glove compartment of a car and attain temperatures of 70-80°C, or agricultural
suspensions that will be diluted in the field with ditch water, are other examples of
products that require special testing.

Another example of the need for flexible testing protocols is in the rheological
examination of products. The rheology (flow characteristics) of emulsions, suspensions,
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and other disperse systemns is often the single most important characteristic that identi-
fies the product to the consumer. Changes in the viscosity of the product while still in
the container, its properties on handling, its flow properties from the container, and its
properties on application to the skin are easily identifiable to the consumer. Product
consistency is not only critical to product acceptance, but it may be related to therapeutic
effectiveness and product stability. The product formulator has the responsibility to
achieve the desired flow characteristics of the product; the responsibility of the manu-
facturing pharmacist is to retain these properties under large-scale manufacture; and the
responsibility of all concerned is to test for and ensure rheological consistency between
batches and throughout the shelf life of the product. Unfortunately, the common prac-
tice is to base rheological testing on the instrumentation available and on the protocol
used with previous products. Instead, the protocol to test the rheology of the product
must be based on a conceptual understanding of its physical properties and how these
properties relate to the instrumentation to be used.

For example, the shearing stress associated with the spreading of a thin film of
cream on the skin and the shearing stress associated with the settling of particles in the
container are different by orders of magnitude. A one-point rheological determination,
or even a multiple-point rheogram, may not even include the shearing stress of inter-
est. In fact, if one is studying the spreading of a cream or its tackiness, the product’s
yield value may be of more interest than its absolute viscosity. Since the primary pur-
pose for rheological testing is that of a quality control tool, rather than that of an in-
strument to gather theoretical insight, one should be more concerned with instrumental
appropriateness, as opposed to absolute viscosity values. Thus, Wood et al. [22] modified
an extrusion rheometer so that collapsible tubes containing thixotropic material could be
used. Green [23] designed an instrument to analyze the rheological factors that contribute
to tack (stickiness), and Havemeyer [24] described an apparatus for measuring a
product’s spreadability.

In conclusion, formulators spend much time and energy developing product formu-
lations and exhaustively testing these products. Formulation chemists are not (and prob-
ably never will be) in a position to sit at their desk and, based on theoretical concepts,
design a product that is certain to meet all of the desired specifications. However, as
formulators, they are in a position to use a combination of theoretical concepts, expe-
rience, and practical thinking to avoid the formulation of unstable products and the evalu-
ation of products with tests that have no validity.
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Theory of Suspensions

Michael J. Falkiewicz

FMC Corporation, Princeton, New Jersey

. INTRODUCTION

Suspensions are defined operationally as a class of materials in which one phase, a solid,
is dispersed in a second phase, generally a liquid. This represents the most common
system that is of importance to the pharmaceutical or formulation scientist.

While suspensions find applications in many everyday consumer products, such as
drugs, cosmetics, and foods, industrial applications also exist in which a suspension may
play an important role in processing or may be the final form of some household or
industrial product.

This chapter discusses the principles that are at work in the field of suspensions,
their classification, methods of preparation, and routes to stabilization. The focus will
be on theoretical factors that impinge on these areas. Recent work that has attempted
to better define the theoretical concepts of suspensions and dispersions will be empha-
sized. In addition, a discussion of the rheological aspects of suspensions and the effect
of additives on the stability of suspensions will provide the background knowledge
needed for raw material selection and use.

Il. CLASSIFICATION OF DISPERSED SYSTEMS

Solutions are generally described as homogeneous mixtures of two or more substances
forming a single phase. One is unable to visualize the particles of any component of a
solution. Precipitates are generally easily recognized by eye. However, in the field of
food, pharmaceutical, and cosmetic products, many materials are neither soluble or
precipitated. The science of suspensions and dispersions provides the fundamental de-
scription of these preparations and of various industrial products as well.

Many of the terms that are used to describe dispersions can also be extended to
suspensions. Most simply, the difference is one of size; however, there are no sharp
boundaries. Dispersions, often called colloidal dispersions, span the gap between true
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solutions and suspensions. In a suspension, one can usually see the particles or the
suspended phase either with the naked eye or with the microscope.

The transition from colloidal to coarse suspensions is gradual. Thus, the theoreti-
cal concepts that govern colloidal dispersions can also be applied to the larger particles
found in suspensions.

A suspension or dispersion is a system that generally consists of two phases of
matter, although the number of components can be higher. Depending on the state of
each phase, one can have a wide series of possibilities. Table 1 depicts the various
combinations that might exist [1]. Similar to the terminology of solute and solvent, the
key terms in dispersions are dispersed phase and dispersing medium. The former refers
to the suspended particles, and the latter to the vehicle or liquid in which the particles
are suspended. From the examples in Table 1, it is apparent that dispersions are a com-
mon part of life. Notwithstanding the important area of health and medical services for
which the necessity of a properly formulated product is so important relative to the
delivery of an active ingredient, it is apparent that dispersions are important from morn-
ing to night in many aspects of our everyday life.

This discussion is focused mainly on solid aerosols, emulsions, or sols. The term
sol is used for systems in which the dispersing medium is a liquid. Since this chapter
deals with suspensions, the dispersion medium is a liquid, and the emphasis will be on
solids that are dispersed in liquids. Again, the boundaries between sols (colloidal) and
macroscopic suspensions are gradual.

Other materials can function as suspension aids and actually be in solution. For
example, cellulose-based polymers can be water-soluble, as in sodium carboxymethyi-
cellulose; other cellulose materials are suitable for solubilization in organic liquids. These
materials provide a thickening of the suspension medium, but they may not be visible
under the microscope.

In addition to carboxymethylcellulose, there are other water-soluble polysaccharides
that also can sustain a suspension of heavy particles. These hydrocolloids achieve this
primarily through their effect on the rheology of the total composition.

Il. PARTICLE PROPERTIES

Both the number of particles dispersed and the size and shape of the particles can in-
fluence the overall properties, physical and chemical, of pharmaceutical suspensions of
interest.

Table 1 Types of Dispersion

Dispersed

phase Medium Dispersion Example

Liquid Gas Liquid aerosol Liquid spray, fog

Solid Gas Solid aerosol Smoke, dust

Gas Liquid Foam

Liquid Liquid Emulsion Milk

Solid Liquid Sol, paste Toothpaste, paint, drugs, suspensions
Gas Solid Solid foam

Liquid Solid Solid emulsion Pearl

Solid Solid Solid suspension Plastics

Source: Ref. 1.
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A. Particle Morphology

Particles can have various shapes or morphologies, ranging from simple geometries, to
irregular boundaries. The most common shapes are spheres, cylinders, rods, needles,
and various crystalline shapes. Other terms to describe more irregular types of shapes
have been listed by Allen [2] (Table 2).

Although most of these shapes can be easily visualized, the actual measurement and
characterization of the shapes can be difficult to express in a mathematical formula. For
these reasons, workers try to provide only a general classification of the shape of the
particle(s) of importance to their suspension. There have been many improvements in
equipment for viewing particle morphology and size. The use of video equipment for
displaying microscope fields is now a fairly common aid. These types of instrumenta-
tion and equipment serve to ease the job of the industrial microscopist. They provide a
screen or monitor with which to observe particles, rather than looking through the con-
ventional eyepiece.

Many suspended materials, especially those in liquids, might have spherical particles,
as in emulsions and latices; others can have irregular shapes. Solids that are used to
promote the stabilization of suspensions are termed suspending agents. These solids
consist of materials of small particle size. Many solid suspending agents have rod-shaped
or platelike structures.

Deviation from sphericity is often used to characterize particle morphology, as in
the ellipsoids. With ellipsoids, the ratio of the two radii describing the particle is a
measure of the deviation from a true spherical shape.

The relation between particle sizing and the shape of particles becomes more dif-
ficult when one deviates from an established geometric form (such as a sphere), which
can be characterized by one or more dimension; for example, a radius or diameter, or
length. Heywood [3] has introduced shape coefficients, which led to an expression with
coefficients developed from a large number of experimental measurements.

Heywood, using grains of sand as a model system, derived the following relation-
ship [2,4], incorporating such terms as elongation ratio, flatness ratio, and a coefficient
relating to geometric form:

4/3
f:1.57+c(%) ntl 0

n

Table 2 Definitions of Particle Shape

Shape Definition

Acicular Needle-shaped

Angular Sharp-edged or roughly polyhedral

Crystalline Freely developed in a field medium of geometric shape
Dendritic Having a branched crystalline shape

Fibrous Regularly or irregularly threadlike

Flaky Platelike

Granular Having approximately an equidimensional irregular shape
Irregular Lacking any symmetry

Modular Having rounded, irregular shape

Spherical Global

Source: Ref. 2.
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where
f = surface coefficient
k = volume coefficient
n = elongation ratio (length/breadth)
m = flatness ratio (breadth/thickness)
¢ = coefficient depending on geometric form

The surface and the volume are important properties, the ratio of which helps define the
shape of the particle. Some typical shape coefficients are ¢ = 4.36 for a tetrahedron,
¢ = 2.55 for a cube, and ¢ = 1.86 for a sphere.

For additional details, the reader should review the references.

Information on the shapes of particles is important in postulating mechanisms for
the behavior of suspensions. Shape can also be a factor in understanding the packing
of sediment and settling characteristics. The settling and resuspendability of suspensions
is related to the packing environment into which suspended particles may be placed. The
shape of particles, as well as their size, can have an influence on the prospects for re-
versible change. For example, one can imagine the situation in which an opportunity
for attraction between two dispersed particles will be affected by the surface character-
istics of the particles. Particles that have the ability to exert attractive forces across large
surface will most likely result in greater attraction and adhesion. This results in heavier,
larger particles which are less likely to be suspended.

B. Particie Size Analysis

The particle size of the suspended or dispersed phase is a very important part of the
knowledge required for a thorough understanding of a suspension. In addition, the en-
vironment encountered by a suspended or dispersed particle has an effect on the physi-
cal properties of the particle.

Knowledge of the average size or, preferably, the particle size distribution of the
suspended particles can provide direction to a formulator. For example, observation of
the settling characteristics of a suspension quickly tells one something about the size of
the particles, be they dispersed or flocculated.

The capability of measuring the particle size distribution is of definite value to the
formulator, since it is one additional parameter over which he or she may have some
control by milling or sieving.

Various instruments can be used to gain knowledge about the size of particles. The
microscope provides direct observation of the sample, whereas other techniques gener-
ally rely on the measurement of some other physical or electrical property. Microscopy
can also provide information on both the shape and the degree of aggregation of pow-
der particles. Usually, one estimates size by the use of an eyepiece graticule or scale.
A graticule is a scale that is used for the location and measurement of objects, using
an optical instrument. A slide with known scale spacings is brought into focus and cali-
brated versus another scale, which is part of the eyepiece. By using this technique at a
known magnification, one then knows that each ocular scale division represents a known
length.

These graticules or scales are well suited to measuring the linear dimensions of
particles (Fig. 1). Use of Feret’s diameter, or an end-to-end measurement, provides a
fairly quick estimation for particles of irregular shapes [5]. Feret’s diameter is defined
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Fig. 1 Sizing with a calibrated scale.

as the mean value of the distance between two parallel tangents, on opposite sides of
the particle profile. With any technique, a sufficient number of particles should be ex-
amined to ensure that a representative sample has been taken. New optical equipment
has made this task much easier. Monitors accompany many new microscopic systems.
In addition, the material for examination should be prepared to ensure that a truly un-
biased, representative sample is obtained. This is best accomplished by using a sampling
procedure, such as quartering, or a device that riffles the samples.

Another technique for the determination of particle size is sieve analysis, which can
be either vibratory or by suction. A typical procedure to follow in a vibratory sieve
analysis involves several steps. First, one decides on the number and size of each sieve
to be included in the test. Generally, four or five sieves are stacked one upon the other,
with the largest openings, inversely related to mesh per inch, being at the top of the
stack. At the bottom of the stack is placed the sieve with the smallest opening, or largest
mesh size, and beneath that a pan to collect all the particles that are finer than the
smallest sieve. Each sieve has uniform openings of a certain size. The powder to be
analyzed is placed on the top sieve and the set of sieves is vibrated in a mechanical
device. In this way the powder is separated into discrete fractions. The results are usually
obtained by weighing the amount of material retained on each sieve as well as the amount
collected in the pan. Since the initial weight of the sample placed on the top sieve was
known, one can determine the “cumulative percent finer” obtained for each succeed-
ing sieve. An alternative suction method uses one sieve at a time and examines the
amount retained on the single screen. In both these methods (vibratory and suction), one
can obtain a histogram or a cumulative type of plot.

The histogram is essentially a bar graph that shows the quantities of material that
fall into various size ranges. A cumulative type of plot generally indicates the amount
of particulate material that is less than a certain particle size. A typical curve appears
in Fig. 2. Cumulative plots often use a logarithmic scale on the x-axis for equivalent
spherical diameter. The y-axis is generally a linear description of the cumulative per-
cent finer.

The sieve analysis is a fairly rapid procedure that provides sizing information on
the solids that are to be suspended. The assumption is that there is a dispersity, or
nonuniformity, in the particle size distribution. Some systems, such as lattices, are
characterized as monodisperse, meaning that just about every discrete particle is the same
size. These types of systems, if unstable kinetically, can lead to finely suspended par-
ticles that might settle in the form of a hard cake.

Another method of determining the particle size distribution of a powder is based
on sedimentation. The most common procedure is based on Stokes’ law [2] for the
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Fig. 2 Cumulative type of graph of particle size.

settling velocity of a particle in a particular fluid. The general equation for this is as
follows:

(ps — P18

V=d?
181 2)

where

V = settling velocity

d = Stokes’ diameter

pg = density of solid

p, = density of liquid

g = acceleration due to gravity
n = viscosity of liquid

|

Practical techniques include simple sedimentation methods, such as the Andreason
pipette and the Cahn sedimentation balance. The Andreason pipette method involves
measuring the percentage solids that settle with time in a graduated sedimentation ves-
sel. Samples are withdrawn over time from the bottom of the vessel through a pipette.
The concentration of solids can be determined by drying and weighing. The quantities
determined as settling are related to the largest possible size present, according to the
Stokes equation.

The Cahn sedimentation balance electronically records the amount of dispersed
powder settling out, as a function of time. From this, one finds the percentage weight
of particles greater than a certain diameter. One of the advantages of this method is that
the mass of particles is continuously recorded.

Both the Andreason and Cahn techniques allow one to measure the amount of sol-
ids settling from a homogeneous dispersion during a reasonable time. Under the influ-
ence of a gravitational field, these methods are appropriate when the particle size di-
ameter is broad and when the smallest particles are 5 um or larger. Many of these details
are best found in texts dealing with particle size analysis or in the respective vendor’s
literature. Appendix I lists some firms that offer particle-sizing equipment.
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When one wishes to measure particles smaller than S pm, generally some type of
centrifugal method is employed to speed up the data collection. This involves use of a
centrifuge to overcome the effects of convection and diffusion of small particles. Some
of the more common methods involve photosedimentation devices in which the trans-
mittance of light is measured through a cell filled with a dispersion of the material of
interest. As the material settles with time, according to Stokes’ law, the light intensity
increases, enabling one to calculate a particle size distribution.

A recent study on the use of a sedimentation balance for the evaluation of a phar-
maceutical suspension indicated mixed results, depending on the dispersed species.
Although reasonable reproducibility was obtained with barium sulfate, more complex
sulfur drug suspensions were not in agreement with microscopic analysis [6]. Therefore,
the method is not suitable for all pharmaceutical suspensions. One must work with sev-
eral methods to prove the reliability of the data.

One of the disadvantages of sedimentation devices, such as the Andreason pipette,
is the length of time to do an analysis. It is not uncommon for this procedure to last
for 12 h or more. An improvement to this technique is claimed by the use of multiple-
sensing devices along the length of the path of the settling particles. Good agreement
is claimed with both a Sedigraph and typical sedimentation balance for an inorganic
powder suspended in water [7].

In a typical particle size analysis, three factors require calculation: the sedimenta-
tion time, the centrifugation time, and the cumulative percent finer. The sedimentation
time is the time required for a particle of a certain size to settle in a liquid. This calcu-
lation uses Stokes’ law to calculate the time of settling for a particular-sized particle.
One can calculate a theoretical time of settling for each particular size and, thus, con-
struct a f-x chart (time of sedimentation vs. particle diameter).

All the calculations are based on a spherical shape. If the particles are spherical,
as in a typical latex or emulsion, the assumption is valid. However, when there is a
deviation from sphericity, measurements are corrected to an equivalent spherical diam-
eter. In such instances, one is generally more concerned about relative shifts in a par-
ticle size distribution than about absolute measurements of particle size.

The time of centrifugation must be calculated if the sample contains particles smaller
than 4-5 pm. To calculate, one must take into account a centrifugal force factor, the
cell height, and the revolutions per minute (rpm) chosen for centrifugation. The details
can be found by referring to the literature of the vendors listed in Appendix I.

Finally, the cumulative percent finer must be calculated. The easiest way is to de-
velop a table, showing the amount of material in a particular size range. Starting with
the smallest range, a running cumulative total is taken. For each succeeding size the
specific total is divided by ‘the running cumulative total to give the cumulative percent
finer. This indicates what percentage of particles is under a certain size. After this cal-
culation has been completed, a graph of cumulative percent finer versus equivalent
spherical diameter is plotted, generally on semilogarithmic paper. A typical graph is
shown in Fig. 3. Recent studies on the theory of sedimentation in colloidal suspensions
deal with the interactions of particles. A recent paper by Barker and Grimson consid-
ers the interactions between particles while settling [8].

To obtain meaningful data, it is imperative that the sample be dispersed in a lig-
uid that has no effect on the shape or size of the particles under examination. In some
cases, prior confirmation of the absence of such an effect can be gained by microscopic
techniques. In sedimentation analysis, one must keep the concentration of the particles
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Fig. 3 Typical particle size curve depicting cumulative percent finer.

in the liquid medium low enough to minimize interaction among particles, which could
change the velocity of sedimentation. In addition, depending on the technique involved,
Brownian motion and thermal effects could place limitations on the accuracy of the
settling times of the fine particles. In sedimentation techniques better resolution is ob-
tained by the use of what is known as a “line start” technique in centrifugal methods.
An example of this is given in a recent reference in which a range of different particle
sizes were examined [9].

Another instrument uses an x-ray beam and follows the change in beam intensity
as a function of time. The limitation is the type of materials that can be effectively
examined, since the atomic number must be high enough to interact with the x-ray ra-
diation. This technique is generally reserved for minerals or substances with an atomic
number greater than 12. For additional information on the theory of sedimentation in
suspensions, the reader is referred to a work on sedimentation in suspensions, wherein
an attempt is made to develop equations describing the velocity of the particles to the
forces acting on the particles in suspension [10].

Another commonly used device takes advantage of the change in an electrical sens-
ing zone that occurs when a particle passes through a orifice positioned between two
electrodes. The device counts the number of particles and their volume by changing the
value of the resistance in an electrolyte by displacement of a volume of liquid propor-
tional to the size of the particle passing through the orifice. The signal is then ampli-
fied, sized, and counted. Generally, several cells are needed to cover a broad particle
size distribution range. This technique must be calibrated by well-known particle size
data obtained by another method. Examples of such instruments are the Coulter Counter
and the Electrozone Counter [2].

Most of the available particle size instrumentation assumes that the particles being
examined are spherical. Light scattering has also made great advances in the last decade
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as a tool for particle size evaluation. Equipment provided by several companies incor-
porates different light sources, some of which are based on tungsten-halogen and some
of which are based on helium neon lasers. These newer pieces of equipment rely upon
light scattering as the principle of measurement and can now cover some fairly wide
ranges. In some cases, various detectors need to be employed. To elaborate on these
methods is really beyond the scope of this chapter. The reader is referred to several
references that provide an update on the advances that have been made. An excellent
review article deals with the issues that are generally encountered in trying to establish
the particle sizes of particulate pharmaceutical systems [11}. A theoretical review of
optical methods using laser light scattering, giving consideration to the interaction be-
tween laser beams and small particles, is also suggested [12].

Quasielastic light scattering has been used as a method for assessing the particle size
distribution of suspensions. This procedure can look at very small particles. The sample
is preferably dilute. A review article on this subject has been written covering the fun-
damentals of the method and some of the corrections necessary for light-scattering mea-
surements [13].

Relative to the measurement of particle size distribution, a large number of new
pieces of equipment that are based on laser light scattering have found application in
various types of suspensions. Basically these instruments are of two main types, one
employing primarily forward angle light scattering and the other using wide angles and
back scattering.

In the Fraunhofer, forward angle or angular-scattering technique,corrections need
to be applied for sizes smaller than dimensions of several microns to correct for the
transmission of light through the particles. Equipment that features wider angles and back
scattering is capable of working with more concentrated dispersions [14].

Most scientists using these techniques are looking primarily for differences among
a set of samples that will confirm that a change in a process or raw material has led to
a reduction or change in particle size. This is a more practical concern, rather than
knowledge of the absolute particle size.

The importance of understanding the particle size distribution of material used in
suspensions has been mentioned. In suspensions, one generally wants to minimize set-
tling of the suspended particles. Since this is not always possible, the next most reli-
able procedure is to assure that, when settling does occur, it is of a reversible type, re-
quiring only minimal to moderate agitation to achieve resuspension. This situation is
particularly important in pharmaceutical suspensions and will be addressed in detail later
in this chapter. The term hindered settling, which is encountered in particle size analysis
by sedimentation, refers to conditions other than free settling of isolated particles. It can
result from flocculation or from a colloidal structure. These flocs, if formed by elec-
trolyte or pH changes, will respond to shear in a way different from flocs formed with
polymers.

In looking for the best method to apply to a particular system, one should consider
work done outside the field of pharmaceuticals. For other types of materials, one can
find a technique that can help in the approach to assessing a particular size distribution.
For example, in the field of ceramics, a comparative study was conducted on a variety
of particle size determination techniques as applied to ceramic materials. The techniques
evaluated were sedimentation using an x-ray source and laser light diffraction [15].

Another field of interest is that of water. With the ever-increasing emphasis on the
quality of both wastewater and potable water, the application of particle technology has
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played an important role in the detection of contaminants. A review article on the sub-
ject of particle size determination in wastewater compares different treatment processes
and their effect on the particle size distribution [16]. Similarly in potable water, floc-
culation and sedimentation of suspended particulates is an important step before the fil-
tration of potable water supplies. In-line particle size measurement is appropriate in this
case.

Again, comparing analyses conducted on different types of particles, a study on
aluminum oxide revealed the effect of particle shape on the size distribution obtained
by an image analyzer. As the shape of particles become less spherical, variability in
measurements seems to increase [17].

In pharmaceuticals, polymer lattices are used to provide taste-masking or drug
delivery control. In looking at methods used in other industries, one can use a method
developed for measuring agglomerated and dispersed particles from electron micro-
graphs. The technique was verified on controlled latex samples {18].

For the present, knowledge of the average size, and preferably the range of sizes
of a suspended particle, will be of value to a formulator of pharmaceutical products. With
this information, one can anticipate settling trends and perhaps employ alternative-pro-
cessing methods, such as milling or homogenizing, to modify the particle size distribution
and, thereby, improve overall product quality, effectiveness, and stability. Some of the
new particle-sizing equipment features automated sampling systems for measuring the
particulates in liquid suspensions. In addition, improvements have been made in the com-
puter conirol for data storage and for the presentation of data in real-time to the opera-
tor.

A thorough review of a variety of the methods mentioned in this chapter was con-
ducted. This review article includes over 300 references dealing with sedimentation,
electrical zone sensing methods, optical methods, microscopy, chromatography, and
photoncorrelation spectroscopy [19]. A comparison of several different methods (light
scattering, electroconductive sensing, and sieving) was conducted on samples in a round-
robin test by a task force of the ASTM Committee [20].

It was previously suggested that in dealing with particle size analysis, the labora-
tory scientist should consider work that is being done in other industries. Ceramics,
wastewater, potable water, and catalysts have been mentioned.

In other industries, such as potable water, destabilization of suspensions is desir-
able. Municipalities want to remove finely suspended matter that does not belong in the
final product. In the pharmaceutical industry, one is trying to achieve the opposite ef-
fect, namely suspension. The point to be made here is that techniques, such as sedimen-
tation rate and zeta potential, can be applied to many different types of issues. Aware-
ness of techniques that are used to solve problems in other industries can sometimes also
be applied to pharmaceuticals.

IV. THE SOLID-LIQUID INTERFACE
A. Wettting

The physical properties of the material being suspended constitute the next area of con-
cern. In light of the general chemistry textbook rule of “like dissolves like,” one must
consider what factors facilitate the “mixing” of two mutually nonsoluble materials. Simi-
lar to principles followed in emulsion science, one tries to promote some degree of
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interaction by wetting and mechanical agitation.

In preparing a suspension of a powdered substance, the material to be suspended
must first be separated into finely divided particles. As part of this process, the particles
must be individually wetted.

The wetting process can be subdivided into a series of more discrete steps. The first
is wetting of the solid particles by the liquid medium. To do this, the liquid must dis-
place air at the surface of the solid. Any material or substance that facilitates this wet-
ting acts as a surface-active agent. There are many such substances that are commonly
used in a variety of pharmaceutical as well as industrial product applications.

The tendency of a solid to be wetted by a liquid is a measure of the interaction of
the substances. If the solid surface is hydrophilic, it will be readily wet by water or an
aqueous medium. On the other hand, a hydrophobic material will be more easily wet-
ted by an organic or nonpolar liquid. In the pharmaceutical area, one is primarily con-
cerned with aqueous systems or hydroalcoholic mixtures. Since many drug substances
are hydrophobic, proper wetting is a necessary first step in the preparation of suspen-
sions of such substances.

To promote the proper wetting of hydrophobic substances, the use of a surface-
active agent is recommended. Direct contact between the liquid medium and the solid
surface is the first step. Two different degrees of wetting are shown in Fig. 4. At first
glance, it is evident that liquid Y has a greater tendency to interact with solid X then
liquid Z.

B. Contact Angle

The angle the liquid makes with the solid surface is called the contact angle, © in Fig.
4. It is defined by the boundaries of the solid surface and the tangent to the curvature
of the liquid drop. In part (a) of Fig. 4, it is apparent that the liquid is showing some
interaction with the solid surface. The contact angle 6 is less than 90°. In part (b), there
is little or no interaction of the liquid with the solid surface, and the contact angle is
close to 180°. As indicated in Fig. 4, these situations are called wetting and nonwetting,
respectively.

If the particulate material can be pressed into a wafer, one can measure the angle
the liquid phase makes with the “horizontal” tablet surface. The experimental procedure
is to place a drop of the liquid on a solid of interest, having first confirmed that the stage
on which the solid rests is completely level in all directions. The drop of liquid is gen-
erally deposited from a microsyringe. In this way, one can control the volume of the
drop. By using an appropriate light source, one shines a beam of light on the drop and
examines an inverted image of the drop through a lens with adjustable crosshairs. By

LIQUID Y LIQUID Z
SOLID X SOLID X

(a) (b)

Fig. 4 Wetting of a solid by two liquids with different wetting potential. (a) Wetting, (b) non-
wetting.
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aligning one crosshair with the horizontal surface and rotating the other until it is tan-
gent to the drop, one can read the contact angle directly off a scale within the lens
system. Compressed powder tablets are generally not truly flat, as can be seen through
the telescope-lens system. The surface may consist of both crevices and ridges. As a
relative tool, however, this technique is applicable if the powder is compressed into a
tablet with a high-compression force. This can be accomplished with a Carver press.

Although one could obviously speak of degrees of wetting or partial wetting, as
evidenced by contact angles between 0° and 90°, contact angles greater than 90° are
classified as nonwetting situations. If, however, the contact angle is 0°, the solid is
completely wet by the liquid. If the angle were close to 180°, the solid substance would
be described as unwettable by the liquid in question.

Surface tension (y) is defined as free energy per unit area at an interfacial area. It
can also be viewed as a measure of the attractive force between molecules of a liquid.
In dealing with liquid, various force methods or shape methods can be used to obtain
an estimate of surface tensions. With the duNouy ring method, one measures the force
needed to pull a ring of known dimensions from a film or surface of the liquid under
study. This is generally accomplished by slowly lifting the ring out of the surface of the
liquid under study, while simultaneously recording the torsion required to keep the ex-
tended film counterbalanced. Then the investigator measures the force necessary to pull
the test ring free from the liquid surface film.

An adaptation of the duNouy technique is the Wilhelmy plate method, in which a
plate, rather than an annular ring, is used. A discussion of various methods used for
determining surface tension is included in a monograph on emulsions by Becher [21].

Under shape methods, the sessile or pendant drop technique is used. From the
dimensions of the drop, one can calculate the surface tension—usually by photograph-
ing the drop geometry and then measuring the key distances from the print. This can
now be accomplished with more modern techniques such as video cameras. For a solid
surface, v, is difficult to measure. One can measure the contact angle of liquids of known
surface energy on the solid surface in question. By plotting cos 0 of the contact angle
against y,, one can obtain the critical surface tension of the solid by extrapolating to
6 = Q or cos 8 = 1. This is shown in Fig. 5, from the work of Fox and Zisman [22].

Since many pharmaceutical substances are hydrophobic, the wetting by aqueous
media alone may be insufficient to prepare the preliminary dispersion. One must pro-
mote an attraction between the two phases that is greater than the interactions existing
within the liquid phase itself. Therefore, the interaction between solid A and liquid B
must be greater than both A-A and B-B types of interaction.

In preparing a dispersion or suspension, one is placing an unwetted solid into a
liquid phase. Thus, there is an adhesional wetting and an immersional wetting. There
also exists a spreading wetting, for a liquid already in contact with a solid. These are
described by Shaw, along with free-energy changes associated with immersion of a solid
in a liquid [1]. Adhesive wetting is defined by the state in which a liquid makes con-
tact with a solid and adheres to it. The degree of wetting is measured by the contact
angle. Immersional wetting is defined by the state in which a solid, not in contact with
the liquid, is completely immersed in it.

For the contact angle, one should keep in mind that the condition of the solid sur-
face is, more often than not, irregular. As such, the use of relative measurements is the
rule. Generally, one might use a surfactant to modify the wetting characteristics of the
powders. Also, deflocculation, defined as the dispersion of primary particles, improves
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Fig. 5 Cosine of the contact angle versus surface tension for polyethylene and paraffin. (From
Ref. 22.)

overall wettability. Surfactants function by lowering the solid-liquid interfacial tension
vq- For the three types of wetting described by Shaw, a reduction of y; always leads
to an improvement in wetting. If the contact angle 0 is less than 90°, the wetting is spon-
taneous.

Since a surfactant generally possesses both hydrophilic and hydrophobic character,
it is believed that the mechanism of surfactant activity involves the preterential adsorption
of the nonpolar hydrocarbon chain by the solid drug surface, which is hydrophobic. Ad-
sorption of the surfactant (onto the solid) can actually promote deflocculation owing to
charge repulsion or steric factors. This will be discussed in detail in the next section,
dealing with the stabilization of dispersions.

In the measurement of contact angles, one may encounter hysteresis, since the
contact angle is larger for an advancing liquid surface than for a retreating (receding)
liquid surface. Basically, the advancing angle is that measured when the liquid is ad-
vancing over a dry surface; and the receding angle is that measured when the liquid is
receding from a wet surface. The process is similar to adsorption and desorption. One
measures the angle by either adding or removing a known volume of test liquid with a
microsyringe. The needle remains in contact with the drop during the measurement. This
is quite observable with impure surfaces or rough surfaces. One needs to be consistent
in the measurement technique and look for relative shifts or trends, which then serve
as a guide to the selection of appropriate wetting agents. Zografi and Johnson [23] have
studied the wetting of pharmaceutical solids and have found that the receding angle is
affected by surface roughness more than the advancing angle. For this reason, the ad-
vancing contact angle is a more reasonable estimate.

The wet point method, a quick technique for measuring the wettability of a pow-
der, basically consists of measuring the amount of vehicle necessary to just wet all of
the powder [24]. In a sense this is quite similar to the process encountered in wet granu-
lation. Generally one measures the amount of a liquid needed to carry a powder through
a gauze. The better the wetting agent used, the lower the “wet point” value would be.
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For solid-liquid interfaces, the work of adhering a liquid to a dry solid is given by
the Dupre equation (see Ref. [23]):

Wsl = Ysv + Yo = Ya (3)

where v, and v, are not directly measurable. When Eq. (3) is combined with the Young
equation for a system that is in equilibrium, (y,; + v, cos 0 - v, = 0), one arrives at
the Young-Dupre equation by substituting for y;:

W, = v, (1 + cos 6) 4

Thus, by measuring surface tension and measuring the contact angle between a solid
and a wetting liquid, one can obtain the work of adhesion of a liquid to a dry solid.

For spreading of a liquid already in contact with a solid surface, the following
relationship exists:

S(spreading coefficient) = W; -2 v, 5)

For spreading of a liquid on a solid surface, the work of adhesion between the two
substances must be greater than the work of cohesion of the spreading liquid. In Eq.
(5), S must be positive for liquid / to spread on solid s.

The S could be considered the free-energy decrease on spreading. Thus, whenever
S is positive, there is a decrease in free energy, and spreading will occur.

If one considers Eq. (4) again, W, equals 2y;,, when cos 6 = 1 or when 0 =0. If
0 were some finite angle, then W, would be less than 2y, , since cos & would be greater
than O but less than 1.

The spreading coefficient is related to the wetting of solid particles in the initial
phase or dispersion or suspension preparation; therefore, it is used as a measure of
overall wetting power.

V. PREPARATION

Once the particles have been wetted, they must be separated and distributed uniformly
throughout the liquid or suspending medium. The extent to which this is accomplished
can be called the degree of dispersion. A solid that is broken down into primary par-
ticles without the existence of many twins or aggregates is generally considered to have
a good degree of dispersion. This means that, with the use of some mixing device, the
particles are in a state dominated by individual particles, wetted and distributed in a
uniform way. This does not guarantee that the suspended substance will remain uniformly
distributed throughout the liquid medium. The maintenance of this continuous uniform
distribution is called the dispersion stability. How the initial suspension or dispersion is
maintained over long periods will directly influence the quality of the suspension.
Sufficient agitation of the mixture of solid and liquid must be provided initially to
obtain a high degree of dispersion, assuming that wetting is favorable. There are many
types of mixing devices available ranging from minimal shear, which can be used to mix
two liquids, to high-shear homogenization under moderate pressure. Some of this equip-
ment is also capable of particle size modification. In the laboratory, it is generally suf-
ficient to use moderate shear because of the small quantities of materials used. As the
process is developed, in scale-up, higher-shear devices, such as homogenizers, are gen-
erally used. However, there are exceptions to this, depending on the suspension in ques-
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tion. Appendix II lists typical mixing devices. To achieve a favorable initial degree of
dispersion, it is important to follow several general recommendations. The first is to pre-
pare a vehicle that will eventually support the particles to be suspended. Since all par-
ticles that are in suspension will exhibit a tendency to settle or rise in accordance with
Stokes’ law [Eq. (2)], it is necessary to provide some mechanism to resist this natural
tendency. If one examines the general equation for settling velocity, it seems that sev-
eral options are available to accomplish this. One can reduce particle size, lower the den-
sity difference between the suspended particle and the liquid medium (p, - p;), or in-
crease the viscosity of the suspending medium. To achieve this, generally some
combination of all three approaches can be employed. Although one can use vehicles
of many types, the most frequently encountered continuous external phase will certainly
be aqueous. In general, a hydrocolloid or some other type of suspending agent is gradu-
ally mixed into the liquid medium. This may be preceded by the addition of preserva-
tives, particularly if they are difficult to dissolve. The hydrocolloid may be a water-
soluble material, or it could be a finely divided insoluble material, such as a clay or a
cellulose derivative. In both examples, the hydrocolloids serve to create a vehicle com-
posed of a suspending agent in the suspending liquid. This is accomplished by the gradual
change in the rheological or viscosity characteristics of the liquid phase. These changes,
which are discussed later in this chapter, are a result of the hydrocolloid being extended
in solution, or of the finely divided material interacting with itself in an aqueous envi-
ronment to bring about some degree of association that manifests itself as a higher vis-
cosity. This is the base to which the material to be suspended, and any other materi-
als, would eventually be added.

A second general recommendation is to avoid the entrapment of air when adding
the various components of a suspension to the liquid medium. Air entrapment may impart
increased viscosity to a suspension initially; however, it can be problematic throughout
the addition of subsequent components and could result in an ineffective finished sus-
pension. Entrapped air can lead to various potential problems, the most serious being
inaccurate drug dosage for medication that is dispensed by volume. In addition, other
problems can arise because of entrapped air: namely, those involving rheology, sepa-
ration, or color inconsistencies. Equipment is available to effectively remove air from
such suspensions. Some typical places of deaeration equipment are manufactured by C.
Ross and Son and by the Cornell Machine Company.

Third, the use of predispersions of hydrophobic materials in other liquids should be
considered, to improve the initial degree of dispersion. Liquids such as glycerin and
sorbitol can generally be used in instances where a hydrophobic drug would not be
adequately wet. Of course, the use of a surfactant might achieve the same end result.
Each case should be considered independently. One can work with small quantities of
materials to see which approach, surfactant or predispersion, works best. In this way,
one can gain direction toward the best approach for achieving a uniform dispersion.

Finally, the suspension should be examined at various checkpoints in the process.
Visual examination should include looking for evidence of foam, undispersed particles,
and settling. It is wise to examine samples under a microscope as well, to confirm the
general results found during preformulation testing.

Other ingredients that might be included in a typical pharmaceutical suspension could
be sucrose or other sweeteners, water-compatible liquids, opacifiers, the material to be
suspended, pigments, or flavors, or combinations thereof.
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VI. STABILIZATION

Because suspensions are thermodynamically unstable systems, they always tend toward
ultimate loss of stability. It is only the apparent stability that one sees at the time of
examination of the product. If properly formulated, the suspension should appear uni-
form.

Suspensions do not form spontaneously, and work has to be expended to achieve
the desired degree of dispersion. The suspension may appear to remain stable for a long
time; however, thermodynamics dictates a change to a lower energy state. These changes
may or may not be reversible. If the system were to find itself in an energy minimum,
the change might be irreversible. It would then require too much energy to get out of
the energy well or minimum energy state. While the system is thermodynamically un-
stable, it is the kinetics of change that dictates the usefulness of a suspension. If the
change is slow enough relative to the anticipated use or shelf life of a suspension, the
thermodynamics may have little practical influence.

If the thermodynamic-driving force is small enough, the rate of change may be so
slow that it is indistinguishable over the anticipated shelf life of a particular product. For
example, if certain dispersed particles tended to gradually settle and sediment over time,
several situations might be anticipated. First, the material might flocculate and settle
rapidly. This could be a reversible or an irreversible change, depending on the new
energy state of the separated system. Second, the material might settle at an extremely
slow rate. This might lead to eventual caking of the suspended material, but the mate-
rial might appear visually stable over a long period. The third possibility is for an in-
termediate situation in which the rate of flocculation or coagulation is slower, yet on a
time scale that is similar to a reasonable storage time for the product. In a pharmaceu-
tical application, uniformity of product and long-term stability are required to provide
accurate dosage rates. Particle size can impinge on the absorption or assimilation of
drugs; thus, uniformity is necessary.

In a suspended system, the particles are thermally mobile and may occasionally
collide because of their Brownian motion. As the mobile particles approach one another,
both attractive and repulsive forces are at work. If the attractive forces prevail, agglom-
erates can grow in the suspension. This phenomenon is termed flocculation or coagu-
lation and it represents an unstable system. If repulsive forces dominate, a more stable
suspension will result. The balance between these forces determines the overall char-
acteristics of the system. Figure 6 shows photomicrographs of colloidal Avicel* micro-
crystalline cellulose in various states of dispersion [25]. It is apparent that there are
attractive forces operating in the case of the flocculated system.

Hydrophilic agents are often used to impart stability to dispersions and emulsions.
A study conducted to examine the stabilization of oil in water emulsions by different
hydrocolloids was conducted by Zatz. The breakdown of the emulsions was followed
as a function of the hydrocolloid type and concentration [26].

A. Attractive Forces

Among the various types of attractive interaction operating are (a) dipole-dipole forces,
(b) dipole-induced dipole forces, (c) London dispersion forces, and (d) electrostatic
forces.

*Avicel® RC-591 is a registered trademark of FMC Corporation, Philadelphia.
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Fig. 6 Various states of dispersion for the colloidal agent Avicel.

The attractive forces between nonpolar species, commonly called London-van der
Waals forces, result from the interaction of electromagnetic dipoles within the particles.
This is generally a short-range type of interaction, varying inversely with 75, where r,
in the case of suspensions, is the interparticle distance. The total attractive force between
the particles is obtained by summing over all the interactions between all the particle
pairs. Obviously this can become a complex mathematical function.

In the simplest case of two spherical particles of radii a, and a,, separated in vacuum
by a distance H, the following expression was derived for the interaction energy V, by
Hamaker [27]:
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A = the Hamaker constant

If a small interparticle separation is assumed so that H is much less than a and x
is much less than 1, one arrives at:
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where @, and a, = a and H = 2ax. Hamaker constants are generally of the order of
10713 to 10712 erg. Some typical values are shown in Table 3.
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Table 3 Values of Hamaker Constants

Ay (X 1078 erg)

Material Microscopic Macroscopic
Water 3.3-6.4 3.0-6.1
Silica 50 8.6
Polystyrene 6.2-16.8 5.6-6.4

Source: Ref. 1.

As mentioned previously, this attractive force is additive among particle pairs; there-
fore, even though the van der Waals attractive force might be small, when the number
of particles is high, the sum of the interactions can become quite large. For example,
in Fig. 7, one can see one particle interacting with a group of particles separated by some
distance H. Some of the possible interactions are indicated.

For each particle, one would sum up or integrate over all the interactions experi-
enced. The van der Waals forces, resulting from oscillating dipoles and permanent di-
poles, are additive. That is, all the atom pairs on neighboring particles that interact add
up to the total attractive force. This can lead to a considerable attractive force. Whereas
the potential energy is inversely proportional to the sixth power of the distance of sepa-
ration, the van der Waals attractive force is inversely proportional to the seventh power
of the distance. This is because the product of force and distance is work or energy.
For larger particles, the attractive potential energy is inversely proportional to the sec-
ond power (r?) of the distance of separation. This attractive potential is more applicable
to the pharmaceutical suspensions that are of interest to the formulation scientist. While
the formulator may be evaluating the suspension of a macro- or grand scale, the micro-
or small-scale interactions, collectively summed up, determine whether aggregation (at-
traction) or peptization (repulsion) will dominate the system in a kinetic sense. Experi-
mental attempts have been made in recent years to measure the attractive forces between
large objects at small distances of separation. Some of these measurements involve the
use of mica plates as representative of the surface of large particles [28]. These mea-
surements are generally conducted in electrolyte solutions. The results indicate that the
existence of long-range repulsion forces diminishes as the concentration of electrolyte
increases, as represented graphically in Fig. 8. A recent effort in the use of this tech-
nique was the use of surface force equipment to measure force as a function of surface
separation. This is-usually conducted with the use of mica surfaces. This technique
enables one to study the interactions between adsorbed layers and, thereby, gain some

000000
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Fig. 7 [Interactions among particles separated by distance H.
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Fig. 8 Repulsive energy as a function of a particle separation at three electrolyte concentrations.

insight into the interactions of different materials. This can be of importance to many
suspensions, including biological and medical. A paper on the adsorption of human serum
albumin describes the technique [29]. These findings are all improvements to the original
DLVO theory [named after its originators, Derjaguin, Landau, Vervey, and Overbeck],
which related the balance of attractive and repulsive forces [1,24].

Since suspensions involve a liquid medium, all the foregoing comments and equa-
tions must be modified whenever the particles are in the presence of anything other than
a vacuum. The interaction energy is then modified by the tendency for the particle to
interact with the dispersion medium. Much of this depends on the distance of separa-
tion of the particles involved.

Just as there are forces of attraction, as evidenced by agglomerated suspensions,
there are repulsive forces, which are also operational in systems that do not show ag-
glomeration, coagulation, or flocculation.

These repulsive forces have a stabilizing influence on suspensions because they work
against the aggregation of suspended particles. Repulsive forces can originate from sev-
eral sources—for example, from electrostatic repulsion or from steric hindrance to the
close approach of particles. There are also other sources, such as repulsive hydration
forces in the interfacial region. The key requirement for stabilization is that the net
repulsive term exceed the net attractive term. The origin of the charge on a suspended
particle may be that of the particle itself, or may be due to the interaction of the par-
ticle with the liquid medium; or a combination of such. If a polar medium such as water
is involved, various electrical interactions can occur.

Functional groups at the surface of a particle can ionize in the presence of a polar
liquid. The pH of the aqueous medium typical of suspensions is important in this in-
stance. Low-pH systems will promote a positive charge on the dispersed particle and
high-pH systems a negative charge.

B. Adsorption

Other agents, such as protective colloids or polymers, can be adsorbed onto the surface
of dispersed particles. This can be accomplished in several ways. The first is by adsorp-
tion from solution. In this method, one adds a solution or slurry of the adsorbable spe-
cies into a slurry of the dispersed particles. Adequate time is provided for the system
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to equilibrate and to complete the interaction of the adsorbent with the adsorbate. Ad-
sorption of species onto a dispersed particle is responsible for many of the resultant
properties of such a system. If the material adsorbed has its own charge, be it positive
or negative, the electrostatic repulsion of the like charges contributes to the stability of
the dispersion. These additives can also serve as flocculants. Goossens and Luner [30]
have studied the effect of agitation on the flocculation of microcrystalline cellulose sus-
pensions with cationic polymers. An increase in suspension stability was found with the
extent and degree of agitation.

A second method is by coprocessing a concentrated slurry of colloidal material with
a protective colloidal agent and attriting/comminuting the mixture and processing it into
a form that will be readily redispersible on contact with an appropriate dispersion me-
dium. Colloidal Avicel microcrystalline cellulose is an example of a coprocessed prod-
uct [25]. Spray drying and encapsulation represent other coprocessing techniques. As just
one example, these techniques are used with flavors and fragrances.

Gums, starches, cellulose derivatives, and polymers can be adsorbed from solution.
These materials can be ionized to some extent or nonionized. The degree of protection
provided is related to the extent of adsorption and the chain length.

Many polymer molecules have many functional groups and, because of the flexibility
of the macromolecule in solution, some of these functional groups could be adsorbed
at a solid surface. The possible modes of attachment (polar, hydrogen bonding, etc.) have
been described [31]. Depending on the shape of the macromolecule, the thickness of the
adsorbed layer can vary. For example, if the chain is coiled into a sphere, the thick-
ness of the adsorbed layer would be approximately the diameter of the coiled macro-
molecule.

A typical potential energy diagram (Fig. 9) shows the repulsive (V) and the attrac-
tive (V,) energy curves for the interaction of two charged particles as a function of
interparticle distance. The net or total potential energy curve is also shown. Several key
points concerning this graph should be emphasized [32,33].

1. From the curve, it is evident that the attractive potential is predominant at short
distances of separation.
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Fig. 9 Potential energy curves for the interaction of two charged surfaces.
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2. The potential energy barrier (V,,,,) must be surmounted before contact in the
primary energy minimum. This is where one can compare the potential en-
ergy with the kinetic energy, kT, where % is the Boltzmann constant (1.38 X
1016 erg deg™).

3. At larger distances of separation, there is a secondary minimum. If this is
slightly larger than kT, particles might associate to form a loose cluster.

As part of this discussion of potential energy curves, it is appropriate to describe
the effect of the charge that is carried by the dispersed particles. As previously men-
tioned, this can arise from the ionization of surface groups, such as carboxylic acid
groups or amine groups. The charge is a function of the pH of the medium. In addi-
tion to ionization, adsorption has been mentioned as a route to the introduction of sur-
face charges.

Regardless of origin, charged particles have the potential to move in the presence
of an electric field. Their rate of movement, defined as electrophoretic mobility, is
generally in the range of 2 X 104-4 x 10~ c¢m sec™!, when the potential gradient is 1
V em! [34]

The presence of the charge at a solid-liquid interface can be considered to consist
of two parts: a region that is held to the surface, so that it moves with the surface; and
a more diffuse region or diffuse layer that extends out to the bulk liquid. If the particle
is negatively charged, the fixed layer, also known as the Stern layer, will have a posi-
tive charge. However, the more diffuse layer, which contains both cations and anions,
serves to balance the surface charge.

The primary factor determining the thickness of this “double layer” is the poten-
tial energy dropoff. This, in turn, is related to the concentration of electrolyte that may
be present. The charge of the ions also plays a role if one considers the equation that
describes the thickness of the double layer [35]:

1 (DkT)"?

K 2nez?

(7

where 1/K is called the Debye length, D is the dielectric constant of the medium, 7 is
the temperature, & is the Boltzmann constant, z is the concentration of ions in the bulk,
e is the electronic charge, and z is the valence.

In water at room temperature, the thickness of the double layer generally ranges
from 1.0 to 1000 A, depending on the concentration of ions in the bulk phase. Figure
10 shows the typical structure of the electric double layer.

The potential is , at the surface of the particle and decays to vy, termed the Stern
potential, in the fixed or adsorbed layer. It then decays to zero in the diffuse part of
the double layer.

If one were to increase the overall electrolyte concentration, the V. barrier would
be reduced, promoting flocculation. This is the result of compression of the double layer
of charge that surrounds each suspended particle.

If the secondary minimum is small, relative to the kinetic energy, a small amount
of energy will be required (e.g., shaking by hand) to reverse the system. Significantly
more energy is required to displace the system from the primary energy minimum that
is found at small distances of separation.
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Fig. 10 Diffuse double layer for a positively charged surface.

Again, the double layer of charge consists of a charge localized at the surface of
the dispersed particle and a more diffuse layer of opposite sign, which extends away from
the particle toward the dispersion medium.

The potential gradient is very dependent on the presence of any electrolytes that may
be present in the dispersion medium. The double layer is generally said to have a thick-
ness &, which takes into account the decay of the potential. Another estimation for the
thickness can be calculated from the following equation:

172
5 (in A) = 0‘734(%] ®)
where
D = dielectric constant

b4 ion valence (same for both anion and cation)
m = concentration of ions (mol L)

It is apparent from Eq. (8) that the thickness of the double layer will be decreased
if the overall ion valence (e.g., Na* — Al*3) and/or ion concentration are increased.
This is equivalent to a compression of the double layer of charge.

Since the repulsion between two charged particles depends on the distance between
the particles, be they point charges or diffuse double layers, it should be apparent that
8, the double-layer thickness, is a key parameter in the determination of V.

Patton [24] has expressed this relationship in the following way:
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Both particle size and zeta potential are directly related to the repulsion potential.
Measurements of zeta potential have shown a relationship to dispersion stability such that
the higher the magnitude of the zeta potential, the greater stability of the dispersion.

The cell used for the study of colloidal dispersions usually consists of a horizontal
tube of circular cross section, with an electrode at each end. It is important that the
measurement be taken reasonably quickly, to avoid sedimentation in the cell. More
details on the measurement of electrophoretic mobility are found in other sources [36].
Basically, however, electrophoretic mobility is measured by timing individual particles
over a certain distance, using a calibrated eyepiece with a scale. Generally, the results
of approximately 10-15 timing measurements are averaged. The direct current voltage
is adjusted to obtain a velocity that is neither too fast nor too slow, to allow for errors
in measurement and Brownian motion, respectively.

From Fig. 8, it can be observed that repulsion potential is generally reduced as the
ion concentration increases. This is a result of the compression of the electrical double
layer. The charges of added ions or electrolytes serve to diminish the thickness of the
double layer. As this occurs, the repulsive forces decrease, and if the particles are able
to approach each other closely, the previously mentioned attractive forces will prevail.

The concentration of foreign electrolyte required to cause flocculation decreases as
the valence of the coagulating ion increases. For example, less AI** would be required
to flocculate a suspension than Na*. This has been observed in many instances and is
known as the Schulze-Hardy rule. It has been shown that the quantity of electrolyte
required to bring about flocculation decreases by a factor of 100 as one goes from a
monovalent electrolyte to a divalent one (e.g., Na® vs. Mg?*) [37].

Similar to many other chemical occurrences, the repulsive force goes through a
maximum before the attractive force takes over. The same situation is found in expla-
nations dealing with reaction mechanisms in chemical kinetics as well as in other physical
phenomena, such as fluid flow.

To this point, much of the discussion has centered on the interaction of electrical
forces. As previously mentioned, however, adsorbed species may be nonpolar. In such
a case, the mechanism of repulsion differs from true elctrostatics. A schematic of sev-
eral methods of stabilization is shown in Fig. 11 [36]. One can observe that the adsorbed
species can extend into the dispersion medium. Part of the protective material is adsorbed
at the surface of the suspended particle and another part of the molecule reaches into
the bulk liquid.

The adsorbed chains are believed to prevent the close approach of two particles.
Interactions between such particles lead to a system with increased order or greater free
energy, which is observed as a loss of movement or freedom of movement, respectively,
as the polymer chains interact. This implies a more ordered system. In essence, this is
energetically unfavorable and, in a sense, constitutes a repulsive force that could stabi-
lize the system. The mechanism centers on the decreased entropy, or increased order-
ing or alignment, which results from the interaction between two extended adsorbates.
The interaction of the dispersion medium with the adsorbates can provide insight into
whether flocculation by bridging might occur. If insufficient attraction exists, bridging
might occur.

For example, when the chains interact, there is a tendency for a recovery force or
a repulsion to manifest itself. This is true as long as there is some affinity or attraction
between the adsorbed polymer and the dispersion medium. This type of stabilizing
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Fig. 11 Schematic of three methods of stabilization of colloid particles. (From Ref. 36.)

mechanism is more common as the suspension becomes more concentrated. The over-
lap is too ordered or entropically unfavorable and, therefore, a repulsive force surfaces.
Interparticle forces have been discussed in an effort to explain the stability of suspen-
sions of fine particles. The steric repulsion, which arises partly from the repulsion be-
tween adsorbed polymer layers, was also examined in an effort to explain the polymer
bridging effect [38].

To complete the section on attractive and repulsive forces, it is necessary to include
these entropic or steric repulsive forces. The main controlling factor remains the same.
The overall repulsion must exceed the attraction so that there exists an energy barrier
that is at least several times greater than the thermal energy, designated by the term k7.

Relative to the forces that are involved in dispersions, van Oss maintains that many
of the interactions are really consequences of one or several primary forces. These pri-
mary forces are van der Waals forces, electrostatic, hydrogen bonding, and Brownian
motion-induced interactions. The DLVO theory combines both the van der Waals—-
London attraction with the electrostatic repulsion between particles. For hydrogen-bond-
ing interactions in water-based dispersions, they can be attractive or repulsive, depending
on whether they are viewed as hydrophobic or hydrophilic interactions. Hydrogen-bond-
ing interactions between hydrophobic particles are attractive. Conversely, hydrogen-
bonding interactions between similar particles can be repulsive, as a consequence of the
interaction of hydration layers. Brownian motion helps keep particles in motion, unless
the attraction between two particles can overcome the thermal energy. Particles with a
larger surface area have a greater chance of overcoming the repulsive forces of Brownian
motions [39].

C. Sedimentation

Some mention has already been made of using sedimentation techniques to measure the
particle size distribution of suspended materials. This section describes the effect of
sedimentation on both the physical and functional properties of suspensions.
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Since adequate and uniform dosage is a prerequisite for any pharmaceutical suspen-
sion, the necessity for control of sedimentation is obvious. Because settling velocity is
proportional to the second power of the particle radius, it is apparent that agglomerates
and flocculates will settle more rapidly than properly dispersed particles. Both gravity
and buoyancy are operating on the particle. As a result, one could have either upward
or downward movement: “creaming” or “settling,” respectively. The determining fac-
tor is the difference in density of the suspended particle and the liquid medium. If a floc-
culate acts as a single particle, the velocity of settling may be greater, since the veloc-
ity is proportional to the density difference between the particle and the suspending
medium and the size of the particle. Similarly, if there is a particle size distribution of
the suspended particles, it is highly likely that the settled material will eventually con-
sist of particles of varying size.

A deflocculated system, that is, one in which the dispersed particles are discrete and
in which there is little or no association, might exhibit slow sedimentation of particles
over time. The supernatant liquid would be cloudy, and the settled particles might ar-
range themselves into a hard-packed cake, since the particles have an opportunity to
pack. For example, they could settle into a hardened mass, making wetting and subse-
quent dispersion into primary particles difficult to achieve. Caking requires a high de-
gree of agitation for redispersion. The polydispersity, or range of particle sizes, might
have an influence on the tendency toward caking. In some instances, the particles could
settle in a manner such that they would not be readily redispersible. This would result
in a product lacking in dose consistency because of failure to obtain and maintain a good
degree of dispersion, for the reasons mentioned earlier.

When matter is in a dispersed state, the dispersed material will have an equilibrium
solubility that varies relative to its particle size. Small particles will have a higher equi-
librium solubility than larger particles. As a result, there is a finite tendency for the
smaller particles to solubilize. They can subsequently precipitate from solution on the
surface of the larger particles. Thus, the larger particles grow at the expense of the
smaller particles. This phenomenon is known as Ostwald ripening [43]. Again consid-
ering work done in other fields, an adaptation of this phenomenon was observed in paper
technology, in which changes in particle size distribution are important in defining the
overall qualities and properties of the paper. In a polydisperse system, particles aggre-
gated with larger particles, rather than with identical-sized particles. Thus, the number
of smaller particles was reduced. Awareness of this principle leads to a better under-
standing of the interactions in a suspension [40]. Thus, within certain limitations, it is
advisable to keep the differences among the particles to a minimum. If ripening were
occurring during sedimentation, a caked deposit might result.

One could prevent this slow settling by building up the viscosity of the suspension
medium until the overall settling rate was markedly reduced. This is the area served by
thixotropic suspension aids, which provide resistance to flow when the suspension is at
rest or at very low rates of shear.

D. Flocculation

An alternative to providing a yield stress that functions against settling is an attempt to
achieve some degree of flocculation, which facilitates resuspension.

Particles that associate and settle do not have an opportunity to pack at the bottom
of the container or package. As a result, a loose sediment or layer is formed; among
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colloidal chemists and formulators, this process is called controlled flocculation. It is a
method of accepting the reality that settling will occur eventually. From a thermodynamic
standpoint, settling is inevitable; the time that it takes is the primary factor in dealing
with the stabilization of pharmaceutical products.

If a loose structure or “floc” is formed, it acts as a single particle and commences
settling at a faster rate. In some cases, flocs have been known to provide some suspend-
ing properties because of their tendency to form networks, which can entrap some sus-
pended particles. The flocs are formed when suspended particles that are allowed to come
into contact during motion remain in contact by associating in loose clusters. Generally,
these clusters can be ruptured into primary particles by the application of low to mod-
crate shear.

The frequency with which the particles collide is a function of concentration, tem-
perature, the viscosity of the liquid medium, and the physical properties of the particles
themselves. With time, as flocculation occurs, the total number of discrete particles is
decreased. Thus, the quantity 1/N, where N is the number of particles, increases with
time during flocculation. This quantity is frequently used in equations dealing with the
rate of flocculation. Distinctions are made between aggregates and agglomerates.

Flocculates are loosely bound clusters, having an open type of structure. Aggregates
are more strongly bonded particles and are more difficult to redisperse or resuspend.
Agglomerates are intermediate between aggregates and flocs.

For flocculation to occur, the repulsive force must be diminished until some attrac-
tion prevails. This can be brought about by the introduction of an electrolyte or by
bridging between particles.

Electrolytes serve to reduce the effective range of the repulsive forces operating on
suspended particles. This is reflected in the overall mobility of the particles. In fact, one
can study the acquisition of charge by following the electrophoretic mobility. Formu-
lators of pharmaceutical suspensions attempt to induce flocculation, which can be con-
trolled if it appears likely that a caked sediment would otherwise result. The flocs are
soft and easily redispersed with mild agitation, thereby providing a uniform and effec-
tive drug dose at the time of administration.

Combining the many separate issues that have been discussed—namely, settling
according to Stokes’ law, hindered settling, buoyancy forces, rheological yield points,
and particle size—it is apparent that many factors contribute to the overall quality of the
dispersion. Yet, it is possible that one or several of these parameters could be the de-
cisive one in determining the appearance of the dispersion.

Since many pharmaceutical suspensions are packaged in opaque containers, the
separation is not visible to the user. Generally, directions for use indicate that the con-
tents should be shaken before use. .

Other methods of bringing about flocculation are coagulation, bridging, and charge
neutralization. Bridging generally results from the interaction of an adsorbed species that
extends into the bulk medium away from the suspended particle [30]. An example of
this is an adsorbed polymer that has groups that could associate with each other through
the dispersion medium (e.g., hydroxyl groups). These distances of approach can be in-
fluenced by the electrical environment which, in turn, controls the effective repulsion
distance. The bridging mechanism generally operates at large distances of separation rela-
tive to flocculation by electrolytes. The adsorbed species may be charged or uncharged.

Control measurements made during product development should verify that an ad-
equate and effective dose is available throughout the use of the product. This is an



Theory of Suspensions 43

important step in product evaluation while the product is undergoing an accelerated
stability test regimen. For example, during the product development program, one should
ascertain that pH, viscosity, assay procedure, and appearance, all are satisfactory. These
parameters can be evaluated both on in-process samples as well as on the finished dis-
persion.

However, considering the work that goes into the wetting and subsequent dispers-
ing of the particles that one wishes to suspend, the controlled-flocculation approach seems
to be a step in the wrong direction. It might seem preferable to develop a system that,
once adequately wetted and dispersed, remains in a deflocculated state with little ten-
dency toward sedimentation. The rate of sedimentation could be extremely slow when
compared with the anticipated storage time of the dispersion. Nevertheless, controlled
flocculation is used as a method of product stabilization. In contrast, as discussed in the
next section, reducing the settling tendency by the addition of rheological agents can
obviate the need for flocculation.

Vil. RHEOLOGICAL ASPECTS

The rheological behavior of pharmaceutical suspensions is a key factor in assessing the
overall performance characteristics of a product. Although the developmental effort to
achieve acceptable flow properties can be substantial for a suspension, the consumer is
quite aware of product efficacy and elegance. Therefore, the product characteristics
should be outlined and achieved early in the product’s developmental stage.

This section briefly reviews some fundamental principles of rheology, with emphasis
on the principles that influence the functional attributes of pharmaceutical suspensions.
In addition, a brief description of some typical suspending agents is provided.

A. Types of Flow

The term fluidity describes a material’s ability to flow. Viscosity, which is defined as
the resistance to flow, or the reciprocal of fluidity, is expressed as the ratio between
shear stress and shear rate. Shear stress () is the ratio of the force used to move one
layer of fluid past another compared with the area of material in contact. It is expressed
in dynes per square centimeter:

force (dynes) (0
= —— l )

area (cm?)

Shear rate is the ratio of the speed (V) of relative movement of one surface past

another to the distance (Y) between the surfaces. Generally, the surfaces are assumed
to be flat planes. It is expressed in reciprocal seconds.

_ V(em sec™!)

Y(cm) (1

Viscosity (n) is the ratio of shear stress to shear ratio : 1 = t/D. Its unit is the poise
(P, cP, etc.).

Different pharmaceutical products respond differently to applied shear. Most of the
fluids or semisolids encountered are classified as non-newtonian materials. Newtonian
fluids will flow under any applied force and exhibit a constant ratio between shear stress
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and the rate of shear. Plastic, pseudoplastic, dilatant, and thixotropic systems are clas-
sified as nonnewtonian.

Briefly, plastic flow requires a minimum shear stress for flow to commence. It is
observed in dispersions of finely divided solids in liquids. The minimum stress is des-
ignated 1, and is often referred to as a yield stress or yield point. The yield stress origi-
nates from particle-particle bonds that exist when the suspension is at rest. For the initia-
tion of flow, these bonds must be broken or disrupted. The force necessary to accomplish
this is called the yield stress. For a suspension, this characteristic is important in that
settling is minimized in systems that possess a yield stress. Once the yield stress has been
surpassed, the flow is newtonian and is termed Bingham flow.

Pseudoplastic flow is quite common in pharmaceutical suspensions. In this case, a
yield value may not exist, but there is an apparent decrease in viscosity (1) as the rate
of shear (D) increases. This is shown by dispersions as well as by some high-molecu-
lar-weight polymer solutions. Solutions of hydrocolloids, such as sodium carboxymeth-
ylcellulose and other cellulose ethers, show this characteristic.

Dilatant flow is less common and may occasionally be observed in deflocculated
dispersions of powders at high volume concentrations. Here, the apparent viscosity in-
creases as the rate of shear increases. This is attributed to the close packing of particles,
which during shearing, results in interparticle contact and interaction. This, in turn,
manifests itself as an increase in apparent viscosity.

Thixotropic flow is the most unique of all and finds wide application in the phar-
maceutical as well as cosmetic, food, and industrial areas. It brings together some of
the features previously mentioned. Among the features of thixotropic flow are the fol-
lowing.

The material possesses a yield point.

A reduction in viscosity occurs on shearing with time.

There is a rebuilding of viscosity on standing.

The material combines features of both plastic and pseudoplastic flow behav-
ior.

5. There exists a time dependency, which is not common to the other types of
flow.

W -

A recent theoretical paper describes the theory of suspensions in terms of the vis-
coelastic properties of a colloidal dispersion. The theory examines the interactions be-
tween dispersed spheres in a newtonian liquid as well as the frictional effects of the liquid
medium [41].

In considering the viscosity of pharmaceutical suspensions, the general expectation
is for a nonnewtonian system. An approach for the study of concentrated suspensions
recently proposed that at some critical concentration of the suspended particle, a clus-
ter or secondary structure is formed throughout the system. The properties of the clus-
ter determine the viscosity of the suspension {42].

B. Important Factors for Suspensions

The flow pattern of a particular suspension can be determined by examining a plot of
shear stress versus rate of shear. Figure 12 shows the relationship observed with sev-
eral types of flow. The slope or AY/AX of the plot generally determines the type of flow
of the system. Here, the change in shear stress divided by the change in shear rate
determines the type of flow.
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Fig. 12 Flow curves for several types of flow.

Thixotropy is of particular value for pharmaceutical suspensions. During shearing,
such as occurs in shaking by hand, the yield stress is exceeded, and the suspension flows.
The structure begins to re-form after the cessation of shear. However, it does not re-
form immediately. It takes time to rebuild the order or structure that existed when the
system was at rest. As long as the system rebuilds itself to a point at which sedimenta-
tion is avoided or substantially diminished, one can achieve a pharmaceutical suspen-
sion of good quality. The key is the rate at which the structure is rebuilt. This is a
function of the nature of the thixotropic agent, its concentration in the vehicle or me-
dium of the suspension, and the amount of agitation before use.

Since it takes time for the structure to rebuild, thixotropic systems are known to
show hysteresis, or a difference between upward and downward shear rates during a
continuous rheogram (Fig. 13).

Proper formulation design of a suspension requires that one evaluate the character-
istics of the product throughout its use cycle. The use of thixotropic agents, such as
Veegum, magnesium aluminum silicate, clays, xanthan gum, or colloidal Avicel micro-
crystalline cellulose, can provide the unique properties needed for an elegant suspension.
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Fig. 13 Typical hysteresis in a rheogram of a thixotrope.
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In some cases, combinations of these or other materials provide added benefits, such as
resistance to electrolytes. In general, one must also determine the rheological and sta-
bility characteristics at temperatures other than normal (ambient), if it is likely that the
product will be stored for any length of time at lower or higher temperatures. This should
be part of the accelerated-aging protocol for such products. Preferably the rheological
characteristics should not be overly sensitive to changes in temperature. Viscosity changes
of 10% or more are to be avoided. Some polymeric materials, particularly water-soluble
cellulose derivatives, undergo significant viscosity decreases over a 10° (25-35°C) tem-
perature shift. Other materials are less sensitive to such temperature changes. For this,
each product must be evaluated separately.

Water-insoluble thixotropic agents generally consist of rod-shaped or irregular par-
ticles suspended throughout the medium. When the suspension is at rest, the particles
are randomly arranged, providing a three-dimensional network. The yield stress is high
enough to overcome any Brownian motion. As the shear rate is increased from the rest
position by shaking or pouring, the rod-shaped particles tend to align, with a correspond-
ing reduction in viscosity. On cessation of shear, the particles again rearrange, owing
to thermal motion, and structures showing a yield point will be gradually regained.

Viil. EFFECT OF ADDITIVES
A. pH

The correct pH for drug stability is a requirement for all liquid dosage formulations;
however, additional considerations need to be addressed for suspensions.

For suspensions that are stabilized primarily by a yield stress mechanism, it is
important to consider the optimum pH for the product, since the properties of a suspen-
sion, particularly rheology, can be quite dependent on the pH of the system. The vis-
cosity of hydrocolloids is somewhat dependent on pH. At extreme conditions, suspen-
sions of these materials have flocculated. In general, most systems are stable over a pH
range of 4-10; however, the viscosity of some materials change as a function of pH.
This can be a result of the concept known as the point of zero charge (PZC), that is,
the pH at which the net surface charge is zero [35].

For example, some hydrocolloids, such as colloidal Avicel microcrystalline cellu-
lose and some xanthan gums, show a higher viscosity at neutral pH conditions. The dif-
ference may not appear to be dramatic, but it can have an effect.

Appendix III lists the characteristics of typical materials used as thickeners or sus-
pending agents. All these materials have some limitations, such as sensitivity to elec-
trolytes. In some instances, one material can serve as a protective colloid for another
suspending agent, as with xanthan gum or methyiceilulose, which can be used with an-
other agent, such as colloidal Avicel microcrystalline cellulose.

Each particular suspension should be examined for its pH stability with time, be-
cause any changes in pH could be indicative of a potential problem.

B. Temperature

The influence of temperature on the preparation and long-term stability of suspensions
has already been mentioned. Some suspending agents can tolerate higher temperature
during processing. Other materials, such as sodium carboxymethylcellulose, are more
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sensitive to higher temperatures. Since it is sometimes necessary to heat a suspension
preparation to bring about the solubilization of one ingredient (e.g., a preservative), the
long-term effect of such a process on the product must be evaluated. The viscosity of
suspensions generally decreases with an increase in temperature. How this coefficient
of viscosity changes with temperature could be of importance in both the processing and
long-term storage of a suspension product. For most liquid materials, viscosity is re-
lated to temperature [34] by the following equation:

n= Aexp—E— (12)
RT
or
Innn=1Ind+ —:—T
where

A is a constant for the liquid

R is the gas constant (1.987 cal deg™! mol™!)
E is the activation energy for flow

T is the absolute temperature

For suspensions, one will similarly observe a decrease in viscosity as temperature
is increased. However, some materials are much more sensitive than others; therefore,
one should understand the changes in rheology as a function of moderate temperature
changes (£20°C).

C. Additives

Any other materials added to suspensions, such as flavor oils, humectants, or dyes, can
impinge on the overall effectiveness and appearance of the product. Ideally, one should
strive for a base vehicle that is more tolerant of such additives. Generally, salts provide
a destabilizing influence on dispersed particles by bringing about flocculation. Although
the details for this type of destabilization are fairly well explained by the previously
mentioned DLVO theory [44], the total effect of some types of additives, particularly
those that function in a steric role, is more complex.

Additives that adsorb on the surface of a suspended particle can differ quite mark-
edly. Polymeric materials can adsorb at various functional groups. The mode of adsorp-
tion depends on the polymer chain and the number of sites available for interaction on
the particle itself. Most of the nonelectrolyte polymers promote steric stabilization, which
is generally categorized by either entropic stabilization or an osmotic repulsion [31]. The
entropic stabilization or change in the ordering of the system has been discussed previ-
ously. This stabilization arises from a repulsive force when two adsorbed species try to
become associated. The osmotic term represents a driving force to balance any changes
that might occur by trying to have two adsorbed species occupy neighboring space. The
effect of additives on a suspension can be significant. Not only product appearance, but
also product efficacy can be affected. It is necessary to make certain that the additives
selected are appropriate and that they do not impair overall product characteristics.
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IX. SUMMARY

Some of the factors that are important in preparing a good suspension have been re-
viewed. Suspensions of various types were classified, and methods of preparation were
discussed. The importance of satisfactory wetting and the influence of particle shape and
size were also covered by some detail. An extended discussion of the techniques and
modifications in particle size analysis has been provided.

The different forces, both attractive and repulsive, that affect suspended particles,
were examined. The origin of these forces was also discussed. For a stable dispersion,
the repulsive force must exceed the attractive force. Protective colloids or polymers can
be adsorbed on the surface of dispersed particles and can play a major role by either
charge or steric stabilization mechanisms. The effect of added electrolytes was exam-
ined in light of their effect on the repulsive force.

Sedimentation, caking, flocculation, and redispersibility are key performance cri-
teria in suspension preparation.

Finally, the different types of flow that can be encountered in suspension systems
were described. The use of rheological additives was emphasized as a means of prevent-
ing settling and eventual caking. Yield stress and thixotropy were seen to be two ex-
tremely desirable suspension characteristics.

The influence of pH, temperature, and chemical additives on overall suspension
quality was considered briefly.

Suspension theory is a field of work in which the experimental techniques are in
need of some advancement. New particle-sizing instrumentation and particle analysis
techniques have been brought forth in the past few years. Use of these techniques should
enable scientists to better understand the mechanisms of flocculation and redispersion.

APPENDIX |
TYPICAL PARTICLE SIZE DEVICES
Sieving Equipment
Tyler Ro-Tap
Alpine Air jet
Sedimentation Equipment

Sartorious sedimentation balance
Cahn sedimentation balance
Micromeritics x-ray sedigraph
Photomicron sizer (Seishen)
Joyce Loebl disk centrifuge

Electrical Sensing Zone Equipment

Coulter Counter
Electrozone Celloscope
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Manufacturers of Light-Scattering Equipment

Brookhaven Instruments
Malvern Instruments
Brice-Phoenix

Coulter

Horiba
APPENDIX II
MIXING EQUIPMENT: MANUFACTURERS AND DEVICES
Lightnin’ Mixing Equipment Company, Inc. Blender, mixer, aerator,
195 Mount Read Boulevard Lightnin’ Mixer, portable
Rochester, NY 14603 air mixer, impellers
Charles Ross & Sons Company Mixer, emulsifier

710 Old Willets Path
Hauppauge, NY 11787

Arde Barinco Mixer, blender, emulsifier
19 Industrial Avenue
Mahwah, NJ 07430

Greerco Corporation Homogenizer, mixer
Executive Drive
Hudson, NH 03051

Premier Mill Corporation Dispersator
Exeter Industrial Park

Birchmont Drive

Reading, PA 19606

Caframo Limited Stirrers
P.O. Box 70

Warton, Ontario Appendix 111

NOH 2T0, Canada

{text continues)
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APPENDIX i

PROPERTIES OF TYPICAL HYDROCOLLOIDS

Falkiewicz

Properties in pH
Item® walter stability Rheology®
Methocel Soluble in cold, in- 3-1t Pseudoplastic, n decreases
soluble in hot with temperature
Carbopol 934 Wets out 5-11 Plastic flow, significant
NaCMC Hercules Soluble hot or cold 4-9 Pseudoplastic, some thixo-
cellulose gum tropy, temperature-depend-
ent
Veegum Disperses and hydrates 3.5-11 Pseudoplastic, 4% or more
for thixotropy, thickens on
aging
Xanthan gum Dispersibie, soluble 3-11 Very pseudoplastic, high n,
(Keltrol) small T,
Sodium alginate High stirring, dispersible 4-10 Pseudoplastic, n decreases
with temperature
Natral gums, Dispersible 4-10 1 decreases with aging
guar, tragacanth
Avicel 591 Dispersible n stable, < 1% pseudoplastic,
4-11 > 1% thixotropic

4Methocel, Carbopol, Hercules cellulose gum, and Keltrol are trademarks of Dow Chemical, B.F. Goodrich,
Hercules, and Kelco, respectively.
by, viscosity; 1, shear stress (yield).
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Incompatibility

Advantages

Description

Manufacturer

Electrolytes and
surfactants

Soluble salts and
cationic poly-
valent ions

Di- and tri-
valent salts

Flocculation by
electrolytes,
incompatible
with acid
drugs

Cationic and
polyvalent ions
at high pH

Ca precipitate,
heavy metal
ions, strong
acids

Rigid specifica-
tions

Dispersibility
affected by
electrolytes,
sucrose

Good protectors used with
other agents, not a
primary agent

Can suspend up to 10%
solids, stable to hydroly-
sis and high temperature

Anionic polyelectrolyte,
retards crystal growth,
protective colloid

Good suspender, good re-
dispersion

Excellent suspending agent,
stable in salts, compat-
ible with nonionics

Colloidal electrolyte,
film-former, newtonian

In dispersion ultimate part-
icle size 0.15 pm, can
tolerate glycols and alco-
hols, compatible with
hydrocolloids

Methyl ether of cellu-
lose

Carboxyvinyl polymer;
high molecular
weight

Cellulose ether

Natural, complex
colloidal magne-
sium aluminum
silicate

High molecular
weight polysacch-
aride

Polysaccharide from
brown seaweed

Natural; specifications
are important

Chemically depolym-
erized wood pulp

Dow Chemical
Co.
B. F. Goodrich

Hercules

R. T.
Vanderbilt

Kelco, NJ

Kelco, NJ

FMC Corp.
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I. INTRODUCTION

Traditionally, emulsions have been defined as dispersions of macroscopic droplets of one
liquid in another liquid, with a droplet diameter approximately in the range of 0.5-100
um [1-3]. A large number of emulsions do, in fact, consist of only two liquids (Fig.
1). The stability of such simple systems is easy to understand from a theoretical point
of view; hence, they are chosen for the initial discussion about emulsion stability in this
chapter.

However, one must realize that most emulsion formulations used in practice are
more complicated [4-6]. This fact made the International Union of Pure and Applied
Chemistry (IUPAC) formulate the following definition of an emulsion: “In an emulsion
liquid droplets and/or liquid crystals are dispersed in a liquid” [7]. In addition, many
“emulsion” formulations also contain solid particles or even three liquids.

With this information in mind, the initial discussion of two-phase systems in this
chapter covers only the essentials of the emulsion stability theory. Readers who want
a more extensive treatment of two-phase emulsions should read the excellent review by
Reiger [8]. In the present chapter, systems with more than two phases will be given more
attention because of their special properties. These are determined by the presence and
the properties of the “anomalous” phase to a decisive degree. As a matter of fact,
emulsions with more than two phases provide useful characteristics that are not found
in two-phase emulsions.
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Fig. 1 The majority of emulsions consists of one liquid dispersed in another in the form of
macroscopic droplets.
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Il. GENERAL ASPECTS OF EMULSIONS

An emulsion is formed when two immiscible liquids (usually oil and water) are mechani-
cally agitated [8]. During agitation, both liquids tend to form droplets, but when the
agitation ceases, the droplets separate into two phases. If a stabilizing compound, an
emulsifier, is added to the two immiscible liquids, one phase usually becomes continu-
ous and the other one remains in droplet form for a prolonged time. Droplets are formed
by both phases during agitation and the continuous phase is actually obtained because
its droplets are unstable. When water and oil are stirred together, both oil droplets in
water and water droplets in oil are formed continuously, and the final result, an oil-in-
water (O/W) emulsion, is obtained because the water droplets coalesce with one another
much faster than the oil droplets. When a sufficiently large number of water droplets
have coalesced, they will form a continuous phase surrounding the oil droplets. This
continuous phase is also called the external phase; it surrounds the dispersed (internal)
phase (see Fig. 1). This process of forming the continuous phase is rapid, of the order
of seconds, and is not relevant to the stability of an emulsion. The stability of an emul-
sion is a measure of the maintenance of the dispersed droplets. In the long term, these
will coalesce with each other and separate as a layer.

The decisive factor in the formation of an emulsion is mechanical agitation [3] and
stirrers and extrusion equipment of many different kinds are commercially available. The
essential factor in the efficiency of mechanical agitation [9] to produce small droplets
is the ratio between the LaPlace pressure and the stress from the shear gradient, the
Weber number, We,

G
We = j]__Z: (1)
Y
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in which 1 is the viscosity of the continuous phase; G the velocity gradient; r the droplet
radius and v the interfacial tension. The LaPlace pressure is the pressure difference across
a curved interface. The general expression is

Ap =yl —+—
h n

in which Ap is the pressure difference, y the interfacial tension, and r, and r, the prin-
cipal radii. For a sphere r, = r, and

_ 2y
_r

Ap

A Weber number in excess of 1 is indicative of the breaking up of droplets. Hence,
the velocity gradient (i.e., the intensity of the mechanical agitation) is the essential factor.
There is no advantage to stirring for a long time at lower speeds. This factor is even
more accentuated when turbulent flow is employed [10]. Now the maximum droplet size
is determined by the energy input per volume and time. Hence, a short burst of energy
is much more efficient than long-time stirring and, what is more important for labora-
tory practice, emulsification in a fraction of the continuous phase first, followed by
dilution, is optimal to form small droplets.

When one of the phases is very viscous, or the material being emulsified is a solid
at room temperature, heating is used during agitation to obtain a more efficient disper-
sion. Margarine production is a typical example of an emulsion preparation in which
the emulsification is made at an elevated temperature. The hydrophilic-lipophilic bal-
ance (HLB) temperature for emulsification is discussed in another chapter.

The type of emulsion, O/W or W/O, is determined by the phase ratio if these num-
bers are high. Accordingly, for example, with 5% water and 95% oil, an O/W phase
ratio of 19, the emulsion will become W/O, unless extreme measures are taken to en-
sure the formation of an O/W emulsion. For low-stability emulsions, Smith [11-14] has
recently given a complete analysis of rules to select the continuous phase even in com-
plicated systems.

For emulsions with significant stability and with moderate phase ratios (<3), the
type of emulsion is decided by several factors [8], such as the order of addition or the
type of emulsifier. One phase, when slowly added to the other with agitation, will usually
result in the last-mentioned phase being the continuous one. Another factor is preferred
solubility of the emulsifier: the phase in which the emulsifier is soluble will most prob-
ably be continuous. This phenomenon has nothing to do with the bending energy at the
interface; “Bancroft’s rule” does not apply to this situation. Bancroft’s rule relates the
radius of an emulsion droplet to the preferred angle between emulsifier molecules at the
oil-water interface; the “wedge effect.” However, the average angle between emulsi-
fier molecules in a 1-pm-radius droplet is on the order of 0.01. This value has no in-
fluence on the curvature of the droplet. Instead, the importance of the specific solubil-
ity of emulsifier for the kind of emulsion formed is that a very soluble emulsifier is a
weak protector of a dispersed droplet; it is easily displaced into the droplet at contact
with another droplet. This leads to preferential coalescence of the phase in which the
emulsifier is soluble. This phase becomes continuous during or immediately after agi-
tation.
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This phenomenon is excellently illustrated by the influence of temperature on the
relative solubility of a nonionic emulsifier of the structure polyethylene glycol alkyl (aryl)
ether in water and hydrocarbon. At low temperatures, the emulsifier is preferentially
soluble in water, whereas at high temperatures the solubility is entirely with oil. Hence,
low temperatures favor the formation of O/W emulsions and vice versa for high tem-
peratures. The intermediate temperature range is called the HLB temperature by Shinoda
[15], who has built a system for emulsifier selection on this phenomenon. The system
selects the emulsifier so that the water-oil combination with the emulsifier shows an HLB
temperature at approximately 60°C, at which emulsification takes place. Subsequently,
immediate and rapid cooling to room temperature results in an emulsion with small
droplet size. It should be realized that the extremely low interfacial tension makes the
emulsion unstable when retained at the HLB temperature.

The most common types of pharmaceutical or cosmetic emulsions include water as
one of the phases and oil or a lipid as the other. An O/W emulsion consists of oil drop-
lets dispersed in a continuous aqueous phase, and a W/O emulsion consists of water
droplets dispersed in oil (see Fig. I). Occasionally, O/W emulsions change into W/O
emulsions, and vice versa. This change in emulsion type is called inversion. More com-
plex emulsions are formed when an emulsion is emulsified in the additional liquid that
formed the dispersed phase in the original emulsion. A double emulsion is now formed,
because the water droplets that are found in the new continuous oil phase themselves
contain dispersed oil droplets from the original O/W emulsion (Fig. 2). Such an emul-
sion is called an oil-in-water-in-oil emulsion, and the notation O/W/O is used. In the
same manner, a W/O/W emulsion may be formed. Such double emulsions have found
special use as slow-delivery systems and as extraction systems [16,17].

To create the surface between the water and the oil, energy must be added to the
system. This added energy is called the surface free energy, or the surface tension, be-
tween the two phases and can easily be measured [18]. This “extra” energy needed to
form an emulsion is small compared with the energy required to overcome the viscous
forces in the emulsification process [3], but it is important because its variation with
added emulsifier is a conveniently measured gauge of the amount of the latter adsorbed
to the interface.

Fig. 2 A double emulsion is formed when the continuous phase (oil) contains droplets (water)
which, in turn, contain droplets of the continuous phase (oil).
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The surface free energy or the surface tension arises because the attractive forces
between similar molecules are greater than between different ones. Hence, as shown in
Fig. 3a, the forces on the molecule at the interface are directed toward its own phase.
In the interior of the phase, the forces are equal in all directions and cancel each other.
This means that energy must be added to bring a molecule from the interior to the
surface. If the total surface of the phase is not changed, no energy is spent in bringing
one molecule to the surface, since another molecule must leave the surface; consequently,
as much energy is gained as lost. An increase in the total surface, on the other hand
(e.g., by forming droplets), means that energy must be added because molecules must
be brought to the new surface (see Fig. 3b).

Emulsifiers are molecules with one nonpolar hydrocarbon end and one polar end
(Fig. 4). As a result of their structure, they are attracted to both the oil phase and the
water phase and will preferentially reside at the interface. Their presence causes a re-
duction of the surface tension and, by measuring it, one can gauge how much emulsi-
fier is present at the interface. This information is all that is obtained from such a
measurement; any conclusions that a low interfacial tension per se is an indication of
enhanced emulsion stability are not reliable. As a matter of fact, extremely low inter-
facial tensions lead to instability [19]. The stability of an emulsion is influenced by the
charge at the interface and by the packing of the emulsifier molecules, but the interfa-
cial tension at the levels found in the typical emulsion has no influence on it per se.

In a microemulsion, on the other hand, the ultralow interfacial tension is a sine quo
non for the stability. The interfacial tension has now reached a level of 10 mN m™,
and thermodynamic stability is a possibility. The thermodynamic stability of micro-
emulsions is a fascinating subject, but is not a direct route to understanding their prepa-
ration.

That subject is better approached from a study of the phenomena of surfactant self-
association. An ionic surfactant, such as sodium dodecy! sulfate, is soluble in water, and
at low concentration, the surfactant behaves like a salt; the negative dodecyl sulfate ion
and the positive sodium ion exist independently of each other. This behavior is changed
when the concentration is increased in excess of a certain value, the critical micellization

(a) (b)

Fig. 3 A molecule at the surface is exposed (a) to a resultant force inward while the forces on
a molecule interior cancel each other. Bringing more molecules to the surface by forming more
droplets (b) means a greater number of molecules at the surface, and energy must be added to
bring these molecules there. This is the surface free energy or surface tension.
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Fig. 4 An emulsifier contains a hydrophobic portion (hydrocarbon and a hydrophilic portion
(polar).

concentration (cmc). Approximately all the added surfactant in excess of this concen-
tration forms (frequently spherical) association structures or micelles. In these, the hy-
drocarbon chains are in the inner part, and the polar groups are positioned at the sur-
face (Fig. 5). The micelle has a diameter of approximately 50 A. This value is only 1%
of the wavelength of visible light, and the micelles cannot be detected visually: the
solution is transparent.

Hydrocarbons, long-chain alcohols, esters, carboxylic acids, and other organic
compounds, which are poorly soluble in water, may be dissolved in the inner hydro-
carbon part of the micelle. This phenomenon is called solubilization. In general, micellar
solubilization is limited: a maximum solubilization of 10% by weight is a reasonable es-
timation. Higher solubilization is achieved after changing this micellar solution to a
microemulsion, in which the solubilization may reach very high values {20].

The change from micellar solution to microemulsion results from adding a cosur-
factant, typically a medium-chain-length alcohol, such as pentanol. The presence of
pentanol leads to the formation of microemulsion droplets (Fig. 6), in which the hydro-
carbon is located in the center. In the same manner, water or aqueous solutions of water-
soluble substances may be dissolved in hydrocarbons to form a water-in-oil (W/O)

Fig. 5 In a micelle, the hydrocarbon chains form the core of the sphere, whereas the polar groups
reside at the surface. (After Gruen, The annual report, Department of Applied Mathematics,
Australian National University, 1982).
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Fig. 6 In a microemulsion droplet, huge amounts of oil may be solubilized. (After Gruen, 1982).

microemulsion, by using a combination of an ionic surfactant and a cosurfactant (Fig.
7.

The important difference between emulsions and microemulsions is the size of the
droplets. In a microemulsion, the droplet size is below 0.15 pm, and the entire vehicle
appears transparent. The emulsion, with its relatively large droplets, usually several
micrometers, is turbid. Thus, it follows that the microemulsion must form spontaneously
during preparation; stirring or other mechanical disintegration of a liquid system can-
not create such small droplets. This means that both the ratio and the nature of the sta-
bilizers are critical for a microemulsion system. Another important difference between
the emulsion and the microemulsion is the longevity of the individual droplets. An
emulsion droplet exists as an entity from the time it has been formed until it coalesces
with another droplet. A microemulsion droplet, on the other hand, is a dynamic sys-
tem; it is dissolved after a short time, typically within a fraction of a second, and an-
other droplet is spontaneously formed somewhere else in the system.

Microemulsions require higher amounts of surfactant, in the range of 6-8% by total
weight, contrasting with a value of 2-3% for emulsions. This difference means an in-

Fig. 7 In a W/O microemulsion the water is solubilized. (After Gruen, 1982).
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creased cost for the microemulsion, in the range of 2-3 cents/lb. However, micro-
emulsions do replace emulsions in a large number of cases, because of the reduced cost
for mixing equipment processing, and even more importantly, because of their stabil-
ity. An emulsion must be tested for stability, whereas in many situations, a micro-
emulsion is thermodynamically stable.

illl. STABILITY OF TWO-PHASE EMULSIONS

Two-phase emulsions for pharmaceutical use typically contain an aqueous solution and
an oil solution as the two phases. In such a two-phase emulsion, if it is allowed or forced
to separate completely, two and only two transparent layers are found. The emulsion
always contains more than two components. The aqueous solution may contain water-
soluble salts, whereas different organic compounds, including pharmaceutically active
ones, may be dissolved into the oil. In addition, emulsifiers, in the form of surfactants
or polymers, must be added. However, these compounds are soluble in the water or the
oil, or in both, and are found in one or both clear phases when the emulsion is sepa-
rated. Hence, the two-phase emulsion contains oil droplets dispersed in the water, an
O/W emulsion, or vice versa, and the stabilizer is dissolved in one or both of the phases
as well as adsorbed to the interface (Fig. 8 and see Fig. 1).

This arrangement means that the stability of the two-phase emulsion is determined
by the properties of the interface. The added surfactants or polymers change both the
interfacial properties (e.g., interfacial tension) and the properties of the continuous so-

Flocculation

w
Coalescence l

Fig. 8 In flocculation, two droplets become attached to each other, separated by a thin film,
whereas in coalescence, the thin film is disrupted and the droplets are united.
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lution close to the interface. So, for example, ionic surfactants at the interface give rise
to an electric charge that acts at some distance from the interface. In the same manner,
loops or tails from adsorbed polymers will occasionally reach out in the solution, giv-
ing repulsion forces at a distance from the interface. These two mechanisms of stabili-
zation are the major ones operating in two-phase emulsions and will be discussed in the
following sections.

The discussion of the nature of stability of an emulsion must be compared with the
question of instability of an emulsion. What happens with an unstable emulsion? The
final sign of an unstable emulsion is easy to observe. When an emulsion starts to sepa-
rate, typically an oil layer appears on top, and an aqueous layer appears on the bottom
(Fig. 9). This separation is the final state of an unstable emulsion. It may take months
or years to develop, and the detection of earlier phenomena is necessary to remedy the
situation in time. This means that attention must be focused on the initial mechanism
in the many processes involved in the destabilization of an emulsion.

The first process is flocculation, when two droplets become attached to each other,
but are still separated by a thin film of the liquid (Fig. 8). When more droplets are
added, an aggregate is formed in which the individual droplets cluster, but retain the
thin liquid films between them (Fig. 10a). The emulsifier molecules remain at the sur-
face of the individual droplets during this process, as indicated in Fig. 8. In the final
step, coalescence occurs when the thin liquid film between the two droplets is removed,
and they form a single large droplet. This process, when continued, leads to larger and
larger droplets. The coalescing emulsion is characterized by a wide distribution of droplet
sizes, but no clusters are present (see Fig. 10b).

The large droplets cream or sediment much faster than the original small ones; the
rate is proportional to the square of the radius

_ 2Aprig
= o

)

Fig. 8 In destabilization (left), an oil layer or an aqueous layer appear on top and bottom; a stable
emulsion (right) shows no layers.
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(b)

Fig. 10 In a flocculated system (a), aggregates of droplets are present. In a coalesced system
(b), a wide variety of droplet size is found, but no aggregates.

in which v is the sedimentation velocity, Ap the difference in density between the droplet
and the continuous phase, g is the gravity acceleration, and v is the viscosity of the
continuous phase. Hence, a droplet of 10 times the radius will move 100 times faster
and, as a consequence, droplets are collected on top (creaming) or at the bottom (sedi-
ment). In fact, these layers are more concentrated emulsions, and the closeness of the
droplets result in enhanced flocculation and coalescence. As a consequence, the final state
of phase separation, is approached faster owing to the flocculation and coalescence.

Once the sequence of flocculation — coalescence — sedimentation (creaming) —
separation, is understood, a fundamental question may be asked: Is a so-called stable
emulsion really stable? The answer at first appears simple. Examples of stable emulsions
are common phenomena, and emulsions that have been stable for decades are abundant
on shelves in formulation laboratories and as commercial products. Countless bottles of
milk, cream, skin lotions, turbid shampoos, fruit juices, and soft drinks (colas) serve
as an illustration of the ubiquity of stable emulsions. Hence, a stable emulsion is more
easily described from a practical point of view: it is an emulsion that does not change
with time. If a shelf life of 3 years is needed for an emulsion application and the samples
preapared last that long without visible changes, the emulsion is considered stable for
its intended purpose.
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Another question is also important. How does one give a quantitative measure to
emulsion stability? The emulsion literature has entertained various arguments for using
one of the stages in the chain, discussed in the foregoing as the “true measure of emul-
sion stability.” Such a dispute has very little value. The question about which stage in
the destabilization process to use should be entirely decided by the application of the
emulsion. Two examples illustrate this fact. For a fluorocarbon emulsion to be used as
a blood substitute, the degree of flocculation is the appropriate measure, because ag-
gregates of droplets are not tolerated in the blood vessels, since they may induce clot-
ting. On the other hand, for a beverage emulsion with its natural turbidity, aggregation
or coalescence of the oils present, per se, does not influence the consumer’s perception
of the product. However, phase separation leaving an oily layer around the bottle neck
gives a feeling of a greasy bottle and engenders a strong negative reaction from the cus-
tomer. Here, flocculation is an irrelevant measure of emulsion stability; sedimentation
and phase separation are the important criteria.

However, neither type of “stability,” as just described, is thermodynamic stability,
which is concerned with the free energy of a system. The basic thereom is that a spon-
taneous change in a system must lead to lower free energy. Hence, if a system is at its
lowest free energy, it will not change spontaneously, and if forced to change by an
outside influence (stirring, shaking, heating or other), it will return to the level of lowest
free energy when left undisturbed. A system at its lowest free energy is thermodynami-
cally stable. Hence, if moved from that state by an external force, it will return to the
stable state after the perturbation has ceased. If an emulsion is separated into two phases
by centrifugation or other means, it does not reform spontaneously; therefore, emulsions
are not thermodynamically stable. An appealing theoretical explanation for the lack of
stability is found in the treatment of microemulsions by Ruckenstein [21], who summa-
rized the different terms the sum of which constitutes the free energy of a dispersed
system. Table 1 shows this series of terms, which together make up the free energy of
the system. The free energy of a system, in whatever form, is equal to the sum of the
product of the chemical potential with the molfraction of each compound. For a mo-
lecular solution, the chemical potential is influenced by the forces between the molecules
(enthalpic contributions) and how dispersed the molecules of different kind are (entropic
contributions). For emulsions or a colloidal solution (see Table 1), the chemical potential
is also influenced by the presence of the interface (surface free energy), by the forces
between droplets (interdroplet potential) and by the dispersity of droplets as such (en-
tropic contributions). The important results of this evaluation is that the interfacial free

Table 1 The Free Energy Terms of a
Liquid Dispersed System

Chemical potential of the components
Interdroplet potential
van der Waals
Electric double layer
Adsorbed polymers
Interfacial free energy
Stretching
Bending
Torsion
Entropy from variation in droplet location

Source: Ref. 21.
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energy must be extremely small for an emulsion to be thermodynamically stable; val-
ues of approximately 10> mN m~! are needed. This value is found in a microemulsion.
Common emulsions, on the other hand, have an interfacial free energy of about 1-10
mN m-!. This value is higher by a factor of 1000 than the maximum value for a ther-
modynamically stable emulsion, and the emulsions are unstable. Hence, when emulsion
stability is estimated, the term is used to describe the retardation of the destabilization
process. A stable emulsion separates more slowly than an unstable emulsion. The slow-
down may affect the flocculation, the coalescence, or the sedimentation process. This
may be due to repulsive forces between the droplets, or it may result from immobili-
zation of droplets owing to increased viscosity, such as gelation of the continuous lig-
uid. These two concepts of emulsion stability are easily understood once the destabili-
zation kinetics of an emulsion have been mastered.

A. Destabilization Kinetics

There is a direct relation between the initial flocculation-coalescence process and the final
separation of oil or water from the emulsion. Once coalescence has taken place, the
enlarged droplets move faster to the surface (or to the bottom, depending on the rela-
tive density of the dispersed and the continuous liquid). Table 2 shows the time it takes
for droplets of different radii of a typical oil, with a density of 0.8 g cm™ (800 kg m3)
to move 5 cm in a vertical direction in water, viscosity of 0.01 P, The conclusion is
obvious; keeping the droplet size small by preventing flocculation and coalescence is
essential to delaying an emulsion’s separation. The mathematical treatment of floccula-
tion rates has been gathered in the Appendix to this chapter, and at present, only some
useful conclusions will be considered.

An emulsion containing only oil and water, with no added stabilizer, shows ex-
tremely fast flocculation and coalescence. As a matter of fact, in an unstabilized emul-
sion with an oil/water weight ratio of 1 and a droplet radius of 1 pum, the time for half
the droplets to flocculate and coalesce, the half-life, is approximately 1 s. Hence, an
emulsion that is not protected will be destabilized in a very short time. This is easy to
verify by shaking a pure paraffinic oil and water in a test tube. In only seconds oil and
water layers will appear. Hence, the emulsion must be made more stable by addition
of at least one substance. These added substances, the stabilizers, act to slow the floc-
culation and coalescence of the droplets by preventing their movement through the in-

Table 2 Time for a Droplet to
Move 5 cm in Vertical Direction?

r(um) t
100 11.5s
10 10 min
1 32h
0.1 133 d
0.01 36 yr

aDensity difference = 200 kg m™3;
viscosity = 0.01 P.
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creased viscosity of the continuous phase, or by protection of the droplets through the
establishment of some form of energy barrier between them.

B. Increase of Viscosity

The flocculation rate of an emulsion is inversely proportional to the viscosity of the
continuous phase [see Eq. (2)]. An increase of the viscosity from 0.01 P (water at room
temperature) to a value of 100 P (very thick syrup) reduces the flocculation rate by factor
of 10,000. This appears impressive, but in reality, is not of much importance. Such a
change would increase the half-life of the previously mentioned emulsion to approxi-
mately 3 h, a less than useful value.

Hence, if there is no stabilization from forces between the droplets, stable emul-
sions require gelation of the continuous medium. Such action changes the character of
the emulsion, in principle, from a liquid to a more pastelike consistency. However, a
polymeric thickener for the continuous phase may give such small rigidity that it is not
observed when handling the emulsion, but it may be sufficient to prevent the droplets
from moving. A polymer giving a highly thixotropic solution, with short breakdown and
buildup times, is useful for such applications. Addition of this type of polymer is the
optimal way of retaining the appearance of a liquid emulsion. The polymers used for
this purpose are natural gums or synthetic polymers. Some of these are listed in Table
3, which shows that the natural gums are mainly polysaccharides for which the thick-
ening power critically depends on several factors, such as pH, electrolyte content, and
the presence of specific cations. Among the synthetic polymers the example of two cross-
linked carboxyvinyl polymers should be noticed, because they give a yield value (cause
rigidity) at low concentrations.

Both the natural gums and the synthetic polymers in Table 3 are water-soluble, and
they stabilize only O/W emulsions. The water droplets dispersed in an oil phase are
unstable and coalesce immediately, because the polymer is restricted to the aqueous phase
and does not form a protective barrier in the oil phase. On the other hand, the oil drop-
lets dispersed in the aqueous phase are prevented from flocculation and subsequent
coalescence by the rigidity imparted to the aqueous phase by the polymer. Clay particles
also act as viscosity enhancers. The members of the bentonite family, derived from
montmorrilonites, swell in water and strongly enhance the viscosity at pH values in
excess of 6. One should realize that the gelation of the continuous phase does not nec-
essarily mean that the emulsion is perceived as a gel. The yield value may be so low
that the gravity forces, when tilting the container or pouring the emulsion, easily over-
come the yield value and the emulsion behaves similar to a liquid. However, gravity
forces on the individual droplets is so vanishingly small, approximately 10-107'¢ N,
that the droplets are immobilized. However, for applications in which the emulsion must
retain a very low viscosity, the stability must be enhanced by an energy barrier between
the droplets.

C. Energy Barrier

An energy barrier between emulsion droplets means that they experience repulsion when
they approach each other. The formula for the influence of this barrier on the floccu-
lation rate and the half-life time is given in the Appendix at the end of this chapter. The
formula is not easy to interpret directly, but a few examples help illustrate how the
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Table 3 Natural Gums and Synthetic Polymers

Source Name Comment
Tree exudate Gum arabic (acacia) Essentially neutral polysaccharide
Gum ghatti Essentially neutral polysaccharide
Karaya Essentially neutral polysaccharide
Tragacanth Essentially neutral polysaccharide
Seaweed Agar, carrageenan Sulfated polysaccharide
Alginates Acidic polysaccharide
Seed extracts Locust bean Essentially neutral polysaccharide
Guar Essentially neutral polysaccharide
Quince seed Essentially neutral polysaccharide
Synthetic (fermentation) Xanthan gum Essentially neutral polysaccharide
Cellulose Methyl-; hydroxyethyl-; Neutral polysaccharide
hydroxypropyl ether
Carboxymethyl ether Anionic polysaccharide
Collagen Gelatin Amphoteric protein
Synthetic Polyoxyethylene polymer Neutral
Carboxyvinyl polymer Anionic

(cross-linked)

Source: Ref. 8

barrier functions. Table 4 shows the change of half-life of an emulsion when energy
barriers of different heights are introduced in the system. The half-life of an emulsion
is the time it takes for one-half of the original droplets to disappear through floccula-
tion. [The method of calculation is given in the Appendix; see Egs. (7)-(10)]. An un-
protected emulsion has a half-life of about 1 s, and adding a barrier of a few kiloteslas
(kT; 4.1 x 10 ¥ erg = 4.1 x 102" J) is not of much use, since it increases the half-
life to only a few hours, which is not sufficient for most applications. However, increas-
ing the barrier to 20 kT results in a half-life of 4 years, which is sufficient for a great
number of applications. A barrier of 50 kT gives a half-life of more than 10,000 times
the age of the universe, obviously stable enough for any purpose. The last example is
an impressive show of stability of an emulsion, but it must be emphasized that even such
an emulsion is not thermodynamically stable. It will over trillions of years move slowly,

Table 4 Influence of
Barrier Height on Half-Life

W(T) L
0 0.8s

5 38.2s
10 1.55 h
20 391 yr

50 4.17 x 101 yr
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but steadfastly, to its destabilization and separation. In 1 ¢m?® of such an emulsion, it
takes, on the average, 2 days for the first pair of droplets out of the total number of
100 billion to coalesce.

In contrast, a thermodynamically stable emulsion would not change with time and
would, if separated by centrifugation, form again spontaneously. Thermodynamic sta-
bility means reversibility; but, since separated emulsions never reform spontaneously,
they are not thermodynamically stable. With this important distinction clarified, the dif-
ferent kinds of barriers available in emulsion technology can be described.

1. Examples of Energy Barriers

There are several methods for creating an energy barrier between two droplets. For the
simple emulsion now being treated, two kinds of barriers are essential; namely, the
electric double layer and stearic repulsion from adsorbed polymers. An ionic surfactant
adsorbed at the interface of an oil droplet in water orients the polar group toward the
water. Some counterions of the surfactant (e.g., the sodium ion in sodium dodecyl
sulfate) will separate from the surface and form a diffuse cloud reaching out into the
continuous phase (Fig. 11). Hence, a charged droplet surface shows a diffuse layer of
counterions extending from it. The surface charge plus the counterions are called the
electric double layer. When the counterions start overlapping at the approach of two
droplets, a repulsive force results (see Fig. 11). The repulsion from the electric double
layer is well known because it plays a decisive role in the theory of colloidal stability
that is called DLVO, after its originators Derjaguin, Landau, Vervey, and Overbeek
[22,23]. The theory provided a quantum leap forward in the understanding of colloidal
stability, and its treatment dominated the colloid science literature for several decades.

A second type of barrier arises from the action of a polymer adsorbed at the oil-
water interface. If its polar-nonpolar constituents are balanced, it will reach into the
continuous phase with tails and loops. These parts in the continuous phase require space
to attain all possible conformations and, within this space, will not tolerate the presence
of or parts of another polymer molecule adsorbed to another droplet. Hence, if a sec-
ond drop should approach within a short distance, the polymer restricts its conforma-
tion, causing a strong repulsion force.

2. DLVO Theory

Before discussing some details of DLVO theory, it is necessary to point out the prac-
tical limitations to its application. The DLVO theory was originally introduced for sus-
pensions of solid particles, which differ from droplets in being rigid. However, emul-
sion droplets retain their shape during the initial part of the flocculation and, for this
process, the theory developed for spherical particles is applicable. During the coales-
cence process, the interactions between two flat plates are suitable for the caiculations.
For both of these cases, it is absolutely essential to realize that the theory is useful for
O/W (oil-in-water) emulsions, but for W/O (water-in-oil) systems its applicability is
highly doubtful [24]. The essential value of the DLVO theory for emulsion technology
lies in its ability to relate the stability of an O/W emulsion to the electrolyte content of
the continuous phase. In summary, the theory says that the electric double-layer repul-
sion will stabilize an emulsion where the electrolyte concentration in the continuous phase
is less than a certain value. It is essential to realize that, if an emulsion is stable at salt
concentrations in excess of this value, the stabilization is due to phenomena other than
the electric double-layer repulsion. The fact that the electric double-layer repulsion is
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Fig. 11 The two potentials involved in the DLVO theory are from an overlap of the electric
double layer (top line) and from the van der Waals interaction (lower line). A sufficient positive
value of the total potential (dashed line) gives colloidal stability (top part). Addition of salt (bot-
tom part) reduces the electric repulsion potential, the total potential is negative, and no stabiliza-
tion takes place.

of no importance when the concentration of counterions in an added salt exceeds a certain
value, is understood if the total interaction between two emulsion droplets is taken into
consideration (see Fig. 11).

When two droplets approach each other (see Fig. 11 top to bottom), the counterions
forming the diffuse part of the electric double layer (see Fig. 11 bottom) begin to over-
lap. This overlap means that the electric potential (the work done to bring one electric
charge from a long distance to the point observed) between the droplets is increased
which, in turn, means that more energy must be added with reduced distance between
the droplets. An increase in energy with reduced distance means a repulsive force be-
tween the droplets. (The force is equal to the negative value of the slope of the curve.)
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At the same time, there is always an attractive force between emulsion droplets, and this
force becomes stronger with reduced distance between them. A negative force means
a negative potential between the droplets (see Fig. 11).

The interaction between droplets is decided by the total potential (e.g., the sum; with
signs of the two potentials in Fig. 11 top). In this example, the energy from the elec-
tric double-layer is numerically greater than the van der Waals potential for a certain
distance range, and the sum of the two energies becomes positive. This means that the
resulting force is repulsive. On the other hand, for small distances, the resulting energy
is always negative, and the particles will spontaneously move toward each other, if they,
for one reason or another, come that close. These interactions may be easily understood
if one consideres one droplet as a stationary ball at distance zero, whereas the other is
rolling along the total energy curve with gravity acting on it. The ball must be pushed
up the hump (energy must be added); but, once it is over the top, it will roll by itself.

A positive range of the “hump” in Fig. 11 top, is insufficient to ensure stability of
an emulsion. The droplets are in constant movement, and the maximum value of the
positive energy in Fig. 11 top, must have a minimum value to prevent a sufficient
number of them from exceeding the maximum value. One or two droplets will always
happen to move fast enough to exceed the maximum and, hence, stability is best de-
scribed as the half-life of the emulsion, for example, the time when half the droplets
have coalesced [see Appendix, Eq. (10)]. Table 4 shows that a barrier height of 20 kT
is sufficient for most particle emulsion systems. This energy maximum cannot be mea-
sured directly. It must be estimated from the electric surface potential, which can be
estimated from the so called zeta or {-potential which, in turn, can be determined ex-
perimentally with commercial instruments. For O/W emulsions with low electrolyte
content in the aqueous phase, a C-potential of +30 mV (the sign is not relevant as a
negative potential will stabilize as well as a positive one) is sufficient to bring the en-
ergy maximum to this level.

The relative value of the two potentials also explains why the electric stabilization
disappears entirely for an added electrolyte for which the concentration of the electric
double-layer counterions exceeds a certain value. Addition of an electrolyte to the con-
tinuous phase causes a reduction of the electric double-layer repulsion potential (see Fig.
11 bottom), whereas the van der Waals potential remains essentially unchanged. Hence,
a maximum in the total potential is reduced more with increased electrolyte concentra-
tion and, at a certain value, the maximum barrier height is reduced to a level at which
the stability is lost, according to Table 4. This change of the total potential for emul-
sion droplets with salt concentration is pronounced. For example, a change of NaCl con-
centration from 0.1 to 0.101 M typically causes a reduction of the total potential by more
than 100 kT. In light of the drastic change of stability that occurs in moving below a
potential barrier of 20 kT (see Table 4), one may easily accept that the change from a
stable to an unstable emulsion takes place at a well-defined electrolyte concentration.

Calculations of the relative height of the barrier with electrolyte content are scien-
tifically interesting, but of limited value in daily formulation efforts. The essential in-
formation for daily practice may be formulated very simply. An O/W emulsion can be
stabilized by the repulsion from the electric double-layer only if the aqueous phase
contains monovalent counterions at a concentration less than 0.1 M, divalent ones at less
than 0.01 M, or trivalent ones at less than 0.001 M (the Schultz-Hardy rule). For these
cases, a {-potential of 30 mV or greater will provide the stability that the electric double-
layer can offer. For electrolyte content higher than these values, or in an O/W emul-
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sion or for W/O emulsion in general, the -potential has no importance for stability, and
other stabilizing mechanisms must be found.

In the same manner, if an emulsion is to be destabilized, the addition of salts is
useful to remove the stabilizing influence of the electric double-layer. However, if the
emulsion remains stable at electrolyte contents higher than those cited in the preceding
paragraphs, the stability is not due to electric double-layer repulsion. Hence, it may be
economically advantageous to find the real reason for the stability to be able to take
optimal counteraction instead of swamping the emulsions with electrolyte.

3. Adsorption of Hydroxy Complex Ions

Aluminum ions are trivalent and should be powerful destabilizing agents. A concentra-
tion of only 10 M reduces the electric double-layer repulsion potential (see Fig. 11)
to an extent that it is equal to or less than the van der Waals attraction potential. Hence,
there is no stabilization by the electric double layer. Investigations on the stability of
latices [25] have confirmed the prediction, but only for pH values below 3.5. At pH val-
ues above this limit, the latex actually showed improved stability at an aluminum ion
concentration of 103 M; as a matter of fact, the latices remained stable at aluminum salt
additions higher than that. A diagram (Fig. 12) of the stability limits versus aluminum
ion concentration and pH value explains that result [25]. With increased pH values,
destabilization requires lower concentrations of aluminum ions, but such destabilization
takes place only over a limited concentration range. Concentrations higher than this range
now lead to restabilization. The charge of the latex particles is positive in this high
concentration stability range, whereas the original latex was covered by a negative
charge. The explanation to this obvious deviation from the Schulze-Hardy rule for
alumninum as well as some other multivalent metal ions is because the hydroxy com-
plexes formed by these ions in a certain pH range are adsorbed extremely strong to the
latex surface. The amount adsorbed is not only sufficient to enhance the reduction of
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Fig. 12 Stability regions for a polystyrene latex in the presence of an aluminum salt.
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the electric double-layer repulsion potential (see Fig. 11), but actually recharges the
surface to the opposite sign.

4. Polymer Stabilization

Thus far, polymers have been used comparatively less than the common surfactants to
stabilize emulsions. The limited use is not due to lack of performance; publications in
the area point to excellent stabilization of emulsions by polymers {26-28]}. Application
probability is limited because the adsorption of polymers to emulsion droplets has not
been well understood, especially since small changes in polymer structure or in solvent
properties may lead to drastic changes in adsorption. A polymer may be adsorbed in
the form of loops, tails, and trains (Fig. 13). The stabilizing action depends on the pres-
ence of sufficiently long tails or loops, as explained in Fig. 14. The stabilizing action
of the protruding part of the polymer is extremely efficient [28]; a single loop or tail
gives a barrier of approximately 20 kT. With literally thousands of such chains adsorbed
to one emulsion droplet, the stabilization should be excellent. The limited application
of polymers as emulsion stabilizers, despite such excellent stabilization, calls for an
explanation. In short, what is the problem?

One problem is the sensitivity of the adsorption to the properties of the polymer
versus the environment. This has been described in an excellent manner by Clayfield
and Lumb in early calculations of polymer conformation at an interface [29]. They
compared the fraction of adsorbed polymer as a function of its total adsorption energy
(which equals the number of adsorbing groups times their individual adsorption energy),
at constant molecular weight. Their results (Fig. 15) showed that the range of adsorp-
tion energy for useful polymer stabilization was extremely narrow. For adsorption en-
ergies lower than the optimal range (see Fig. 15), the polymer does not adsorb at all,
and there is no stabilization from adsorbed polymer. With adsorption energies in excess
of the optimal range (see Fig. 15), all groups of the polymer are adsorbed; it now lies
flat at the interface. Such adsorption is without stabilization effect, because the protec-
tive action reaches only a short distance into the continuous medium. Figure 14 explains
why such a state offers no stabilization. At short distances, the van der Waals poten-
tial has already reached such large negative values that the flocculated state is perma-
nent. The potential well is so deep that the droplets remain attached to each other. For
the same reason, a minimum molecular weight is necessary to obtain stability, because
the protective action of the polymer must reach far out to prevent the van der Waals
potential from becoming dominant.

The problems encountered with copolymers possessing statistically distributed sur-
face-binding groups are severe, and it appears difficult to synthesize such a polymer that
would have general application. The solution to the problem lies with a different kind
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Fig. 13 A polymer can be adsorbed in the form of trains, loops, and tails.
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Fig. 14 The chain length of an adsorbed polymer must be sufficient to prevent the van der Waals
potential from creating too deep a minimum.

of polymer, the so-called block copolymers, consisting of one block of one polymer to
which two or more blocks of a different polymer are attached. These two polymers are
chosen to be selectively soluble in the aqueous and oil phase, respectively. With suffi-
cient molecular weight in the polymer part that is soluble in the continuous phase, ex-
cellent stability is achieved. Table 5 provides examples of commercially available co-
polymers that have found use as emulsion stabilizers.

D. Stability Testing

The dilemma for the formulator of an emulsion is that the success of a formulation effort
or approach can be judged only after a long time. If a shelf life of 1 year is needed, in
principle, it is necessary to wait 1 year to find out whether a number of samples pre-
pared by a variety of formulations or formulation approaches are still intact. Such a long
waiting period is not practical, and there is a great need for methods to estimate the
stability shortly after preparation.

The room temperature instability of an emulsion under unperturbed conditions
emanates from two phenomena. The droplets bounce against each other owing to their
constant movement. During the course of this diffusion, they sediment toward the bot-
tom of the vessel if they are heavier than the continuous phase, or cream toward the
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Fig. 15 With too small an adsorption energy, the polymer will not adsorb at the interface (a).
Too high an adsorption (b) leads to a train type of adsorption alone. Stabilization is achieved only
in the limited range between the two.

top if lighter. The sedimentation or creaming brings the droplets closer together, enhanc-
ing the number of collisions (proportional to the square of the number of droplets per
unit volume). In addition, the sedimentation (creaming) per se increases the number of
collisions, because huge droplets move faster than small ones. The driving force for
sedimentation or creaming is proportional to the droplet volume (the radius cubed),
whereas the resistance to the droplet movement is proportional to the radius, and the
stationary speed is proportional to the radius squared. With these facts in mind it is
obvious that any method that enhances one or both of these factors will effect faster de-
stabilization.

Table 5 Some Commercially Available Polymers

Stabilizer for
emulsion type

Compound Source o'W W/O
Carboxymethylcellulose Courtaulds X
Methylhydroxyethylcellulose Hoechst X
Hydroxypropylmethyl cellulose ether Courtaulds X
Polyethylene oxide Union Carbide X
Polyviny! alcohol Revertex X
Copolymer of 12-hydroxystearic acids with ICI Paints X X
polyalkylene (usually ethylene) glycol
Farty acid-modified polyethylene glycol esters ICI Paints X
Polyolefin-modified polyester ICI Paints X
Alk(en)yl-substituted mono- and dicarboxyl ICI Paints X
acids and anhydrides
Acrylic polyethylene glycol graft polymer ICI Paints X
Polymethylvinyl ether/maleic anhydride G.AF. X
Polyacrylic acid (high molecular weight) B. F. Goodrich X
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The easiest way to accelerate the number of collisions is to heat the sample. The
enhanced thermal motion of the droplets will increase the collision rate and speed up
the destabilization rate. This effect may be quantified. The diffusion coefficient is pro-
portional to the absolute temperature and, in principle, it should be possible to calcu-
late the shelf life at room temperature from determinations at higher temperatures. Un-
fortunately, the changed number of collisions is not the only effect of increased
temperature. In addition, heat reduces the protective action of adsorbed surfactants, en-
hances the mutual solubility of the components, changes the electric double layer, lowers
the adsorption of stabilizers, and causes other effects. With all these factors being in-
fluenced, a general rule for the influence of increased temperature cannot be expected
to be valid for all kinds of stabilizers. Instead, an empirical evaluation of the shelf life
to be expected from such tests must be made for each category of emulsions. In indus-
trial practice, it is considered reasonable to use the time for destabilization at 45°C mul-
tiplied by 4 to give an estimate of the shelf life at room temperature. In pharmaceutics
a factor of 2 is used in the same manner for solid preparations at 37°C.

However, accelerated testing is not always reliable, and the formulator better uti-
lizes earlier experience with the same kind of emulsions before a suitable temperature
level for accelerated testing for a new system can be established. Some emulsions in
which the emulsifier displays temperature-dependent transitions must be treated differ-
ently. Anyone will realize that trying to relate the shelf life at room temperature with
the emulsion’s behavior at the HLB temperature for a preparation stabilized by a non-
ionic emulsifier of the polyethylene glycol type is a completely fruitless endeavor. All
such emulsions are extremely unstable at the HLB temperature.

The second factor, sedimentation, may be accelerated by centrifugation, but attempts
to relate the rate of phase separation during centrifugation to shelf stability have not jus-
tified expectations. The phase separation seen during such forced sedimentation does not
subject the product to gravitational stresses it will never encounter in practice and may
give completely erroneous results.

The best evaluation of an emulsion’s stability is probably to determine its particle
size distribution frequently during the first few weeks of storage. If there is no change
in the size distribution, the formulator may be at least hopeful for the stability of the
product. An increasing number of huge droplets, giving the long “tail” of the distribu-
tion toward large sizes, is a bad sign indeed. Such an emulsion invariably becomes
unstable with time. An even and narrow size distribution is not a guarantee for stabil-
ity, but such an emulsion may be stable.

One aspect of stability that is frequently neglected, but may be of pronounced im-
portance, is the ability of the emulsion to remain stable during transport and handling.
This property is called the shake stability and is tested by shaking the emulsion in the
final package. The shaking process involves two mechanisms for destabilization. At first,
the movement of the emulsion in the package causes a shearing action; that is, drop-
lets are moved with different speeds and, hence, collide more often. Second, the shak-
ing process spreads the emulsion along the walls of the container at regular intervals.
This latter phenomenon causes no instability if the continuous phase of the emulsion will
be destabilized because a thin film of dispersed phase forms along the container surface
and slowly moves to the bottom or top of the container, depending on its relative den-
sity compared with the continuous phase. New film is continuously formed and the
dispersed phase separates into a bottom or top layer. The emulsion has separated. In-
stability of the type just described depends on the surface properties of the container,



Theory of Emulsions 75

including the inside of the cap or cover, and it is not only wise, but necessary, to check
this find of stability when selecting the final package.

The only stability that can be determined with advantage in an accelerated manner
is the freeze-thaw stability. When an emulsion is stored under freezing and thawing
conditions, the destabilizing action is concentrated in the freezing and thawing periods.
Long storage under frozen conditions per se does not cause structural changes (as a
matter of fact, some systems that are difficult to stabilize are stored frozen to avoid de-
stabilization). A good opinion about the stability under varying temperature at such low
levels that freezing may occur is obtained by studying the emulsion tolerance against
repeated freeze-thaw cycles at short intervals. Special equipment that automatically varies
the temperature between set limits is commercially available. The temperature variation
is usually between -20°C (-4°F) and 25°C (77°F), and the time at each temperature
is 1 h.

Recently, Karbstein and Schubert [30] have calculated the middle-term stability—a
few weeks—from the influence of double-layer repulsion on coalescence kinetics. The
calculations integrated the nonlinear, coupled differential equations for coalescence and
sedimentation at a set number of layers and obtained surprising agreement with experi-
mental results for emulsion with 10% oil.

E. Summary of the Stability of Two-Phase Emulsions

Stability of two-phase emulsions may be obtained in several ways. For O/W systems,
the electric surface potential formed by an adsorbed ionic surfactant is useful if it is
sufficiently high and if the electrolyte content does not exceed 0.1 M (monovalent
counterions), 0.01 M (divalent counterions), and 0.001 M (trivalent counterions). Caution
is necessary in the presence of metal salts, which form hydroxy complexes. These com-
plexes may adsorb extremely strongly to an interface and may recharge a negative sur-
face to become positive, restabilizing it against other positive counterions. Polymers are
excellent stabilizers for emulsions, especially block copolymers for which the adsorp-
tion sensitivity to the condition of the environment is removed.

IV. STABILITY OF THREE-PHASE EMULSIONS

Three-phase emulsions are more common than is generally believed. Many pharmaceu-
tical and cosmetic lotions and creams consist not only of the water and the oil phase,
as described in the earlier sections, but may contain other additional phases. The dif-
ference between a two-phase emulsion and systems with more than two phases is easy
to understand. A two-phase emulsion will separate into two clear layers, with one in-
terface between them. The emulsions discussed in this section separate into three phases
(three layers), which means that two interfaces are found at separation. Such three-phase
emulsions exist nolens volens in formulations, and knowledge about their properties is
necessary to understand the sometimes puzzling behavior of these emulsions. In addi-
tion, a discussion of their properties is justified, because they provide opportunities to
formulate emulsions with properties outside the scope of normal two-phase emulsions.

Several examples of three-phase emulsions are provided in the following treatment,
but three main categories have been chosen in which the third phase is, respectively, a
solid, a liquid, or a liquid crystal. These three cases impart different properties to the
emulsion and, together, provide a chart of the manner in which the three-phase emul-
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sions both enlarge our knowledge of emulsions as such and exemplify the specific prop-
erties to be found in emulsions.

A. Third Phase a Solid

Solid particles are often part of an emulsion formulation, and the simultaneous stabili-
zation of both an emulsion and a suspension often causes problems. In fact, the solid
particles may be used to stabilize an emulsion and can serve as an aid, rather than an
encumbrance, in the formulation efforts. The key factor for the use of particles as a sta-
bilizing agent is their ability to be wetted by the two phases. They will stabilize the
emulsion if they are located at the interface between the two liquids (Fig. 16). At the
interface they serve as a mechnical barrier to prevent the coalescence of the droplets.
If they are electrically charged against a continuous aqueous phase, the electric double
layer will further assist in the stabilization against flocculation. This latter kind of sta-
bilization has been treated in the section on two-phase emulsions. In this section the
mechanical action against coalescence will be the focus of attention.

The protection against coalescence (see Fig. 16) is based on the energy to expel the
particles from the interface into the dispersed droplets [31]. This energy depends on the
contact angle and is easily calculated for spherical particles located at the oil-water
interface. The expression is [4].

AE=mr}y,.(1 - cos 0)? (3)

in which AF is the energy to expel a spherical particle with radius » from the interface
into the phase by which it is predominantly wet and toward which its contact angle is
0 (Fig. 17); v, 1s the interfacial tension between the oil and water phases. The value
for AE should grow continuously as 6 increases to a value of 180°C. This is theoreti-
cally correct, but experimental investigations [15] have shown 90° to be a practical
maximum. Higher values probably lead to the expulsion of the particle into the continu-
ous phase.

These energies are of a magnitude to make solid paritcles efficient stabilizers; their
repulsive force significantly exceeds that of the van der Waals force. Assuming the con-
tact angle to be constant during expulsion from the interface, the combined van der
Waals and wetting force becomes

dE

— =2 h—rcosO

d}'l Y o/w ( ) (4)
in which 4 is the distance perpendicular to the interface that the particle has moved from
its equilibrium position.

Figure 18 is drawn for paritcles of 50 A radius action on a flat interface of size
10* A2. The total force is repulsive even for contact angles of 60°, and for 90° angles

Qil
Water \Solid

Fig. 16 Solid particles stabilize an emulsion when they are adsorbed at the interface.
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Fig. 17 The contact angle at the oil-water-solid line determines the stabilizing action.

the repulsion force is extremely strong. Hence, the stabilization is excellent, bearing in
mind that thousands of such particles are adsorbed on one emulsion droplet.

The essential information from Eq. (3) and from Fig. 18 is that the protection en-
ergy from adsorbed solid particles is rapidly lost with reduced contact angle. When this
happens, the particle is spontaneously moved toward the interior of the droplet (see Fig.
16), and its complete expulsion into the droplet requires less energy. Figure 19 shows
that the energy to displace one particle into the dispersed droplets from its location at
the interface, is reduced to half its value with a contact angle change from 90° to 75°.
An angle decrease to 60° leads to an energy value only one-fourth of that of 90°. These
values make it evident that the contact angles must be observed rather carefully to ob-
tain a value close to 90°. Equipment is available to measure the contact angle, but di-
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Fig. 18 The combination of wetting forces, F ., and van der Waals, Fypy, becomes strongly
repulsive for high-contact angles.
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Fig. 19 The protective action of a spherical solid particle is rapidly lost with reduced contact
angle.

RATIO OF DISPLACEMENT ENERGY

rect visual observation is sufficient to obtain good results. The following experimental
procedure is practical to obtain good stability.

The solid particles are assumed to be heavier than the aqueous phase which, in turn,
is assumed to be heavier than the oil. The particles, which must be small (<< 0.1 pm),
are put into a small container and evened out to give a surface that is even with the top
of the walls of the container. No attempt should be made to pack or press the particles
to obtain a more even surface. If the particles are soft, such treatment will change the
surface properties of the particles. If that happens, the results will be erroneous because
the contact angle depends on the surface properties. Hence, a change of the surface
properties means a change of contact angle, and a small change of contact angle means
a marked reduction of the stabilization energy (see Fig. 19). The container with the
particles is placed on the bottom of a vessel with parallel walls (a container with pow-
der may have to be rocked gently to remove the air from between the particles), and
oil is poured in the vessel. This oil must have exactly the same composition as that in
the emulsion formulation. Optimal results are obtained by bringing the oil with all added
components into contact with the aqueous phase, also with all its components, to ob-
tain equilibrium before the experiment. The separated oil phase is used in the vessel,
and a drop of the aqueous phase is placed on the powder with a syringe or pipette. The
contact angle between the droplet and the solid (Fig. 20) determines which correction
should be made to obtain optimum stabilizing by the solid particles.

The first case, a contact angle of 90° between the water and the solid material (see
a, Fig. 20) is trivial. It means that the solid particles are optimally useful to stabilize
the emulsion with no further treatment. This does not happen often, but is gratefully re-
ceived when it does. A contact angle smaller than 90° between the water and the solid
particles (see b, Fig. 20) means that the interfacial free energy is too great between the
solid material and the oil. To increase the contact angle between the aqueous phase and
the powder, an oil-soluble surface-active agent must be added. This surfactant should
not be water-soluble at all, and it should bind strongly to the solid surface. Such a sur-
factant will bind strongly to the solid-liquid interface, and a low concentration in the
oil phase will be sufficient to reduce the interfacial free energy at the oil-solid inter-
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Fig. 20 An oil-water-solid contact angle of 6 = 90° means that the particles as such are opti-
mal stabilizers (a). If the contact angle toward water is less than 90° (b), an oil-soluble surfac-
tant is added. If O exceeds (c), a water-soluble surfactant is added to reduce the interfacial free
energy between water and the solid, reducing 6.

face. Use of as low a concentration as possible is essential, because higher concentra-
tions also lower the interfacial tension at the water-oil interface. A reduction of the O/
W interfacial tension has a disadvantage: it makes the contact angle 6 more sensitive
to small differences between v, and v, (Fig. 21). After a certain concentration of
surfactant in the oil phase has brought the contact angle to 90°, the process is repeated,
but now with the amount of surfactant added to the oil before the phases are brought
into contact. The contact angle is usually not 90° because of hysteresis, and the amount
needed for the unrestricted reading of surfactant is adjusted further in the correct direc-
tion [4]. If the water droplet does not spread and its contact angle is in excess of 90°
(see c, Fig. 20) the surfactant is added to the aqueous phase. The adjustments are iden-
tical with the ones described for the oil phase.

However, an added surfactant will also adsorb at the oil-water interface and reduce
the value of v,,,. Such a reduction results in a reduced stabilization energy [see Eq. (3)],
and it would be an advantage to avoid additional surfactant. Hence, for emulsions pro-
duced in huge quantities or repeated batches, a change of the surface of the solid par-
ticles through a chemical reaction is worthwhile. A small contact angle in the aqueous
phase means too great an interfacial energy between the oil phase and the solid particles.

ors wis

Solid

Fig. 21 A reduction of vy, makes, the 6 very sensitive to small differences between y,,5 and
Ywrs
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The surface of the solid particle must be made more hydrophobic, which may be
achieved by esterification of polar groups on the particle surface, by silanization, or by
similar processes. In the opposite case, a large contact angle toward the aqueous phase
is corrected by making the particle surface more polar through oxidation, hydrolysis,
or other reactions.

Research in the area of particle-stabilized emulsions has been scant. This condition
will most certainly change in the future. There are a great number of problems to be
investigated, and diverse phenomena will have to be clairifed. A common problem in
formulation is the dispersion of a solid drug in a liquid, and great pains are often taken
to prevent sedimentation of the particles. A combination of an emulsion with solid par-
ticles, the latter adsorbed to an emulsified droplet, adds two stabilizing factors. First,
the emulsion droplets will keep the particles dispersed; second, with the dispersed lig-
uid droplets lighter than the continuous liquid-droplet-particle combination, the drop-
lets may approach a density similar to that of the liquid and reduce sedimentation.
Another common problem is the combination of proteins and oils in an emulsion. Solid
protein particles are excellent stabilizers. Not to be forgotten, for example, is in fact,
known since ancient times, that mustard powder is a good stabilizer for mayonnaise and
similar products.

B. Third Phase a Liquid

The third-phase case has been well known for 30 years [15] for nonionic surfactants of
the polyethylene glycol alkylaryl ether type. It is a very useful case because it allows
low-energy emulsification [32] by using the strong temperature dependence of the col-
loidal association structures in water-surfactant-hydrocarbon systems. The basic back-
ground follows: At low temperatures, below the cloud point (the temperature above
which a nonionic surfactant of this kind ceases to be water-soluble at low concentrations),
these surfactants are preferentially water-soluble; hence, they are heavily partitioned
toward the aqueous phase in an emulsion. At high temperatures, well above the cloud
point, the surfactant’s solubility in water is extremely small, and it is then partitioned
almost entirely into the oil. At some intermediate temperature, the HLB temperature [33]
or the phase inversion temperature (PIT) [15], a third phase, the surfactant phase, [34]
appears between the oil and the water (Fig. 22). This phase is an isotropic liquid phase,
slightly grayish in appearance.

oIL oOIL
OIL

+ WATER

SURFACTANT +

WATER SURFACTANT

+ +
SURFACTANT OIL
WATER WATER

(a) (b) {c)

Fig. 22 Water, hydrocarbon, and a nonionic surfactant form two phases at (a) low and (b) high
temperature. In a small temperature range between (a) and (b), three liquid phases are found (c)
in the HLB temperature range.
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The key to low-energy emulsification is to emulsify at this HLB temperature and
to follow this by rapid cooling to about 25°-30°C, if an O/W emulsion is desired. For
an O/W emulsion to be used at room temperature, the HLB temperature should be
approximately 55°C. A W/O emulsion requires the opposite condition: the HLB tem-
perature should be lower than the room temperature by the same amount (e.g., an HLB
temperature close to 0°C) [15].

With this background information, the following process is used for the selection
of the emulsifier. Equal amounts of the oil and the aqueous phases with all the compo-
nents of the formulation preadded are mixed with 4% of the emulsifiers to be tested in
a series of samples. The samples are left thermostated at 55°C to separate, for an
O/W emulsion (at +5°C for an W/O emulsion). After complete separation, the emul-
sifiers that give systems separating into three transparent layers are selected for emul-
sification and determination of emulsion stability; the rest, giving two phases, are dis-
carded. At this stage one fact cannot be overemphasized. An emulsion separation into
one oil phase on top and one aqueous phase on the bottom part separated by an emul-
sion layer is not a three-phase system. To find whether there are two layers or three,
the central emulsion layer must be separated. The top transparent layer is first removed
to a separate test tube with a tight screw cap. The emulsion layer is removed, heated
to 95°C (screw cap), then frozen to -20°C and returned to 55°C to separate. The oil
layer that is separated is added to the original one, any aqueous layer separated is added
to the original test tube and any remaining emulsion heated and frozen again until it is
completely separated when stored at 55°C.

The emulsifiers giving separation into three layers are used for emulsification to find
which ones give the most stable emulsion. The emulsions are extremely unstable at the
HLB temperature [15], and cooling to room temperature must be rapid. This can be
achieved by spreading the emulsion in a thin layer on a cold plate or by letting it pass
through cold rollers. For an O/W emulsion with a sufficiently low O/W volume ratio,
the following method may be useful. Before emulsification, an amount corresponding
to half the total emulsion is removed from the aqueous phase and cooled close to 0°C.
The remaining part of the emulsion is emulsified at 55°C and stirred directly into the
cooled aqueous part. The average droplet size of these emulsions is less than | pum with
very little stirring. With these small droplets the stability is good and can be improved
further by addition of small amounts of an ionic surfactant (=0.05-0.1%).

The water-in-oil emulsions are prepared by emulsification at a temperature close to
0°C, followed by immediate and rapid heating to room temperature. For these emul-
sions the O/W ratio is usually greater than 1. Rapid heating is obtained by removing
part of the oil phase and heating to 55°C or higher. Here the entire phases are mixed
rapidly to avoid partial formation of an O/W emulsion, which happens when the emul-
sion formed at low temperatures is gradually added to the hot oil.

These emulsions have long been known [15], and low-energy emulsification has
been promoted by Lin and others in a series of papers [32-34]. One of the more inter-
esting future developments is in the area of separation using microemulsions. By using
a temperature change of only 25°C, instead of the normal solvent extraction—with its
expensive distillation processes to remove solvent—obviously has economic advantages
[35]. The extraction process of hydrocarbons contains several specific features [36],
which have been treated theoretically [37]. The latest development is to apply these pro-
cedures in the separation of products from biotechnological processes.
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C. Third Phase a Liquid Crystal

In addition to micelles and microemulsion droplets (see Figs. 5~7), surfactants may form
liquid crystals, of which the one with a layered structure (Fig. 23) is the most impor-
tant for emulsion science. Micelles and microemulsion droplets are microscopic entities
within a solution; a liquid crystal is a separate phase, which comes out of solution. A
liquid crystal is not a true crystal. In a lamellar crystal, the hydrocarbon chains are
packed with crystalline order and the diffusion is limited as in a solid. In a liquid crys-
tal, the chains are in a liquid state (but with preferred orientation), and the diffusion
along the layers is of the same magnitude as in a liquid.

The introduction of liquid crystals as a stabilizing element for emulsions occurred
in 1969, when it was found that the sudden stabilization at emulsifer concentration in
excess 2.5% of a water-p-xylene emulsion, by a commercial octaethylene glycol non-
ylphenyl ether, was due to the formation of a liquid crystalline phase in the emulsion
(38]. Later investigations confirmed the strong-stabilizing action of these structures [39].

The essential features of such emulsions are:

The structure of the liquid crystal

Its stabilizing action

The specific applications of such emulsions
Useful surfactants

BN =

The identification of the liquid crystal is primarily based on its anisotropic optical
properties. This means that a sample of this phase will look radiant when viewed against
a light source placed between crossed polarizers. An isotropic solution is black under
such conditions (Fig. 24, left), whereas the liquid crystal system is radiant (see Fig. 24,
right). The structure of the phase may be identified by optical microscopy in which the
lamellar liquid crystal has a pattern of oil streaks and Maltese crosses (Fig. 25a), whereas
the hexagonal array of cylinders give a different optical pattern (see Fig. 25b). Small-
angle x-ray diffraction patterns also distinguish between these two varieties. The lamellar
phase has a ratio of 1, 2, 3, 4 .. . between the interlayer spacings, whereas the hexagonal
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Fig. 23 In a lamellar liquid crystal the surfactants form double layers separated by their water
layers.
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Fig. 24 The liquid crystal is radiant between crossed polarizers (right), whereas an isotropic so-
lution (left) appears black.

array of cylinders has ratios 1, 3, 4. ... The presence of the liquid crystals may also
be detected directly in the emulsion by using optical microscopy. An emulsion without
a liquid crystal shows only the two phases (Fig. 26a), whereas the liquid crystal is con-
spicuous from its radiance in polarized light (see Fig. 26b).

(b)

Fig. 25 Optical patterns of (a) a lamellar and (b) hexagonal liquid crystal.



b
(6)

Fig. 26

Friberg et al.

An emulsion with only two liquids (a) shows only the droplets. (b) An emulsion con-

taining a liquid crystalline layer also shows the characteristic optical patterns in polarized light.

The stabilizing action of liquid crystals is limited to protection against coalescence
(e.g., short distance action). It serves in four manners.

1.

The lamellar structure leads to a strong reduction of the van der Waals forces
during the coalescence step. The mathematical treatment of this problem is
fairly complex [40] and will not be treated in this chapter, but the diagram
of the van der Waals potential (Fig. 27) illustrates the phenomenon [41].

Without the liquid crystalline phase, coalescence takes place over a thin lig-
uid film in a distance range at which the slope of the van der Waals potential
is steep (huge van der Waals force). With the liquid crystal present, coales-
cence takes place over a thick film, and the slope of the van der Waals po-
tential is small (small force). One should also realize that the liquid crystal is
highly viscous, and it is no surprise that an emulsion with a viscous film of
liquid crystal combined with a small compressive force exhibits enhanced sta-
bility against coalescence in comparison with a two-phase system.



Theory of Emulsions 85

DISTANCE BETWEEN OUTER SURFACES

i w

n
van der Waals Potential/(Av’v—Aé)
~-10

-15

Fig. 27 During coalescence, the van der Waals force in a system with liquid crystals (slope of
dashed line) is much smaller than in the system with monomolecular layers of surfactant.

2. The network of liquid crystalline leaflets [42] hinders the free mobility of the
emulsion droplets and makes a stabilization contribution similar to that of in-
creasing the viscosity of the continuous phase {two-phase emulsions).

3. The high-energy dissipation during emulsification gives rise to the formation
of vesicles. They most certainly serve as stabilizers, but no systematic in-
vestigatoins of this effect have yet been reported.

4. The final consideration of the stability of these three-phase emulsions is prob-
ably the most important one. Small changes in emulsifier concentration lead
to drastic changes in the amounts of the three phases. As an example, con-
sider the points 1-3 in Fig. 28. At point 1, with 2% emulsifier, 49% water,
and 49% oil, 50% oil phase and 50% aqueous phase are the only phases
present. At point 2 the emulsifier concentration has been increased to 4%. Now
the oil phase constitutes 47% of the total, and the aqueous phase is reduced
to 29%. The remaining 24 % is the liquid crystalline phase. The importance
of these numbers is best perceived by a calculation of thickness of the pro-
tective layer of the emulsifier (point 1) and of the liquid crystal (point 2). The
2.0% added surfactant, which would add a protective film of only 0.07 pum
to emulsion droplets of 5 um if all of it were adsorbed, has now been trans-
formed to 24% of a viscous phase. This phase would form a very viscous film
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Fig. 28 The nature of the emulsion is completely changed from an oil and water system at 2%
emulsifier to an oil and liquid crystal system at 7% emulsifier.

0.85 um thick. The protective coating is more than ten times thicker than one
from the surfactant alone. The reason for this unusual phenomenon is that the
thick viscous film contains only 7% emulsifier; whereas the rest is 75% wa-
ter and 18% oil. At point 3, the aqueous phase has now disappeared, and the
entire emulsion consists of 42.3% oil and 57.5% liquid crystalline phase. The
stabilizing phase is now the major part of the emulsion.

The first application of these systems is high-internal-ratio emulsions (O/W emul-
sions with high content of oil) is apparent in light of the fact that the liquid crystals sta-
bilize against coalescence, but offer no protection against flocculation. In a high-in-
ternal-ratio emulsion, the dispersed phase occupies a large share of the total volume.
An emulsion of this kind consists of very close-packed droplets, and flocculation is
unavoidable. The structure often consists of a single aggregate of flocculated droplets
that slide against one another to achieve mobility. Protection against coalescence now
becomes the essential characteristic of the emulsion, and the structures involving liquid
crystals are useful.

The second application involves dissolution of substances that are only sparingly
soluble in any solvent. It takes advantage of the fact that the lamellar liquid crystal is
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the only possible association structure for a wide range of the packing ratios, R [43,44]
whree

R=— )

v = volume of the hydrocarbon
cross-sectional area occupied by the head group
= length of the surfactant

~Q
o
(I

A perfect lamellar liquid crystal should have a packing ratio of 1, but geometric
considerations show the lamellar structure to be the only one for R values in the range
from 1 to 0.5. Lamellar liquid crystals with R = 0.5 are far from their lowest free
energy, providing a potential for dissolution of substances that otherwise are very dif-
ficult to dissolve. In a first example, published in 1984, the solubility of hydrocortisone
was increased by more than 200% [45]. This characteristic will probably find several
interesting applications in the future.

A third application is concerned with spontaneous emulsification, a phenomenon
treated by Groves in a series of articles [46]. A fourth application, which has been
investigated by Frank [47], is in systems for delayed drug delivery. The relevance of
using a lamellar liquid crystal to delay drug delivery should be seen against the diffu-
sion rates in a lamellar liquid crystal [48]. The diffusion rate parallel to the layers is
of the same magnitude as in a liquid, but perpendicular to the layers a value three or-
ders of magnitude smaller is found. Hence, a lamellar liquid crystal covering an emul-
sion droplet could be expected to have a decisive influence on the mass transfer across
the interface.

The conditions for surfactants to be useful to form liquid crystals exist when the R
value is in the range 0.5-1. This means that double-chain surfactants are eminently
suited, and lecithin is a natural choice [42]. Combinations of a monochain ionic surfac-
tant with a long-chain carboxylic acid or alcohol yield lamellar liquid crystals at low
concentrations, but suffer the disadvantage of the hydrophobic part being too soluble in
the oil phase. A combination of long-chain carboxylic acid plus an amine of equal chain
length suffers less from this problem because of extensive ionization of both amphiphiles.

In summary, three-phase emulsions have as yet been investigated in only a prelimi-
nary manner. There is no doubt that, in the future, when their properties are better
known, they will be used extensively for drug delivery systems. Not only may a lig-
uid crystal dissolve more of some substances that are only poorly soluble in liquid sol-
vents, but the delivery rate of drugs from them may be varied and controlled. The first
developments to use liquid crystals as a matrix for solvents to enhance transdermal trans-
port have now been initiated. It appears highly probable that new and interesting ap-
plications will be found in the future.

APPENDIX: FLOCCULATION KINETICS OF SPHERICAL PARTICLES
OR DROPLETS

The flocculation kinetics of particles or droplets is well illustrated by a system with the
simplest possible form of dispersed particles (spherical), the simplest interparticle inter-
action (particles stick when they touch, but there are no other distance-dependent forces
between them), and the simplest size distribution (all particles of equal size).
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The flocculation range now depends only on the diffusion of particles

8kT
dn/dt = (-16nDa)n? = [——)n2 (6)
3n
where
dn/dr = flocculation rate (particles per second and volume unit)

= radius of droplet

= diffusion coefficient for one droplet
= number of particles per volume unit
= Boltzmann constant

= absolute temperature

= viscosity of continuous medium

S ~N=xx s

The flocculation rate is proportional to the square of the number of droplets per unit
volume, to the radius of the droplets, and to their diffusion coefficient. The second
version of the equation is obtained from the first by the use of Einstein’s relation
Df = kT (f = friction coefficient for a droplet) and Stokes’ law f = 6mna.

Equation (4) shows extremely fast flocculation rates for an emulsion. In 1 ¢m3

of an emulsion with equal amounts of water and oil and a droplet radius of 1 um,
the flocculation would be of the magnitude of 10'! particles per second; that is, a great
majority of the droplets would flocculate within the first second.

The half-life (¢, ; the time needed for half of the original number of particles to
flocculate) is obtained as follows:

3n
t,, = —— = 9.0 x 10
V2 T T X n (7N

If an energy barrier of height W (expressed in &7 units) is introduced between the par-
ticles, the flocculation rate is reduced by a factor and now becomes

dn 8kT A
22 ppaf L @)
d[ 37] 2a 12
where [ is the distance between centers of droplets.
If the influence of the barrier is restricted to within a distance of one radius from
the surface of the droplet, then

~ ev 1,
2aLa A= e+ 2) ©)
This is the factor by which the flocculation rate is reduced. A barrier of 20 kT
reduces the flocculation rate from approximately 100 billion droplets per second per
cubic centimeter in an emulsion without a barrier to approximately 1,000 droplets per
second per cubic centimeter for a barrier of 20 kT.
The half-life gives a better illustration of the barrier. It now becomes:

_ne” +2)

L, =
12 Py (10)
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One milliliter of an emulsion with the oil/water ratio of | and a droplet radius of
1 um contains approximately 10'! droplets, and without an energy barrier, f,,, equals
0.08 s. With no energy barrier, the collision rate is entirely determined by the diffu-
sion rate of the droplets. There is no interaction between them when they approach one
another, and each collision leads to immediate coalescence because no repulsive forces
are involved. The presence of a barrier has a drastic influence on the coalescence rate
and, hence, on f,,. Table 4 is a good illustration of this influence.
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Theory of Colloids

John W. Vanderhoff
Lehigh University, Bethlehem, Pennsylvania

I. INTRODUCTION

The use of colloids in the pharmaceutical sciences has grown rapidly over the last sev-
eral decades and is expected to accelerate in the future. One area of importance is the
newly developed polypeptide chemotherapeutic agents and their delivery in the form of
colloidal dispersions by convenient methods of administration.

A second area is the use of colloidal dispersions for drug delivery, which was re-
viewed recently [1]. Most studies have used irreversible colloidal systems, such as
emulsions, suspensions, and liposomes, but others have used micellar systems [2]. These
four colloidal systems, as well as polymer microspheres, are important ways of deliv-
ering drugs, both orally and parenterally. Several investigators have noted that the ad-
ministration of drugs in oils or emulsions increased their biological availability [3].
Various mechanisms may contribute to such enhanced absorption, including prolonged
gastric residence of the drug and reduced intestinal motility, stimulation of bile salts
leading to favorable drug-bile salt interactions, and enhanced lymphatic transport. In-
terfacial adsorption of drugs and emulsion systems may also play a role in the enhanced
oral absorption of insulin and heparin after intraduodenal administration of such disper-
sions [4,5]. More recently, the preferential absorption of lipsome-containing drugs by
the reticuloendothelial system, notably the liver and spleen, has stimulated interest in
examining other colloids for the targeting of drugs to specific body organs. Both simple
and multiple emulsion systems have already found considerable use in cancer chemo-
therapy [1].

A third area of importance is the use of colloidal systems as pharmaceutical excipi-
ents, product components, vehicles, and carriers. Water-based polymer latexes have
found application in a wide range of pharmaceutical-coating applications. The latexes
used are primarily copolymers of methacrylic acid or 2-trimethylammoniummethyl meth-
acrylate with acrylate or methacrylate esters. These latexes provide a series of synthetic
polymers, with water solubilities ranging from insoluble, to slowly soluble, to pH-de-
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pendent (enteric) soluble, to completely soluble, all from concentrated aqueous disper-
sions without organic solvents.

These latexes have been accepted more rapidly abroad than in the United States
because they are prepared from liquid monomers and, hence, contain residual monomer,
as well as the residues of emulsifiers, initiators, and buffers. A newer class of colloi-
dal dispersions, known as pseudolatexes (false latexes), has been developed even more
recently. These dispersions have all of the characteristics of a true latex in terms of
colloidal stability, particle size, high solids concentration, and film-forming ability, but
they are not made by emulsion polymerization; rather, they are made by direct emulsi-
fication of preexisting polymers by mechanical means, as will be described later in this
chapter. Thus, these pseudolatexes are totally free from monomer; they are generally
regarded-as-safe (GRAS) status polymers and emulsifiers, and they are even acceptable
in food applications. A commercial ethylcellulose pseudolatex has found a range of
applications in pharmaceutical development, from taste-masking to controlled-release
coatings [6,7]. Latex and pseudolatex dispersions have also been used as unique vehicles
for drug and chemical entrapment [8-14].

In addition, the principles of colloidal science govern many practices in industrial
pharmacy.

1. The milling of pharmaceuticals to (a) decrease their particle size and increase
their surface area; (b) increase their rate of dissolution; (c) increase their rate
of absorption; (d) increase the rate of drying of their powders; (e) improve
the texture, taste, and rheology of their suspensions [15].

2. The preparation of emulsions and suspensions of pharmaceuticals, in particu-
lar, the use of emulsifiers (a) in the preparation and stabilization of these
emulsions and suspensions; (b) the importance of the surface or interfacial
tension and its experimental measurement; (c) the origins and effects of the
surface charge on stabilization; (d) the forces between the particles and the state
of their aggregation; (e) the mechanisms of crystal growth by Ostwald ripen-
ing, polymorphic transformation, and temperature cycling; (f) the wetting of
powders by emulsifier solutions; (g) the absorption of emulsifiers at the solid-
liquid interface [16].

3. The coating of pharmaceutical tablets to (a) mask the taste, odor, and color
of the drug; (b) provide physical and chemical protection of the drug; (c¢) con-
trol the release of the drug; (d) protect the drug from the gastric environment
of the stomach (enteric coatings); (e¢) incorporate another drug in the coating
to produce sequential drug release and avoid chemical incompatibilities (17].

4. The microencapsulation of drugs to (a) convert liquid drugs to a solid; (b) alter
their colloidal and surface properties; (c) protect drugs from the environment;
(d) control their release rate (18). The preparation of microcapsules by (a) air
suspension; (b) coacervation-phase separation; (c) multiorifice centrifugation;
(d) pan coating; (e) spray drying and spray congealing; (f) solvent evapora-
tion; (g) polymerization [18].

5. The solubilization, complexation, and hydrotropy of drugs in emulsifier solu-
tions [19].

6. The preparation and stabilization of pharmaceutical suspensions, in particular,
(a) the wetting of the solid particles by emulsifier solutions; (b) the repulsive
and attractive forces between the particles and their combination to give sta-
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bility or flocculation; (c) the clustering of the particles in open or closed net-
work aggregates; (d) the sedimentation rate of the dispersed particles; (e) the
crystal habit and structure factors; (f) the preparation of suspensions by pre-
cipitation or dispersion; (g) the rheology of the suspensions; (h) the evalua-
tion of suspension stability and sedimentation volume; (i) the evaluation of the
electrokinetic properties [20].

7. The preparation and stabilization of pharmaceutical emulsions, in particular,
(a) the relation between droplet stabilization, interfacial tension, interfacial film
properties, and the repulsion and attraction between droplets; (b) the classifi-
cation of emulsions as oil-in-water or water-in-oil types; (c) the classification
according to microemulsions, macroemulsions, and miniemulsions; (d) the
factors involved in emulsion stability, such as heat, phase inversion, and time;
(e) the use of auxiliary emulsifiers, such as finely divided solids and hydro-
philic colloids; (f) the evaluation of emulsion instability, creaming, floccula-
tion, and coalescence; (g) the evaluation of emulsion shelf life as a function
of aging, temperature increase or decrease, centrifugation, and agitation [21].

8. The preparation of pharmaceutical aerosols, in particular, (a) the aerosol com-
ponents such as product concentrate, propellant, container, valve, and actua-
tor; (b) the choice of propellant according to its vapor pressure, environmen-
tal acceptability, and the possibility of interaction with the product; (c) the
different types of product formulations, such as solutions, water-based systems,
suspensions, dispersions and foams, including aqueous stable, nonaqueous
stable, quick breaking, and thermal foams; (d) stability testing of the aerosol
components [22].

All of these operations and forms of matter are governed by the same underlying
principles of colloidal science. The purpose of this chapter is to review these principles,
in particular, (a) the adsorption of ionic surfactants and the electrostatic stabilization of
colloidal sols and dispersions; (b) the adsorption of nonionic surfactants and the steric
stabilization of colloidal sols and dispersions; (c) the preparation of pseudolatexes by
emulsification. The emphasis of this chapter will be on polymer latexes, but the prin-
ciples described are equally applicable to all colloidal dispersions, emulsions, suspen-
sions, foams, and aerosols prepared by dispersion, emulsification, coating, and encap-
sulation.

Il. ELECTROSTATIC STABILIZATION OF LATEXES
A. General Introduction
1. Colloidal Nature of Latexes

A colloidal dispersion, by definition, is a two-phase system that comprises a dispersed
phase and a dispersion medium. The overall physicochemical properties of the colloi-
dal dispersion are determined by (a) the chemical and physical nature of the dispersed
phase; (b) the chemical and physical properties of the dispersion medium; (c) the na-
ture of the interaction at the interfaces between air and the dispersion medium, and the
dispersed phase and the dispersion medium.

The dispersed phase in a latex comprises spherical polymer particles, usually with
average diameters of 200-300 nm. The dispersion medium is water that contains vari-
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ous water-soluble compounds (nonaqueous latexes will not be considered here). The
properties of the aqueous phase are determined by the type and concentration of dissolved
compounds (simple electrolytes, surfactants, polyelectrolytes) and the pH.

In a latex, the interfacial area between the aqueous phase and air is small; however,
it controls such important practical properties as wetting and foaming during formulation
and application, as well as the stability of latex foams. The interfacial area between the
polymer particles and the aqueous phase is large because of the small size of the particles
and the inverse proportionality of the specific surface area to the particle diameter. Thus,
the smaller the particle size, the greater the contribution of its surface properties and the
less the contribution of its bulk properties to the overall colloidal behavior of the latex.
A knowledge of the chemical composition of the dispersed phase allows speculation on
the mode of stabilization of the particles. The nature of the interface between the polymer
particles and aqueous phase determines many important properties of the latex system,
such as stabilization-destabilization, rheology, and particle movement in an electrical
field.

2. Stabilization-Destabilization of Latexes

Colloidal dispersions have a true interface, with a defined interfacial tension y between
the dispersed particles and the dispersion medium. The state of the colloidal dispersions
is characterized by the excess free energy G of the system:

dG = ydS (1)

where S is the specific surface area. In the thermodynamic sense, all colloidal disper-
sions of small-particle size are unstable because the system tends to minimize its excess
free energy (and, hence, its large specific surface area) by aggregation of the small
particles. This aggregation may comprise flocculation (clustering together) or coalescence
(fusion). Hence, the particle size increases with decreasing excess free energy unless
there is an energy barrier between the particles to prevent them from aggregating. With
this energy barrier, flocculation-stable and coalescence-stable colloidal dispersions may
be distinguished. Figure 1 shows schematically the processes occurring during the for-
mation and destruction of these colloidal dispersions [23].

The colloidal stability of a latex that comprises colloidal particles undergoing Brown-
ian motion is defined by its resistance to a change in the state of the system. Precau-
tions are taken in the preparation of latexes to ensure good colloidal stability during
polymerization, storage, and application. The term good colloidal stability means that
little or no particle aggregation has occurred in the latex between preparation and use.
The aggregation is a kinetic phenomenon; in practice, the colloidal stability is assessed
by measuring the rate of aggregation of the latex particles. Thus, the stability of a la-
tex is a relative parameter that depends on the application for which the latex is intended
and the method by which colloidal stability is determined. Many latexes have excellent
colloidal stability; their particles show no tendency to aggregate, even after years of
aging.

In a colloidal dispersion, the Brownian motion results in frequent collisions between
particles. The stability of these dispersions is determined by the interaction between the
particles during collision. There are two types of interactions: attraction and repulsion.
When attraction predominates, the particles adhere after collision and aggregate. When
repulsion predominates, the particles rebound after collision and remain individually
dispersed.
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Fig. 1 Schematic diagram of the processes involved in the production or destruction of dispersed
systems. (From Ref. 23.)

In a latex, the attractive forces of interaction are mainly the van der Waals forces
that arise when particles are dispersed in a medium with a different dielectric constant.
Therefore, a latex can be stable only when the repulsive forces are sufficiently strong
to outweigh the van der Waals attraction. These repulsive forces operate by one or both
of the following mechanisms: (a) electrostatic repulsion, which arises from the presence
of an ionic charge on the surface of the particles; (b) steric repulsion, which arises from
the presence of uncharged molecules on the surface of the particles, and which, by
enthalpic or entropic changes, prevents aggregation of the particles. The latter case is
unusual in that the latexes that are thermodynamically unstable are stabilized by ther-
modynamic means.

The objective of this section is to discuss the principles determining the electrostatic
stabilization of latexes that derive their electrostatic charge from the adsorption of sur-
factants.

B. Adsorption of Surfactants

Surfactants play a key role in the preparation, formulation, and application of latexes.
In emulsion polymerization, the type and concentration of surfactant determines the
mechanism of particle nucleation and the number of particles nucleated and, thereby,
the rate of polymerization. Surfactants are also essential for the stabilization of the la-
tex system during preparation, stripping to remove monomer, formulation, storage,
shipping, and finally, application. In these functions, the underlying fundamental prop-
erty of the surfactant is its adsorption at the various interfaces of the latex.
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Most of the surfactant in a latex is adsorbed at the particle-water interface; only
small fractions are adsorbed at the water-air interface or remain in the bulk aqueous
phase as solute surfactant. The surfactant adsorbed at the particle-water interface plays
an important role in determining the overall latex properties. Thus, a knowledge of the
adsorption of surfactants in a latex is necessary to understand its colloidal properties.

1. Classification of Surfactants

Surfactant molecules comprise a hydrophobic “tail” and a hydrophilic “head.” These
surfactants can be classified into four categories according to the charge of the head:
(a) anionic surfactants (e.g., alkyl carboxylates, sulfates, and sulfonates; alkylaryl sul-
fonates, alkyl phosphates); (b) cationic surfactants (e.g., alkyl quaternary nitrogen bases,
amines, and nitriles; and nonquaternary nitrogen bases); (c) nonionic surfactants, includ-
ing alkylaryl-polyoxyethylene adducts; (d) ampholytic surfactants, such as those contain-
ing both amino and carboxylic acid groups.

An annual listing of commercial surfactants [24] includes several thousand differ-
ent products. The selection of a surfactant for a given application has often been a trial-
and-error process, involving the screening of hundreds of surfactants. A more system-
atic approach is the hydrophile-lipophile balance (HLB) system [25-27]. Most anionic
and nonionic surfactants have HLB values in the range of 1-20. An HLB value of |
indicates that the surfactant is soluble in oil; an HLB value of 20, that it is soluble in
water. Surfactants with low HLB values are good stabilizers for water-in-oil emulsions;
surfactants with high HLB values are good stabilizers for oil-in-water emulsions. Aqueous
latexes are in the latter category. Ross et al.[28] demonstrated that the HBL value of a
surfactant can be correlated with a fundamental physical property: the spreading coef-
ficient of the dispersed phase on the surface of the surfactant solution in the dispersion
medium.

The HLB system has been used to select surfactants for the emulsion polymeriza-
tion of vinyl monomers [29,30]. Polystyrene and poly(vinyl acetate) latexes of optimum
stability were prepared using surfactants of HLB 14-15 and 16-17.5 in their respective
emulsion polymerization processes [29]. The particle size and viscosity of the latexes
varied strongly with the surfactant HLB and the composition of the surfactant mixture
used to reach a given HLB [29]. In poly(styene-co-butyl acrylate) emulsion copolymer-
ization, the surfactant HLB values were correlated with the percentage conversion, la-
tex particle size, and copolymer molecular weight [30].

Some practical surfactant systems are mixtures of two or more surfactants of the
same or different types. These surfactant mixtures often have surface properties differ-
ent from the single parent surfactants. These differences are due to specific interactions
(e.g., the complexation or phase transitions that occur when the two surfactants are
mixed) [31].

2. General Features of Surfactant Adsorption

Above a certain critical concentration, surfactant molecules form aggregates of 50-100
molecules in water. These aggregates are called micelles, and the concentration at which
they first appear is called the critical micelle concentration (CMC). A dynamic equilib-
rium exists between the surfactant molecules in the micelles and in the bulk aqueous
phase. In a latex, the surfactant molecules also adsorb at the particle-water and water-
air interfaces; consequently, another dynamic equilibrium exists between the surfactant
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molecules adsorbed at the interfaces and those in the bulk aqueous phase. The overall
equilibrium condition of the surfactant concentration in any latex can be represented by
Eq. (2):

Micellar surfactant «—%— solute surfactant «—— absorbed surfactant (2)

where k, and k, are constants that depend on the surface composition and structure of
the particles, as well as the activity of the surfactant molecules.

The adsorption of surfactant molecules on the latex particles is a thermodynamic
process driven by the decrease in the overall free energy of the system. The interaction
forces involved in surfactant adsorption are van der Waals forces. These interaction
forces are weak; therefore, the surfactant molecules can desorb easily from the particle
surface. This ease of adsorption and desorption of physically adsorbed surfactant is
important in latex-coating compositions in which the latexes are blended with colloidal
dispersions of pigments or fillers, which also have large specific surface areas; the de-
sorption of surfactant molecules from the latex particles and the readsorption on the
pigment or filler particles often causes significant flocculation of the latex particles.

The amount of surfactant adsorbed per unit area of the latex particle surface, as well
as the extent of surface coverage, are important fundamental properties of the latex
system. The variation of the amount of surfactant adsorbed per unit surface area over
a range of bulk surfactant concentrations constitutes the adsorption isotherm. The Gibbs
adsorption equation is a thermodynamic expression that relates the surface concentra-
tion of the surfactant to the surface tension and the bulk activity of the adsorbate (32).
Thus, it can be used to determine the surface concentration and, consequently, the ad-
sorption isotherm, of the surfactant. In the absence of electrolytes in the latex (e.g., as
in cleaned latexes), the adsorption isotherm is given by:

_ oy
r= (1/2RT)(61HC) 3)

where I is the concentration of surfactant molecules adsorbed at the surface, y the surface
tension of the latex, C the bulk concentration of surfactant (assuming that the activity
of the ions is equivalent to their bulk concentration, which is valid for dilute solutions),
R the gas constant, and 7 the temperature. In the presence of excess electrolyte, the
adsorption isotherm is given by:

_ (L) &
= (RT)(alnC) @)

A comparison of the twb equations shows that small concentrations of electrolyte given
an increase in the amount of surfactant adsorbed per unit area of the latex particle sur-
face at a given surfactant concentration. This increase was verified experimentally for
the adsorption of several surfactants on polystyrene and poly(methyl methacrylate) la-
tex particles as a function of electrolyte concentration [33,34].

3. Determination of Adsorption Isotherms of Surfactants

Adsorption isotherms of a surfactant on a latex particle surface are usually defined in-
directly (e.g., by determination of the change in bulk surfactant concentration in the
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aqueous phase after the added surfactant has been allowed to equilibrate with the latex
particles. The concentration of surfactant adsorbed on the latex particle surface is de-
termined from the difference between the bulk surfactant and the total surfactant con-
centrations. In practice, the conductivity or surface tension of the dilute latex-surfac-
tant system is determined as a function of added surfactant concentration {33-42]; the
attainment of the critical micelle concentration in the aqueous phase is taken as the point
at which the latex particle surface is saturated with surfactant molecules. This method,
known as the soap titration method of Maron et al. [37-40], is used to determine (a)
the cross-sectional area of the adsorbed surfactant molecule on the surface of the latex
particles, provided that the particle size is known; (b) the average (volume-surface area)
particle size, provided that the cross-sectional area of the surfactant molecule is known;
(c) the percentage surface coverage of the latex particles with the surfactant.

The serum replacement method developed to clean latexes for characterization has
been used to determine adsorption isotherms of surfactants {43-46]. The latex is con-
fined in a filtration cell with a semipermeable Nuclepore membrane, and double-distilled,
deionized water is pumped through the latex to replace the serum. This method allows
complete recovery of the serum, as well as the determination of the concentration pro-
file of the desorbing surfactant in the effluent stream by conductance, spectrophotometric
absorption, or refractive index measurements. To determine the adsorption isotherm, a
known amount of surfactant is added to a cleaned latex, and the concentration profile
of the surfactant in the effluent stream is determined. A material balance between added
and desorbed surfactant gives the adsorption isotherm. This method has been applied to
measure the adsorption isotherms of ionic and nonionic surfactants on the particle sur-
faces of different latexes. In a recent modification [47], a surfactant solution of known
concentration is pumped through the latex confined in a filtration cell and the surfac-
tant concentration in the effluent stream is measured.

Most adsorption isotherms of conventional surfactants on latex particle surfaces are
of the Langmuir type. The number of surfactant molecules n adsorbed per unit surface
area at a given bulk concentration C is given by:

()&

n AN \cve 3)
where N is the number of surfactant molecules adsorbed per unit surface area at the
saturation point (i.e., the plateau of the adsorption isotherm) and & is the Langmuir

constant, which is related to the free energy of adsorption AGP of a surfactant molecule
by the equation:

b=k exp( Z;C];? ) (6)

where k is a constant. A plot of 1/n versus 1/C allows the determination of the cross-
sectional area of the surfactant molecule on a given substrate (1/N) at the saturation point,
which is a fundamental property of the surfactant-substrate system

4. Factors Affecting Adsorption of Surfactant on Latex Particles

The adsorption isotherm of surfactant molecules on latex particles is influenced by the
following factors:
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a. The Interaction Between the Particle Surface and the Surfactant

Molecules
The physical and chemical nature of the polymer particles plays an important role in de-
termining the adsorption isotherms of surfactants. The cross-sectional area of the ad-
sorbed surfactant molecules on the latex particle surface increases with increasing hy-
drophilicity of the surface [33,34,46]. A correlation was found between the saturation
adsorption of a surfactant molecule and the polymer-water interfacial tension and the
polarity of the polymer surface [48,49]. The saturation cross-sectional area of sodium
lauryl sulfate on the latex particle surface decreased with increasing polymer-water
interfacial tension and increasing polarity of the particle surface. In the adsorption of
anionic and nonionic surfactants on polystyrene latex particles, the adsorption decreased
with decreasing hydrophobicity of the surfactant (i.e., with increasing HLB value)
[47,50]. The optimum HLB ranges for maximum adsorption of nonionic surfactants on
polystyrene and poly(vinyl acetate) latex particle surfaces were 13-14 and 16-17, re-
spectively [50], consistent with the optimum HLB values of surfactants found to give
stability during emulsion polymerization [29].

This interaction between the particle surface and the surfactant is important in
emulsion polymerization, in particular, the particle nucleation step. In semicontinuous
poly(vinyl acetate-co-n-butyl acrylate) emulsion copolymerization, the average particle
size increased, and the polydispersity decreased, with decreasing n-butyl acrylate con-
tent in the polymer [51,52]. An explanation was given in terms of the mechanism of
particle nucleation and the effect of copolymer composition at the particle surface on
the surfactant adsorption and the stability of the particles formed initially. It was pro-
posed that particle formation was predominantly due to initiation in the aqueous phase,
followed by coalescence of the smaller-sized particles. With comonomer mixtures rich
in the more hydrophobic n-butyl acrylate, the closer packing of the surfactant molecules
on the n-butyl acrylate-rich surface would give small particles with a high concentra-
tion of adsorbed surfactant and, therefore, better stability against coalescence; thus, the
average particle size would be smaller and the particle size distribution would be broader.
With conomer mixtures rich in the more hydrophilic vinyl acetate, the looser packing
of the surfactant molecules on the vinyl acetate-rich surface would give small particles,
with a low concentration of adsorbed surfactant and a relatively hydrophilic surface and,
therefore, poorer stability against coalescence; thus, the average particle size would be
larger and the particle size distribution would be narrower.

Swelling of the latex particles with monomer or other organic solvents also affects
the cross-sectional area of the adsorbed surfactant molecules. The magnitude of this
effect depends on the hydrophilicity of the solvent-polymer mixture at the particle-water
interface which, in turn, depends on the nature of the polymer, the solvent, and the poly-
mer/solvent swelling ratio. The cross-sectional area of potassium oleate at saturation was
40% larger for polystyrene latex particles swollen with benzene (solvent/polymer ratio
0.33) than for the unswollen particles [34]; the cross-sectional area was only 15% larger
for particles swollen with styrene in the same ratio. The cross-sectional area of sodium
lauryl sulfate adsorbed on polystyrene particles swollen with benzene (ratio 0.35) was
37% larger than for the unswollen particles; in contrast, that of the same surfactant on
poly(methyl methacrylate) particles swollen with benzene (ratio 0.46) was 37% smaller
than for the unswollen particles. The poly(methyl methacrylate)-benzene-swollen sur-
face was more hydrophobic (less polar) than the poly(methyl methacrylate) surface alone.
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This effect has important implications in emulsion polymerization in which there is a
continuous desorption of surfactant molecules from the particle surface, as the mono-
mer/polymer ratio decreases continuously during the polymerization, particularly dur-
ing the latter stages. Similar effects were found for latexes formulated with plasticizers.

Specific interactions between the surfactant molecules and the surface of the latex
particles (e.g., charge neutralization, complexation, and solubilization) cause major
changes in the adsorption isotherm. The anionic particle surface groups provide specific
sites for the head-to-head adsorption of cationic surfactants by charge neutralization; after
complete neutralization of the anionic groups, the adsorption reverts to the tail-to-tail
type, and the charge on the particles is reversed [35]. Both complexation and solubili-
zation affected the adsorption isotherms of sodium lauryl sulfate on poly(vinyl acetate)
latex particles [50,53]; apparently, strong interactions between the absorbed sodium
lauryl sulfate and the poly(vinyl acetate) gave a solubilized polymer-surfactant complex
[50,53,54]. The particle size affected the cross-sectional area at saturation for some
surfactant-latex systems [34,55]; the cross-sectional area of potassium oleate on poly-
styrene latex particles decreased from 0.452 nm? on 178-nm-~diameter particles to 0.360
nm? on 43-nm-diameter particles. Urban [55] found similar results for the adsorption
of potassium oleate on polystyrene latex particles and for the recalculated data of Willson
et al. [56] for potassium oleate on poly(butadiene-co-styrene) particles.

b. The Mutual Interaction Between Surfactant Molecules in the Adsorbed

Layer
The charged heads of the ionic surfactant in the adsorbed layer repel one another be-
cause of electrostatic repulsion, with the result that the packing is less dense (i.e., the
cross-sectional area is increased). The addition of anionic surfactant in mixture with
nonionic surfactant gave a smaller cross-sectional area of the anionic surfactant [36]; the
nonionic surfactant molecules apparently acted as a shield to reduce the electrostatic
repulsion between the adsorbed anionic surfactant molecules and, thereby, enhance their
adsorption. Similar effects were found in the behavior of surfactant mixtures in solu-
tion and adsorbed at interfaces [57]; mixed micelles and mixed monolayers of anionic
and nonionic surfactants showed a strong deviation from ideal behavior.

The chain length of the surfactant molecule plays an important role in determining
its adsorption isotherm on a given substrate. In a homologous series of surfactants, the
longer the chain length, the lower is the equilibrium concentration at which the satura-
tion adsorption is attained. Also, the number of surfactant molecules adsorbed per unit
area at saturation is expected to be independent of surfactant chain length; however, the
chain length was found [35,37] to affect the packing density of surfactants on the par-
ticle surface, presumably because of the lateral interaction among adsorbed surfactant
molecules and the physical orientation of the surfactant molecules on the surface.

¢. The Interaction Between the Ions in the Bulk Solution with the
Adsorbed Layer

An increase in the ionic strength of the bulk solution usually gives an increase in the
number of surfactant molecules adsorbed per unit area and, thus, a decrease in the cross-
sectional area of the surfactant molecule at saturation [33-35]. The addition of electro-
lytes reduces the electrostatic repulsion between the ionic heads of the surfactant mol-
ecules in the adsorbed layer and, thus, results in closer packing.
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A practical problem associated with this type of interaction is the possible under-
estimation of the concentration of adsorbed surfactant. As the concentration of adsorbed
surfactant approaches saturation, the charged surface may expel ionic surfactant mol-
ecules. Thus, the bulk solution concentration may be an erroneous measure of the ad-
sorption isotherm. Studies of the temperature effect on the adsorption of surfactants
showed that there is a small, but significant, increase in the cross-sectional area of the
adsorbed ionic surfactant (0.05 nm?) with an increase in temperature from 25° to 70°C
[34,55].

C. Electrostatic Stabilization

The electrostatic stabilization of colloidal systems was described quantitatively and in-
dependently by Deryaguin and Landau {58], and Verwey and Overbeek [59]. The re-
sultant theory is known as the Deryaguin-Landau-Verwey-Overbeek (DLVO) theory.
A colloidal dispersion is stable when the potential energy of repulsion arising from the
approach of charged particles exceeds the inherent attractive energy between the par-
ticles over a given distance of separation. According to the DLVO theory, the interac-
tion between colloidal particles is given by the superposition of the electrostatic repul-
sion and the van der Waals attraction. The details are described by Verwey and Overbeek
[59] and others [23,60-64].

1. Electrostatic Repulsion

a. Origin of the Charge on the Colloidal Particle Surface

The basic principles behind the electrostatic stabilization of a colloidal dispersion is the
accumulation of charges at the surface of the particles. There are several mechanisms
for this accumulation of charge:

1. Preferential adsorption of potential-determining ions [60]; for example, silver
iodide particles adsorb an excess of Ag* or I" ions, depending on their rela-
tive concentration in the equilibrium solution. The Ag* or I” ions are called
potential-determining ions, and the surface potential of the particles is constant
and independent of the presence of an indifferent electrolyte.

2. lon deficiencies in the crystal lattice or interior of the particles [65]; for ex-
ample, the charge on mineral clay particles arises from the isomorphic replace-
ment of a Si** ion inside the solid lattice by an AI** ion, resulting in a defi-
cit of charge. This charge is constant and dependent on the presence of an
indifferent electrolyte.

3. Adsorption of ionized surfactants; for example, carbon black particles or la-
tex particles acquire a negative charge by adsorption of anionic surfactant.

4. Adsorption of ions from the medium [66,67]; for example, OH™ ions from the
aqueous phase are preferentially adsorbed on nonionogenic colloidal particles
owing to the ion-induced dipole interaction.

5. Dissociation of ionogenic surface groups is the charge-determining mechanism
for various oxides and latex particles; for example, silica particles acquire a
negative charge by dissociation of surface silanol groups [68], and latex par-
ticles by dissociation of surface sulfate groups introduced by the persulfate-
ion initiator [69} or carboxyl groups introduced by copolymerization of car-
boxyl-containing monomers.
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6. Contact electrification or electron injection [67,70,71]. In a dispersed system
comprising two nonconducting phases, the phase of lower dielectric constant
acquires a negative charge owing to electron injection from the phase of higher
dielectric constant; for example, nonionogenic cleaned polystyrene latex par-
ticles may acquire a negative charge from the injection of electrons from the
aqueous phase into the polymer phase. This contact charge exchange is attrib-
uted to the overlap between the distribution of acceptor states of the polysty-
rene particles with the distribution of the donor states of the water.

A colloidal dispersion becomes unstable if the particles lose their charge. The zero
point of charge is defined as the pH at which the surface charge is zero; the isoelectric
point, as the pH at which the electrophoretic mobility is zero. A zero point of charge
is expected for origins of charge /, 2, 4, and 5. The zero point of charge of silver iodide
is 5.5 (the value of pAg). Alkaline alumina has a zero charge at a high pH; acidic silica,
at a low pH. The isoelectric point is similar to the zero point of charge; however, these
two parameters may be different when nonpotential-determining ions are adsorbed on
the particle surface, as in origin of charge 3.

b. Diffuse Electric Double Layer

The surface charge of a colloidal particle is compensated by an equivalent number of
ions of opposite charge that accumulate in the medium near the particle surface. The
surface and counterion charges together constitute the electric double layer. The
counterions are attracted to the particle surface electrostatically; they also tend to dif-
fuse away from the surface because their concentration in the bulk solution is lower than
that near the surface. This combination of electrostatic attraction and diffusion results
in the formation of a counterion cloud around the particle, with a defined distribution
of counterions as a function of distance from the surface, which is known as the diffuse
electric double layer.

The thickness of the double layer is given by the Debye length l/k, where x for
symmetric electrolytes is
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where n is the number of ionized groups, z their valency, e the elementary charge, €
the dielectric constant, & the Boltzmann constant, and T the absolute temperature. Thus,
the Debye length is an inverse function of both the square root of the electrolyte con-
centration and the valence of the electrolyte.

The charge at the particle surface gives rise to two electrostatic potentials relative
to a point in the bulk solution: the surface potential (y,), which exists at the surface,
and the Stern potential (y;), in the diffuse double layer at a distance & from the sur-
face. Neither of these two potentials has been measured experimentally. A third poten-
tial is the zeta potential which exists in the diffuse double layer at a distance from the
surface outside the Stern layer; this potential can be measured experimentally by elec-
trophoresis as the potential at the shear plane where the double layer parts when the
particle moves in an electric field. The relation between the theoretical surface and Stern
potentials, and the experimental zeta potential, is unknown; however, the zeta potential
is usually taken as a good approximation of the potential across the diffuse part of the
electric double layer.
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When two particles approach one another, their electric double layers interact so
that work must be performed to bring the particles closer together. The repulsive en-
ergy Vp at a given interparticle distance is the work that must be performed to bring
the particles to that point. It is difficult to develop an exact expression for the variation
of Vi with interparticle distance; however, many approximate expressions have been de-
veloped [72]. For small potentials (y, < 50 mV):

v, = (Si#) Inf1 + exp(~kH,) @)

where a is the particle radius and H,, the distance of separation between the two par-
ticles.
For higher surface potentials:
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where:

_ {exp[(zeyy/2kT) - 11}
~ {exp [(zewd/2kT) + 1]}

(10)

All approximations show that the repulsive energy V; is a function of the quantity xH,
and that it decays exponentially with increasing distance of separation between the par-
ticle surfaces.

2. van der Waals Attraction

To explain the phenomenon of coagulation requires that there be an attractive force
between the particles. Moreover, the magnitude and range of action of this attractive
force must be comparable with those of the electrostatic repulsion force. These require-
ments are met by the total attractive van der Waals forces between the particles, which
are obtained by summation of the London dispersion forces between all atom pairs in
the particles. These dispersion forces arise from the charge fluctuations in an atom as-
sociated with the motion of electrons, which produces a time-dependent dipole moment.
A phase difference in the fluctuating dipoles leads to mutual attraction. Neglecting re-
tardation effects, the expression for the attractive energy V, between two particles of
radius a at a distance of separation H, for a >> Hj is

_A*a
A 12H, (an

where A* is the effective Hamaker constant describing the attraction between the par-
ticles and the dispersion medium. This simple equation for V, is not valid at separation
distances greater than 10 nm; beyond this range, allowance must be made for the re-
tardation effects that are caused by the finite time required for the electromagnetic wave
to travel from one atom to the other atom in which it is inducing a dipole. Schenkel and
Kitchener [73] have developed empirical equations for the calculation of attractive en-
ergies with corrections for the retardation effect. Hamaker constants have been deter-
mined experimentally for several types of particles; the data from different sources show
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considerable disagreement [74]. Fowkes developed a simple method to calculate the
Hamaker constant from surface tension data (75): the surface tension y is divided into
a dispersion contribution v, and a contribution from other forces, such as dipole-dipole
attractions; the Hamaker constant is then calculated from vy,.

3. Total Energy of Interaction

The DLVO theory states that the total energy of interaction between colloidal particles
is given by the sum of the attraction and repulsion energies:

Vr=V, + WV (12)

Figure 2 shows the total interaction energy curve for a stable colloidal system. At very
small distances, the Born repulsion between adjoining electron clouds predominates, and
the net interaction is repulsion. At small distances, the van der Waals attraction predomi-
nates over the electrostatic repulsion (the Born repulsion being negligible), and the net
interaction is attraction in the deep potential energy minimum V,. At greater distances,
the electrostatic repulsion energy falls off more rapidly (exponential decay), with increas-
ing separation distance, than the van der Waals attraction energy (power law), and the
net interaction is attraction in the shallow secondary minimum V. At intermediate dis-
tances, the electrostatic repulsion predominates, and the net interaction is repulsion with
the maximum potential V.

The stability of a colloidal system is defined by the height of the maximum in the
potential energy curve. This potential energy barrier must be surmounted if the colloi-
dal particles are to approach each other sufficiently closely to fall into the deep primary
minimum of irreversible coagulation. The value of V,, necessary to prevent this irrevers-
ible coagulation is considered to be about 10-20 kT, which corresponds to a zeta po-
tential of about 50 mV; such a system is considered kinetically stable. If the secondary
minimum is deep enough (about 5 kT or greater), the particles coagulate, but the co-
agulation is weak and reversible. Aggregation in the secondary minimum usually does
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Fig. 2 Variation of the attraction and repulsion energies and the total energy of interaction
between two colloidal particles with interparticle distance.
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not occur with small colloidal particles because the energy minimum is of the same order
as the mean thermal energy of the particles, and the aggregation is easily reversed by
Brownian motion. Polystyrene latex particles of 10-um diameter aggregate in the sec-
ondary minimum [73], and the reversibility of aggregation of other polystyrene latex
particles has been shown by optical microscopy combined with high-speed cinematog-
raphy [76].

The attraction energy arises from long-range van der Waals forces; hence, it does
not vary significantly with changes in the parameters of the colloidal dispersion. In
contrast, the repulsion energy varies significantly with changes in the surface potential
of the particles and the valence of the electrolyte in the bulk solution. Consequently, in
many practical applications, the stability of the colloidal dispersion is determined by the
magnitude of the repulsion energy.

The DLVO theory describes the basic phenomena related to colloidal stability. Over
the past 40 years, much theoretical and experimental research on colloidal stability has
been carried out to confirm and extend the basic concepts of the DLVO theory. The
theoretical work comprises the development of more detailed models to evaluate both
V, and Vi. The experimental work includes measurement of the van der Waals attrac-
tion forces and the electrostatic repulsion forces, the rate of coagulation and the criti-
cal coagulation concentration, and the electrophoretic mobility and zeta potential, to gain
information on the electrical properties of the particle surface.

D. Coagulation and Flocculation of Latexes

According to the DLVO theory, colloidal particles coagulate whenever their kinetic
energy is sufficient to surmount the potential energy barrier V. Thus, the coagulation
of colloidal particles may be accelerated in two ways: (a) by reducing the height of the
potential energy barrier; (b) by increasing the kinetic energy of the particles.

1. Coagulation by Simple Electrolytes

The reduction of the height of the potential energy barrier is usually accomplished by
addition of substances that (a) neutralize the particle charge or cause the loss of the
hydration layer; (b) compress the double layer; (c) cause the surfactant to desorb from
the particle surface. The substances used to coagulate latexes include electrolytes, which
reduce the thickness of the double layer, such that attraction predominates over repul-
sion. The efficiency of coagulation is sensitive to the valence of the counterion; the
concentration of counterions required for coagulation decreases drastically with increasing
valence. In carboxyl-containing latexes, the addition of divalent metal ions causes the
formation of insoluble nonionized metallic salts, with resultant collapse of the double
layer and coagulation of the latex; the addition of strong acids gives similar results owing
to the formation of the nonionized carboxyl groups. The addition of trivalent metal ions
results in the precipitation of fine metal hydroxide particles that compete with the latex
particles for their surfactant. Other substances that can cause coagulation are water-
miscible organic solvents (e.g., alcohols or acetone), which reduce the dielectric con-
stant of the medium and dehydrate the stabilizing layer; and polymer-miscible organic
solvents (e.g., benzene or carbon tetrachloride), which swell the latex particles, increase
the volume fraction of the dispersed phase, and soften the particles, so that collisions
may no longer be elastic. The addition of surfactants of opposite charge causes coagu-
lation by charge neutralization.
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a. Kinetics of Coagulation

The coagulation of colloidal particles proceeds by three different mechanisms: (a) Brown-
ian or diffusion-controlled coagulation; (b) agitation-induced or mechanical coagulation;
(c) surface coagulation. von Smoluchowski [77] derived the following expression for
diffusion-controlled coagulation:

~dN

ko

w

where -dN/dt is the rate of disappearance of N primary particles, N, the initial number
of particles per unit volume, k, the rate constant for diffusion-controlled rapid coagu-
lation (i.e., where every particle-particle collision leads to coagulation), D the diffusion
coefficient of a single particle, R the collision radius (often taken as 2a), and W the
stability ratio.

The stability ratio W represents the retardation factor of the slow coagulation (i.e.,
when only a fraction of the particle-particle collisions leads to coagulation) compared
with rapid coagulation. The stability ratio is related to the height of the maximum of
the total potential energy curve of Fig. 2 by [78]

2
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For V. = 0, W = 1, which is the condition for rapid coagulation. The rate constant k
for slow coagulation is thus given by

k== (15)

Thus, the value of W can be determined experimentally from the rate constants for rapid
and slow coagulation.

The rate of coagulation (i.e, the rate of particle disappearance) is measured at dif-
ferent electrolyte concentrations by turbidimetry or light-scattering measurements. The
data are usually given as the variation of log W with log electrolyte concentration C,
as shown in Fig. 3. The following information can be obtained from the log W-log C,
plots:

1. The slope of the descending leg is proportional to (ay*/z?), which shows the
dependence of the stability on particle radius, surface potential, and electrolyte valence.
In contrast with the dependence on the square of the particle radius expected from theory,
the experimental stability of latexes was either independent of particle radius [79] or
decreased with increasing particle radius [80].

2. The intersection of the two lines representing slow and rapid coagulation is taken
as the critical coagulation concentration (CCC). By using an approximation of the DLVO
theory, the critical coagulation concentration was found to be proportional to (y*/4%%),
which relates it to the surface potential, Hamaker constant, and electrolyte valence. Thus,
the Hamaker constant can be obtained from the experimental determination of the critical
coagulation concentration. Also, the dependence of the critical coagulation concentra-
tion on counterion valence can be determined experimentally and compared with the
theoretical prediction of the inverse sixth-power dependence; according to the
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Fig. 3 Variation of log stability factor with log electrolyte concentration.

Schultze-Hardy rule, the ratio of critical coagulation concentrations for monovalent,
divalent, and trivalent counterions should be in the ratio of 1:0.016:0.0014,

Experimental determinations show that the critical coagulation concentration did
indeed follow the sixth-power dependence of the Schultze-Hardy rule for latex particles
of high-surface-charge density. For latex particles of low-surface-charge density (e.g.,
cleaned latex particles), however, the dependence was on the second power of the coun-
terion valence, rather than the sixth-power [80]. This lower-power dependence has a
theoretical basis in the DLVO theory [66].

b. Coagulation by Hydrolyzable Cations

Multivalent cations often undergo hydrolysis and oligomerization in aqueous solution to
give species of different net charge and adsorptive properties. The extent and nature of
the hydrolysis of the cation is strongly pH-dependent. If the hydrolysis increases the
charge of an ion, the coagulating power is increased; if the hydrolysis decreases the
charge, the coagulating power is decreased. Hydrolyzed species often exhibit strong
specific adsorption on latex particles; these species, in sufficient concentration, can even
reverse the sign of the charge on the latex particles and redisperse the flocculated par-
ticles. Matijevic et al. [81-83] studied this coagulation phenomenon extensively using
tri- and tetravalent polynuclear cations (e.g., AI**, La3*, Sc3*, Th**, or Hf**).

¢. Mechanical and Surface Coagulation

Some colloidal dispersions (e.g., latexes and iron oxide sols) that are stable indefinitely
when left undisturbed coagulate rapidly when subjected to mechanical agitation or
sparging with gas bubbles. Heller et al. [84-88] postulated that this coagulation occurred
at the water-vapor interface, and they developed a quantitative theory of surface coagu-
lation, assuming that the adsorption of primary particles at the water-vapor interface
follows a Langmuir adsorption isotherm and that the coagulation follows second-order
kinetics. The latex stability must be below a critical level for surface coagulation to
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occur. Substances that adsorb preferentially at the water-vapor interface and, thus, re-
duce the number of particles adsorbed there also render the latex immune to this type
of coagulation. Heller et al. proposed several reasons why colloidal particles that were
stable in bulk became unstable at the water-vapor interface: (a) the dielectric constant
of the liquid at or near the surface is lower than that in the bulk solution; (b) the elec-
tric double layer of a particle adsorbed at the surface is asymmetric; (c) the electrolyte
is redistributed between the surface and the bulk solution.

2. Flocculation by Polymers

Both synthetic and natural water-soluble polymers are used as flocculants for electro-
statically stabilized colloidal dispersions. These polymers flocculate stable colloidal dis-
persions in concentrations as low as 0.1-1.0 b polymer per ton suspended solids; the
large flocs settle rapidly and are easily filtered and washed; moreover, the supernatant
phase is clear. Examples of natural polymer flocculants include unmodified and modi-
fied gelatin, starches, proteins, and gums. Examples of synthetic polymer flocculants
include (a) anionic polymers, such as partially hydrolyzed polyacrylamide and poly-
(styrene sulfonate); (b) cationic polymers, such as polyamines, poly(dimethylaminoethyl
methacrylate), and polyethyleneimine; (¢) nonionic polymers, such as polyacrylamide,
methylcellulose, poly(vinyl alcohol), and poly(ethylene oxide); (d) amphoteric polymers,
such as partially hydrolyzed poly(acrylamide-co-dimethylaminoethy! methacrylate) [89].

a. Flocculation with Anchored Polymer Molecules

Several mechanisms have been proposed that require the adsorption of the polymer
flocculant on the surface of the colloid particles.

Charge neutralization [91,95]. Polymers of charge opposite in sign to the colloi-
dal particles adsorb on their surface by electrostatic attraction and neutralize their charge.
The result is both compression of the electrical double layer by the added polyelectro-
lyte (ionic strength effect) and the loss of part of the electrical double layer by specific
interaction (surface charge density effect). Both effects decrease the electrostatic repulsion
and flocculate the colloidal dispersion. Thus, this mechanism of flocculation is relatively
insensitive to the molecular weight of the polymer.

Polymer bridging. The polymer bridging mechanism [90,92-94,96,97,102-105],
involves the adsorption of a single polymer molecule on more than one colloidal par-
ticle to form polymer bridges and destabilize the dispersion (Fig. 4). One argument that
supports this mechanism is that negatively charged colloidal particles can be flocculated
with anionic polyeletrolytes. The efficiency of flocculation by bridging is enhanced when
(a) each polymer molecule has more than two adsorbable segments; (b) the polymer

Fig. 4 Flocculation of two colloidal particles by bridging with a single polymer molecule.
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molecules are rigid, extended, and long enough to adsorb on more than two particles;
(c) the amount of polymer added is considerably less than the maximum amount that can
be adsorbed on the colloidal particles, so that there is a greater chance that a single
adsorbed polymer molecule extends from one particle to another. Thus, flocculation by
bridging occurs most efficiently over a narrow range of low polymer concentrations in
which the surface coverage of the particles is less than one-half the saturation value. As
a result, this type of flocculation is critically sensitive to the molecular weight of the
polymer.

Another mechanism of flocculation by bridging [106] involves the interaction of
polymer molecules adsorbed on different particles to cause flocculation (Fig. 5). The
efficiency of flocculation by this mechanism is enhanced when (a) the polymer molecules
are very long: (b) the affinity of the interacting polymer molecules is great; (c) the
surface coverage of the colloidal particles is so high that few adsorption sites are un-
occupied.

Interaction between polymer and adsorbed surfactant. Schlueter [100] studied the
agglomeration of potassium oleate-stabilized poly(styrene-co-butadiene) rubber latex by
poly(ethylene oxide) and postulated that the poly(ethylene oxide) formed a complex with
the anionic surfactant that increased the sensitivity of the particles to electrolyte. Saito
and Fujiwara [101] postulated that poly(acrylic acid) formed in insoluble complex with
nonionic surfactant, which in the presence of electrolyte caused the flocculation of an
acrylic copolymer latex.

b. Flocculation with Free Polymer Molecules

Several mechanisms have been proposed that do not require the adsorption of polymer
flocculant on the surface of the colloidal particles.

Polymer network. The polymer network theory [98,99] comprises the formation
of a network of polymer flocculant molecules in solution that entraps the colloidal par-
ticles and, thus weighted, subsides, leaving a clear supernatant layer. The polymer
molecules, whether randomly coiled or extended and rigid, are bound together by as-
sociative bonds at various points along the polymer chains to form a network that ex-
tends throughout the solution. These associative bonds may be hydrogen bonds, interchain
cross-links by di- and trivalent metal ions, van der Waals bonds, or other types. This
network must form quickly after the polymer flocculant solution is mixed with the col-
loidal dispersion. The colloidal particles, moving about with their characteristic Brownian
motion, become enmeshed or entrapped in this newly formed network. The attachment
of a colloidal particle to the polymer network increases its aggregate mass considerably;

Fig. 5 Flocculation of two colloidal particles by bridging with two or more polymer molecules.
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as more and more particles become attached, the mass increases to the point where the
network begins to subside, entrapping more particles and sweeping the aqueous phase
clear of unattached particles.

Depletion flocculation. The addition of a given concentration of polymer to a stable
colloidal dispersion often results in the flocculation of the dispersion [85,86]. This type
of flocculation does not require the adsorption of the polymer molecules on the surface
of the colloidal particles. Instead, the flocculation is the result of the expulsion or deple-
tion of the free polymer molecules from the interparticle region, which leads to an ef-
fective attraction between the colloidal particles, causing their flocculation. Feigin and
Napper [108] coined the term depletion flocculation to describe this phenomenon and
developed a theoretical treatment of it [107] based on earlier work by Asakura and
Oosawa [109], who demonstrated that the average segment density of polymer molecules
near a particle surface is less than in the bulk solution. Others [110,111] showed that
sterically stabilized polystyrene latex particles were flocculated by the addition of poly-
(ethylene oxide) and also developed a theoretical treatment [112] that comprised the
construction of a three-component latex particle-solvent-polymer phase diagram and
analyzed the stability or instability behavior of the dispersions in terms of the free en-
ergy of flocculation, which is equal to zero at the instability boundary line.

Vrij [113] predicted, on theoretical grounds, that a system comprising a mixture of
sterically stabilized particles and polymer molecules would show phase separation.
DeHek and Vrij [114] also showed that lyophilic silica particles dispersed in cyclohex-
ane were flocculated by addition of polystyrene; the system separated into a lower silica-
rich layer and an upper layer of polystyrene solution in cyciohexane. More recently,
Sperry et al. [115] confirmed the depletion flocculation of acrylic copolymer and poly-
styrene latexes stabilized by hydroxyethyl cellulose.

Walz and Sharma [116] used a force balance approach to calculate the depletion
force between two changed spheres in a solution of charged spherical macromolecules
and found that the depletion effect can either enhance the stability of the colloidal dis-
persion or induce flocculation.

These principles are applicable to the flocculation of latexes by water-soluble poly-
mers, not only in the treatment of wastewater-containing latex particles, but also in the
use of polymers in the preparation, poststabilization, and formulation of latexes. Gen-
erally, latexes are flocculated by low concentrations of water-soluble polymers and sta-
bilized by higher concentrations; an example of the classic sensitization-stabilization
effects of protective colloids on colloidal sols. In latex preparation, the concentration of
water-soluble polymer is relatively high at low conversions, but decreases with increasing
conversion, so that flocculation is unlikely. In latex poststabilization, the first increments
of added water-soluble polymer are in low concentration relative to the latex polymers;
hence, flocculation is possible, even though the intended outcome is stabilization. In latex
formulation, the water-soluble polymer may be added as one of the components of the
system (e.g., a pigment dispersion prepared using a water-soluble polymer dispersant
or a water-soluble polymer added to the coating composition to adjust its viscosity) so
that flocculation is possible.

3. Diffusion-Controlled Versus Agitation-Induced Cogulation

Theories have been developed for diffusion-controlled and agitation-induced coagulation.
The von Smoluchowski theory of diffusion-controlled coagulation [77] assumed that, in



Theory of Colloids 111

a stable colloidal sol comprising uniform-sized primary particles, each primary particle
acts as a center to which other particles diffuse and flocculate, and that all particle-
particle collisions result in flocculation and coagulation; however, only a certain pro-
portion of the particle-particle collisions result in flocculation and coagulation because
of the potential energy barrier between the particles. The theory for agitation-induced
coagulation [117,118} shows that the probability of collision J of a central particle i of
N particles per cubic centimeter with another particle j is

_ 3ﬂ)
J mmm&%ﬂ (16)

where R; is the collision radius and (du/dz) is the velocity gradient. This equation is
difficult to test experimentally because the velocity gradient varies from one part of the
sample to another; however, the probability of agitation-induced coagulation can be
related to that of diffusion-controlled coagulation [118], which is

I = 4xD, RN a7

where [ is the probability of diffusion-controlled (Brownian) collisions. The ratio of these
probabilities is given by

J (R (duldz)

1
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where 1 is the viscosity of the medium and % the Boltzmann constant.

For a colloidal sol of 0.1-um-particle size and a velocity gradient of 1 s7!, the ratio
J/I is about 1073; that is, initially, the agitation-induced coagulation is negligible com-
pared with the diffusion-controlled coagulation; however, as the coagulation proceeds
and the particle aggregates grow in size, J/I increases; for example, at an average di-
ameter of about 1 pm, the contributions of diffusion-controlled and agitation-induced
coagulation are about the same, and J/I is about 1; at an average diameter of about 10
um, the contribution of agitation-induced coagulation is much greater than that of dif-
fusion-controlled coagulation and J/I is much greater than unity.

The foregoing estimated J/I ratios show that, for an agitated industrial coagulation
that proceeds from a small primary particle size to large aggregates, the predominant
mechanism shifts from diffusion-controlled coagulation to agitation-induced coagulation,
and the growth of aggregates by agitation-induced coagulation is autoaccelerating.

The literature contains many examples of attempts to reconcile agitation-induced
coagulation with diffusion-controlled coagulation, (e.g., Van de Ven and Mason [119]
Zeichner and Showalter [120,121] developed trajectory analyses for two-sphere mod-
els in a shear field).

E. Summary

The stability of colloidal sols against flocculation or coagulation usually results from
electrostatic or steric stabilization. The electrostatic stabilization is based on the pres-
ence of charges on the surface of the colloidal particles. When two particles approach
one another, the interaction of their electric double layers results in a positive change
in the free energy of interaction which, in turn, results in repulsion between the two
particles.
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The electrostatic stabilization has been described quantitatively by the DLVO theory.
The coagulation of electrostatically stabilized latexes results from the addition of sub-
stances that destroy their stabilizing mechanism or increase their kinetic energy by tem-
perature or agitation, which increases the probability of particle-particle interaction at
small separation distances.

lll. STERIC STABILIZATION OF LATEXES
A. Introduction

Steric stabilization refers to the prevention of flocculation of colloidal particles by the
adsorption of nonionic polymer molecules [122]. The term protection was used earlier
to denote the stabilization by naturally derived molecules {123]. Steric stabilization may
be distinguished from protection by the absence of any electrostatic component in steric
stabilization. Napper [124] pointed out that the term steric as used in this context has
a broad thermodynamic connotation, rather than the usual organic chemical meaning.

Steric stabilization may be combined with electrostatic stabilization (e.g., in the case
of stabilization by polyelectrolytes and ionogenic comonomeric surfactants). Sterically
stabilized colloidal dispersions are more stable to added electrolytes, mechanical shear,
and freezing-and-thawing than comparable electrostatically stabilized dispersions. Another
advantage of steric stabilization is that it functions well in both aqueous and nonaqueous
systems.

Even though steric stabilization has been traced back to the oldest technology known
to mankind, that of ancient Egypt [125], only recently has an understanding of the
mechanism by which adsorbed polymers stabilize colloidal particles been developed.
Steric stabilization is the subject of several excellent review articles [126~132] and a
comprehensive monograph [133], with a special section on the preparation of sterically
stabilized latexes.

B. Adsorption of Polymers on Latex Particles

The adsorption of polymers on colloidal particles is important in flocculation and sta-
bilization. Naturally occurring polymers have long been used as surfactants. Synthetic
polymers have also been used as surfactants; these can be tailor-made for a specific
function (e.g., homopolymers or random copolymers for flocculating agents and block
or graft copolymers for stabilizers). These tailor-made polymer surfactants include an-
ionic, cationic, nonionic, and amphoteric types, according to the functionality of the
stabilizing polymer molecule.

1. General Features of Polymer Adsorption

The general features of the solution properties of polymer surfactants and their adsorp-
tion on colloidal particles are as follows:

1. The molar critical micelle concentrations of polymer surfactants are much lower
than those of conventional low molecular weight surfactants because of the high
molecular weight of the polymer molecules.

2. The adsorption of polymer surfactants occurs only if the adsorption energy at
the interface is sufficient to compensate for the loss of entropy of the poly-
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mer molecules on leaving the bulk solution and adsorbing on the particle sur-
face. Here, the adsorption of polymers is similar to that of conventional low
molecular weight surfactants. For the polymer molecules, however, the loss
of entropy (increase in free energy) is due to the restriction of the three-di-
mensional random coil on the two-dimensional particle surface.

3. The extent of adsorption of polymer molecules on any substrate is determined
by the polymer-solvent and solvent-surface interactions. A complicating fac-
tor is the conformation of the adsorbed polymer molecule on the surface. The
number of conformations that a polymer molecule can adopt at an interface
increases rapidly with increasing molecular weight and is a strong function of
the flexibility of the polymer molecule. These conformations largely determine
the configurational entropy and enthalpy of adsorbed polymer molecules, and
these, in turn, are needed to calculate the extent of adsorption.

4. The larger the polymer molecule, the greater is the number of possible ad-
sorption contacts per molecule. This results in a large net adsorption energy
for polymer molecules, even if the energy of individual contacts is low.

5. The amount of the polymer adsorbed per unit area is far greater than that re-
quired for the monolayer adsorption of monomer molecules. Jenckel and Run-
bach [134] proposed a model to explain this phenomenon, in which each poly-
mer molecule is attached to the surface by a sequence of adsorbed segments
(trains), separated by sequences that extend into the solution (loops).

6. Because of their large size, the polymer molecules in solution diffuse to the
surface slowly, which accentuates the importance of the porosity of the adsor-
bent.

7. There is a high probability that, owing to their topological nature, the adsorbed
polymer molecules remain in a metastable entangled conformation at the sur-
face, rather than adopting the conformation of lowest energy.

2. Theoretical Considerations of Polymer Adsorption

Several theories have been developed to describe the adsorption and conformation of
polymer molecules on the colloidal particle surface [135-140]. Most of these theories
are based on the following assumptions: (a) the structure of a polymer molecule can be
represented by a flexible chain of segments; (b) all or some of these segments can ab-
sorb on the particle surface; (c) the particle surface is plain and structureless; (d) an
adsorbed polymer molecule consists of alternating trains of segments in contact with the
surface and loops of segments extending away from the surface. Some theories treated
the adsorption of isolated polymer molecules without consideration of interactions with
other adsorbed polymer molecules. Other theories made assumptions about excluded
volume effects [141], polymer-solvent interactions [142], and the distribution of surface
adsorption sites.

The main objectives of these theories was to predict the dependence of the concen-
tration of polymer adsorbed per unit area, the fraction of polymer segments in trains,
and the thickness of the adsorbed layer on polymer concentration, molecular weight,
structure, polymer-solvent interaction, temperature, and energy of adsorption. Thus, the
problem was to calculate the most probable configuration of the adsorbed polymer mol-
ecule and, hence, its chemical potential. Equating this potential to the chemical poten-
tial of the polymer molecules in the bulk solution gives the adsorption isotherm.
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For an isolated adsorbed polymer molecule, theory predicts that (a) the distributions
of train and loop sizes are broad; (b) low adsorption energies favor longer loops and
shorter trains; high energies, shorter loops and longer trains; (c) the number of segments
in contact with the surface increases with an increase in energy, sharply when the ad-
sorption energy is low and much less rapidly when it is high; (d) the lengths of the loops
and trains are independent of the molecular weight; (e) greater flexibility of the poly-
mer molecules favors shorter loops and trains.

For polymer adsorption at low surface coverage (neglecting adsorbed polymer-
polymer interactions) (a) the adsorption is proportional to the solution concentration, and
the logarithm of the initial gradient of the adsorption isotherm is proportional to the
polymer molecular weight; (b) for a given differential free energy of adsorption between
the solvent molecules and the polymer segments, there is a critical flexibility for the
polymer molecule below which no adsorption occurs; similarly, for a given degree of
flexibility, there is a critical differential free energy of adsorption (which is lower with
increasing flexibility); (c) just above the critical value of the free energy of adsorption,
the fraction of segments adsorbed in trains increases rapidly before leveling off at higher
values of the free energy of adsorption; at these higher values of differential free en-
ergy, the average loop size is small and the average train length is large; (d) the num-
ber of segments adsorbed in trains is proportional to the molecular weight at constant
flexibility and differential energy of adsorption.

For polymer adsorption at higher surface coverage (at which adsorbed polymer-
polymer interactions are important): (a) the adsorption of polymer rises steeply at low
solution concentrations and then levels off, although no horizontal plateau is reached and
the gradient remains positive; (b) the adsorption of segments in trains reaches a limit-
ing value and then slowly increases with increasing solution concentration because of
the increasing number of segments in loops; (c) the higher the polymer molecular weight,
the greater is the concentration of polymer adsorbed in the near-plateau region, owing
to the increased volume of the polymer in the loops; (d) at the 8 point (the point at which
the second virial coefficient of the polymer molecule in the solvent is zero), the size of
the loops increases with increasing polymer molecular weight. The mean square distance
of the segments from the surface <z?>> is approximately proportional to the polymer
molecular weight. The better the solvent relative to a 0 solvent, or the more flexible the
polymer molecule, the smaller is the limiting value of <z>> and the concentration of
polymer adsorbed. For high molecular weight polymers adsorbed from better than 0 sol-
vents, the isotherms resemble Langmuir isotherms. The limiting adsorption arises from
the mutual repulsion of polymer loops, giving rise to an osmotic effect.

The segment density distribution of the adsorbed polymer molecules normal to the
interface is of special importance in the theory of steric stabilization. Hoeve [140] cal-
culated this distribution for an adsorbed homopolymer of loops and trains, using ran-
dom-flight statistics, and showed that there was a discontinuity in the distribution at a
distance from the interface corresponding to the thickness of the trains, beyond which
the segment density fell exponentially with distance. Meier [143] developed an equation
for the segment density distribution of a polymer molecule with a single terminally
adsorbed tail. Hesselink [144,145]} corrected Meier’s theory and developed a theory for
the segment density distribution of homopolymers and random copolymers adsorbed with
single tails and loops.
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3. Experimental Techniques of Polymer Adsorption

The most important characteristic of polymer adsorption relative to stabilization and
flocculation of latexes is the structure of the adsorbed layer. The properties of this layer
are defined by (a) the adsorption density; (b) the fraction of segments in trains; (c) the
segment density distribution normal to the interface; (d) the thickness of the adsorbed
layer; (e) the net interaction energy between the surface and the polymer molecules. The
experimental techniques used in the determination of these parameters are described in
detail in two books [146,147] and outlined in a review article [132].

The adsorption density is usually determined from the concentrations in bulk solu-
tion before and after adsorption. The fraction of segments in trains is determined by
shifts in the infrared adsorption spectra of adsorbed polymer molecules in bulk solution,
by laser Raman spectroscopy, or by 'H or 1’C nuclear magnetic resonance spectroscopy.
The segment density distribution normal to the interface is determined by direct mea-
surement of the interaction force between particles with adsorbed layer as a function of
distance of separation. The thickness of the adsorbed polymer layer is usually measured
by hydrodynamic techniques (e.g., viscosity, photon correlation spectroscopy, ultracen-
trifugation, electrophoresis, and ellipsometry) that give the distance of the plane of shear
from the interface. The net interaction energy between the surface and the adsorbed
polymer molecules is measured by microcalorimetry.

The effects of experimental parameters such as the polymer concentration, molecular
weight, solvency, and temperature, on the adsorption isotherms of polymers on latex
particles have been described (see Refs. 148-157].

C. Preparation of Sterically Stabilized Latexes

The most effective steric stabilizers comprise two parts: (a) one that is insoluble in the
dispersion medium and anchors the stabilizer to the particle surface; (b) another that is
soluble in the dispersion medium and imparts stability. The stabilizers that provide the
best stability are graft copolymers with insoluble backbones and soluble sidechains, or
block copolymers with soluble and insoluble blocks. These polymer molecules can be
anchored to the particle surface, either physically or chemically. The physically anchored
stabilizer can be displaced from the particle surface by the approach of another particle,
which may lead to flocculation. Unlike the physically anchored stabilizer, the chemi-
cally anchored stabilizer cannot desorb from the particle surface at the approach of
another particle; thus, it can impart better stability to the colloidal dispersion. The physi-
cally anchored stabilizer can impart good stability, however, if the particle surface is
completely covered to prevent lateral movement of the stabilizer with the approach of
another particle.

The monograph by Barrett [133} describes the two general methods of preparation
of sterically stabilized latexes: (a) the generation of latex paraticles in the presence of
the steric stabilizer, which may be prepared beforehand or in situ; (b) the addition of
steric stabilizer to an already prepared latex as a poststabilizer.

D. Types and Origins of Steric Stabilization

Our knowledge of the forces that can lead to short-range repulsion in sterically stabi-
lized dispersions is still uncertain; however, Napper [124,125,158] used the second law
of thermodynamics to identify these basic mechanisms of steric stabilization: (a) entropic
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stabilization; (b) enthalpic stabilization; (c) combined enthalpic-entropic stabilization.
According to the second law of thermodynamics, the change in the Gibbs free energy
of close approach AGy for two sterically stabilized particles is

AGy = AHg - TAS, (19)

where AHy is the change in enthalpy, ASg the change in entropy, and T is the tempera-
ture. At constant temperature and pressure, the change in the Gibbs free energy must
be negative for the close approach of the particles (i.e., flocculation) to be thermody-
namically feasible; conversely, it must be positive for the particles to be stable. Table
1 gives the three different mechanisms of steric stabilization and the ways of obtaining
a positive AGy for each of them [124].

1. Entropic Stabilization

Entropic stabilization arises when the change in entropy opposes flocculation and the
product of the temperature and the entropy change outweighs the change in enthalpy.
Since TASy usually decreases with decreasing temperature, the enthalpy and entropy
terms become equal and flocculation occurs. Thus, entropically stabilized dispersions are
characterized by their tendency to flocculate after cooling.

A typical entropically stabilized latex comprises poly(methyl methacrylate) particles
dispersed in n-heptane and stabilized with a chemically bound poly(methyl methacry-
late)-poly(12-hydroxystearic acid) graft copolymer [159]. To prepare the graft copoly-
mer stabilizer, glycidyl methacrylate was condensed with poly(12-hydroxystearic acid)
to form a macromonomer, which was then copolymerized with methyl methacrylate to
form a “comb” or feather-like polymer comprising a linear poly(methyl methacrylate)
with poly(12-hydroxystearic acid) side chains. This graft copolymer readily adsorbs on
the poly(methyl methacrylate) latex particles nucleated in its presence. Moreover, heating
the system in the presence of a base catalyst covalently bound the comb polymer to the
particle surface. Table 2 gives other examples of entropic (and enthalpic) stabilizers
[159].

Napper [124] attributed the repulsion between entropically stabilized latex particles
on close approach to a decrease in the configurational entropy of the chain on interpen-
etration or compression coupled with a corresponding decrease in entropy of mixing of
the polymer segments with solvent. The solvency of the dispersion medium for the sta-
bilizing chains is an important parameter in sterically stabilized latexes. According to
Fischer [161], then later, Ottewill [127,162], the solvent must be a better than 9 sol-
vent for the stabilizing chains for the dispersion to be stable. In 6 solvents, the poly-
mer molecules behave as if they are noninteracting point molecules; consequently, AGy
is zero and the dispersion is unstable.

Table 1 Three Types of Steric Stabilization

AHy ASy (AHR)/T(ASR) Stability type
Negative Negative <l Entropic

Negative Positive <1 Enthalpic

Positive Negative s1 Combined enthalpic-entropic

Source: Ref. 124,
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Table 2 Classification of Steric Stabilizers

Dispersion medium

Dispersion
Stabilizer Type Example type Ref.
Poly(lauryl methacrylate) Nonaqueous n-Heptane Entropic 163
Poly(12-hyroxy stearic Nonaqueous n-Heptane Entropic 163
acid)
Polystyrene Nonaqueous Toluene Entropic 170
Polyisobutylene Nonaqueous n-Heptane Entropic 171
Poly(ethylene oxide) Nonaqueous Methanol Entropic 166
Polyisobutylene Nonaqueous 2-Methylbutene Enthalpic 169
Poly(ethylene oxide) Aqueous 0.48 M MgSO, Enthalpic 164,167
Poly(vinyl alcohol) Aqueous 2 M NaCl Enthalpic 158
Poly(methacrylic acid) Aqueous 0.02 M HCI Enthalpic 168
Poly(acrylic acid) Aqueous 0.2 M HCI Entropic 168
Polyacrylamide Aqueous 2.1 M (NH,),S0, Entropic 168
Poly(vinyl alcohol) Mixed Dioxane/water Combined 158
Poly(ethylene oxide) Mixed Methanol/water Combined 166

Source: Ref. 151.

As stated earlier, entropically stabilized latexes can be flocculated by reducing the
TASg term (i.e., by cooling the latex). Another method is to increase the AHy term at
constant temperature, which can be achieved by adding a nonsolvent to the dispersion
medium. The poly(methyl methacrylate) latex particles stabilized with the poly(methyl
methacrylate)-poly(12-hydroxystearic acid) graft copolymer stabilizer can be flocculated
by addition of nonsolvent ethanol to the n-heptane medium.

2. Enthalpic Stabilization

Enthalpic stabilization arises when the change in enthalpy opposes flocculation and out-
weighs the product of the temperature and the change in entropy. When an enthalpically
stabilized dispersion is heated, TASy usually increases more than AHpg, and at the 6
temperature, the two terms become equal. Thus, in contrast with entropically stabilized
dispersions, enthalpically stabilized dispersions are characterized by their tendency to
flocculate on heating.

A typical enthalpically stabilized latex comprises poly(vinyl acetate) particles dis-
persed in water and stabilized with a physically adsorbed poly(ethylene oxide)-poly(vinyl
acetate) or —poly(methyl methacrylate) block copolymer [164]. These block copolymers
readily adsorb on the poly(vinyl acetate) latex particles nucleated in their presence, with
the poly(vinyl acetate) or poly(methyl methacrylate) blocks serving as anchors and the
poly(ethylene oxide) blocks servicing as stabilizing chains. Table 2 gives other examples
of enthalpically stabilized latexes.

Napper [124] attributed the repulsion between enthalpically stabilized particles on
close approach to the release of hydrogen-bonded water molecules (water of hydration)
from the poly(ethylene oxide)-stabilizing chains, with the energy (about 0.5 kT/mol)
required to break the hydrogen bonds corresponding to the repulsive energy barrier for
stabilization. Thus, the more highly hydrated ions, such as Li*!, Mg*2, and Ca*?, shouid
be more effective flocculants, and the more poorly hydrated ions, such as Rb*! and
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Cs*1, poorer flocculants. Experimentally, the reverse was found [143], which suggests
that flocculation is not merely the result of dehydration of the poly(ethylene oxide)
chains, but more likely, the effect of the electrolyte on the association properties of water
and the change in solvency with its addition, to make the dispersion medium a solvent
for the stabilizing chains.

3. Combined Enthalpic-Entropic Stabilization

Both the change of enthalpy and the change of entropy oppose flocculation if AHy is
positive and ASy is negative. In this case, flocculation would not occur, at least at prac-
tical temperatures, because the 6 temperature would be negative. Examples of latexes
stabilized by combined enthalpic-entropic stabilization are rare. Napper and Netschey
[158,166] described a few poly(vinyl acetate) latexes stabilized by this mechanism (see
Table 2).

E. General Considerations of Steric Stabilization

1. The general term steric stabilization encompasses enthalpic, entropic, and com-
bined enthalpic-entropic stabilization.

2. Enthalpic stabilization is more common for aqueous latexes, and entropic sta-
bilization is more common for nonaqueous latexes [172]; however, the prepa-
ration of aqueuos entropically stabilized latexes [168] and nonaqueous enthal-
pically stabilized latexes [169] has been reported [150].

3. A given polymer may stabilize latex particles by different mechanisms in dif-
ferent media (e.g., poly(ethylene oxide) is an enthalpic stabilizer in water and
an entropic stabilizer in methanol; see Table 2.

4. Napper, along with Evans and Davison [158,164,167-169], found a strong
correlation between the critical flocculation point of sterically stabilized latexes
with the 6 point of the stabilizer in the dispersion medium. In contrast, Osmond
et al. [173] argued that this correlation was fortuitous and an artifact of the
method of determining the 6 point. In return, Napper [160] argued that the
correlation was observed independently of the method used to determine the
6 point.

5. This correlation between the critical flocculation point and the © point is ob-
served only if the surface of the latex particle is fully covered by stabilizer;
in dispersion media that are better than 6 solvents, flocculation occurs at less
than full surface coverage, perhaps because of lateral movement of the stabi-
lizer, desorption of poorly anchored stabilizer, or bridging of the particles by
the stabilizer chains.

6. If the stabilizer chain is anchored to the latex particle surface at too many
points (multipoint anchoring), the best stability is observed in media that are
poorer than 8 solvents (rather than 6 solvents) for the stabilizing chains; this
behavior was observed [174] at low pH for aqueous latex particles with car-
boxylic acid surface groups stabilized by poly(ethylene oxide); this phenom-
enon, which is called “enhanced” steric stabilization [78], was explained by
Smitham and Napper (175) in terms of two different effects that contribute to
the stability in poorer than 6 solvents: (a) the “loopy” conformation of the
polymer that results in small segment densities in the outer regions of the sta-
bilizing layer and, hence, a decrease in the total steric attraction of the par-
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ticles; (b) the changes in the thermodynamic parameters governing the
segment-solvent interactions.

7. Sterically stabilized latexes can be flocculated by a change in temperature or
pressure, or by the addition of a nonsolvent for the stabilizer molecules.

8. The 6 point should be independent of the molecular weight of the stabilizer,
because it is a measure of the magnitude of the segment-solvent interaction;
Evans and Napper [176] showed that a 1000-fold change in the molecular
weight of poly(ethylene oxide) scarcely altered the 6 temperature or the criti-
cal flocculation temperature of poly(ethylene oxide)-stabilized latexes.

9. Napper [163,167] also showed that the critical flocculation point is essentially
independent of the latex particle size, the polymer composition, and the com-
position of the anchor polymer, which is insoluble in the dispersion medium.

F. Quantitative Theories of Steric Stabilization

The determination of the steric repulsion force as a function of the particle separation
distance is not as quantitative as that of the electrostatic repulsion and van der Waals
attraction forces. Certainly, the steric repulsion force is of shorter range than the elec-
trostatic and van der Waals forces; moreover, it increases rapidly with decreasing dis-
tance of separation [177].

The total energy of interaction Vi between two colloidal particles stabilized by both
electrostatic and steric repulsion is

Vi= Ve + V, + Vs (20)

where V; is the electrostatic repulsion energy, V, the van der Waals attraction energy,
and Vg the steric repulsion energy. Both V; and V, can be calculated according to the
DLVO theory after modification to take into account the presence of the adsorbed poly-
mer layer on the surface of the particles. The main effect of this adsorption was a de-
crease in the Stern potential and, hence, the electrostatic repulsion [128,179]; its effect
on the energy of attraction between colloidal particles has been treated by Vold [180]
and Ottewill [128]; the increase in the thickness of the adsorbed layer results in a drastic
decrease in the attraction between the particles, and, hence, a considerable increase in
stability.

Napper [160] noted that the magnitude of the van der Waals attraction forces be-
tween the latex particles stabilized by polymer molecules of molecular weight greater
than 10% are negligibly small. Consequently, he concluded that the mechanism of floc-
culation of sterically stabilized latexes can be explained by the attraction between polymer
molecules in slightly poorer than 6 solvents, rather than the van der Waals attraction
forces between the particles, in the mechanism for electrostatically stabilized latexes.

Several theories have been proposed over the past 30 years to account quantitatively
for the steric stabilization term V; in Eq. (20), but no clear picture of the underlying
physical principles has yet emerged. A review of the state of the art can be found in
several publications [126-132,180]. All attempts to calculate the magnitude of Vg were
based on model-dependent statistical thermodynamic theories. Most models involve
polymer molecules anchored (irreversibly attached) to the particles and projecting into,
and being dissolved by, the dispersion medium. Three different approaches were used
to calculate Vg.
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1. The Entropy Theory Approach

The collision of two particles with adsorbed polymer layers is elastic in the same sense
that rubber is elastic. These elastic collisions result in the loss of configurational entropy
of the adsorbed polymer molecules, which is used to calculate the free-energy change,
assuming that the enthalpy effects are negligible. Mackor [181] and Mackor and van der
Waals [182] considered the simplest case of a rigid rod attached to a flat plate and ca-
pable of free rotation about the point of attachment. Clayfield and Lumb [183-187]
allowed for the flexibility of this attached rod by computer simulation. Osmond et al.
[173] asserted that this was the best approach developed thus far, but Napper [160]
disagreed on the grounds that the Clayfield and Lumb approach lacked the physical
meaning of the loss of entropy and failed to predict the incipient flocculation near the
0 point, which was observed experimentally.

2. The Fischer Solvency Approach

The solvency approach was first described by Fischer [161] and later applied to steric
stabilization calculations by Ottewill [127]. When two particles with adsorbed polymer
layers undergo Brownian collision, the chemical potential of the solvent in the interac-
tion zone decreases, thereby establishing a gradient between the solvent in this zone and
that in the external dispersion medium. The net result is that solvent in the external
dispersion medium diffuses into the interaction zone, thus forcing apart the polymer
chains and the particles on which they are adsorbed.

3. The Combined Entropy-Solvency Approach

All recent theories agreed that both the entropy and the solvency approaches should be
combined to account for the steric stabilization forces. Meier [188] combined the Mackor
and Clayfield-Lumb entropy approaches with the Fischer solvency approach; he assumed
that repulsion is due to two phenomena: (a) the loss in configurational entropy (the elastic
term which Hesselink et al. [189] referred to as the volume restriction effect); (b) the
possible change in the free energy of mixing of polymer segments and solvent as the
segment density increases in the interaction zone (the mixing term, which Hesselink et
al. [189] referred to as the osmotic pressure effect). The elastic term was estimated from
the diffusion equation; the mixing term using the Flory-Krigbaum theory (190) for the
mixing with solvent molecules of the randomly oriented polymer molecules, for which
the centers of gravity are fixed in space. Meier used an incorrect derivation of the seg-
ment density distribution function and, thus, underestimated the mixing contribution.

Hesselink et al. [189,191] corrected Meier’s error and extended the calculation for
both tails and loops of the adsorbed polymer molecules to give the repulsive potential
energy AGy:

AGg = AGyp + AGy 20
where AGyy is the free energy change due to volume restriction, and AG,, the free
energy change due to mixing. The final equation is:

AGR = VKTV 4 + 221/9)3 V% T (e - 1) <r?>12M; 4

AGyg— | AGw I (22)
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where o is the intramolecular expansion parameter for the polymer in free solution (equal
to the ratio of perturbed to unperturbed end-to-end distances of the free polymer mol-
ecule (o = 1 for a good solvent and o < 1 for a poor solvent); <r?>>2 is the root-
mean-square end-to-end length of the polymer molecule; v the number of molecules per
unit surface area; d the distance between two plates; i the number of segments per tail; X
the average number of segments per loop; V,; 5 the volume restriction function; M; ,
the mixing function.

Hesselink et al. [189] tabulated numerical functions of V,; , and M, 5. Their cal-
culations predicted that (a) the stability-instability boundary of sterically stabilized la-
texes depends on the molecular weight of the stabilizer molecules; (b) stability should
be observed in poorer than 6 solvents; (c) there should be no correlation between the
critical flocculation point and the 0 point. These conclusions were challenged by Evans
and Napper {176] on the grounds that the theoretical predictions were in disagreement
with their experimental results. Napper {165] and Evans and Napper [192] attributed this
discrepancy to “an insidious difficulty that intrudes when the entropy and solvency theo-
ries are combined” (i.e., the osmotic term calculated by Hesselink et al. incorporated
the effect of the volume restriction term).

Osmond et al. [173] argued against this explanation of the discrepancy and asserted
that Hesselink et al. and Evans and Napper, actually compared different modes of floc-
culation behavior: Evans and Napper were concerned with incipient phase separation-
type flocculation; Hesselink et al. were concerned with predicting the conditions for weak
pseudosecondary minimum flocculation in which the long-range van der Waals forces
are still strong enough to cause coagulation. Later, Napper [160] agreed that his pre-
vious explanation of the discrepancy between his experimental results and the predic-
tions of Hesselink et al. was incorrect, but not for the reasons presented by Osmond
et al. {173]; instead, he attributed the discrepancy to the use of the segment density dis-
tribution function that extended to infinity, which in the theory of Hesselink et al. gave
a significant elastic contribution at separation distances that, in Napper’s opinion, ob-
viated any correlation between the 0 point and the critical flocculation point, and would
be strongly dependent on molecular weight, as predicted by the calculations of Hesselink
et al.

Both Napper [160] and Osmond et al. [173] agreed that the main problem in the
calculation of the steric stabilization forces lies in the development of the model and the
method of computation of both the mixing and the elastic terms within the interaction
zone between the two particles without artificial separation. Both had high hopes that
the newly developed theoretical calculations by Dolan and Edwards [193,194}] offered
significant potential in the calculation of the steric stabilization forces.

Figure 6 shows the potential energy-distance curve for sterically stabilized particles,
assuming the potential energy curves are additive [195]. The net interaction at small
distances is repulsion, in contrast with the attraction observed for the combination of
electrostatic repulsion with London-van der Waals attraction; with increasing distance,
this repulsion decreases, sharply at first, and then more slowly, to zero. The electro-
static repulsion barrier can be reduced by addition of electrolyte and, at high electro-
lyte concentrations, the double layer is compressed to a minimum. If the addition of
electrolyte has no effect on the steric stabilization layer, the potential energy-distance
curve would be the same as for sterically stabilized neutral particles, as shown in Fig.
7 [195]. The net interaction at small distances is repulsion, which decreases sharply to
a shallow minimum of attraction.
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Fig. 6 Potential energy-distance of separation curve for combined steric and electrostatic sta-
bilization. (From Ref. 195.)

G. Flocculation of Sterically Stabilized Latexes

The flocculation of sterically stabilized latexes differs from that of electrostatically sta-
bilized latexes in many respects: (a) Electrostatically stabilized latexes are sensitive to
electrolytes; sterically stabilized latexes are not. (b) For electrostatically stabilized la-
texes, the effectiveness of the counterions in flocculation increases with increasing va-
lence, according to the Schulze-Hardy rule; for sterically stabilized latexes, counterions

POTENTIAL ENERGY

Fig. 7 Potential energy-distance of separation curve for steric stabilization of neutral particles.
(From Ref. 195.)
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of higher valence are usually less effective in flocculation. (c) Sterically stabilized la-
texes often flocculate on cooling or heating; electrostatically stabilized latexes are gen-
erally much less sensitive to temperature, although they may coagulate on heating.

According to Napper’s classification of sterically stabilized latexes, flocculation may
be induced by (a) changing the temperature at constant pressure; (b) changing the pres-
sure at constant temperature; (c) changing both the temperature and pressure; (d) add-
ing nonsolvent (including salt) at constant temperature and pressure.

For well-anchored stabilizers that fully cover the particle and do not exhibit multi-
point anchoring, Napper found a strong correlation between the critical flocculation point
and the 0 point for the stabilizing chains in free solution.

Latex particles stabilized with high molecular weight polymers cannot approach each
other closely enough for the van der Waals dispersion attraction to be significantly
greater than the thermal energy; therefore, these dispersion forces have a negligible effect
in inducing flocculation; instead, the flocculation is due to the attraction between the
polymer molecules in the poorer than 0-solvent.

Sterically stabilized latexes may be flocculated by addition of a low concentration
(10-20 ppm) of a second polymer; homopolymers or simple random copolymers are best
suited as flocculants; water-soluble polymers used as flocculants include natural poly-
mers, such as starch and gums, and synthetic polymers, such as polyacrylamide.

There are two main mechanisms for the flocculation of colloidal sols by polymers:
(a) charge neutralization; that is, the loss of all or part of the electrical double layer by
specific interaction of the surface charge with a polyelectrolyte or other ions (surface
charge density effect) and the compression of the double layer by added electrolyte (ionic
strength effect); (b) polymer bridging; that is, the adsorption of one or more segments
of a polymer molecule on two or more particles, which is favored by linear high mo-
lecular weight polymers; bridging occurs at low surface coverages because there is free
surface available for the adsorption of loops of polymer molecules adsorbed on other
particles.

Feigin and Napper {196] found experimentally that mixing sterically stabilized la-
texes resulted either in heterosteric stabilization or heteroflocculation. Heterosteric sta-
bilization was observed on mixing latexes stabilized by incompatible polymers; hetero-
flocculation, on mixing latexes stabilized by compatible polymers, especially those that
coprecipitate or coacervate. The importance of this finding lies in the possibility of
selective flocculation of mixed latexes.

Croucher and Hair {197] found that polyacrylonitrile latex particles stabilized by
poly(c-methyl styrene) in n-butyl chloride flocculated on both heating and cooling; the
upper and lower critical flocculation temperatures correlated with the 6 temperatures
associated with the lower and upper critical solution temperatures (LCST and UCST)
of poly(a-methyl styrene) in n-butyl chloride, respectively. They also suggested [198]
that this correlation indicated that the phenomenon that causes phase separation in poly-
mer solutions also causes flocculation in nonaqueous sterically stabilized dispersions.
Croucher and Hair [198] analyzed the incipient flocculation behavior of sterically sta-
bilized latexes in terms of the free volume theories of polymer solutions and were able
to predict both the temperature and pressure dependence of the incipient flocculation.

Chen [199] prepared cross-linked polystyrene miniemulsion latexes using azobis-(2-
methylbutyronitrile) initiator to avoid the surface sulfate end-groups resulting from the
use of persulfate-ion initiator; these latexes were used as seed latexes for the incorpo-
ration of polyether structures by covalent bonding. The best stability to added electro-
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lyte was obtained with a tail-structured latex (critical flocculation concentration 80 mM
NaCl at room temperature; ca. 2000 mM at 60°C); a train-loop-train, structured latex
with 22 ethylene oxide units in the loop was slightly less stable (critical flocculation con-
centration 60 mM at room temperature; 3 mM at 60°C).

Sung and Piirma [200] used sulfate-capped alkyl polyoxyethylene emulsifiers with
an alkyl chain length of 12 or 15 and a polyoxyethylene chain length of 3, 7, 9, or 15
to prepare polystyrene latexes and found that the stabilization mechanism switched from
primarily electrostatic to steric between 9 and 15 ethylene oxide units.

Einarson and Berg [201,202] found that the stability of polystyrene latexes stabi-
lized by low molecular weight ethylene oxide-propylene oxide block copolymers was
both electrostatic and steric. Ethylene oxide-propylene oxide triblock copolymers of the
shortest chain length gave only marginal stability, requiring only sufficient electrolyte
to collapse the electric double layer; long chain lengths gave robustly stable latexes,
requiring the reduction in polymer solvency that occurs at high electrolyte concentra-
tions.

Li and Caldwell [203] determined the surface density and layer thickness of poly-
(ethylene oxide) and ethylene oxide-propylene oxide triblock copolymers on different-
sized polystyrene particles by sedimentation field-flow fractionation, field-flow fraction-
ation, and photon correlation spectroscopy.

Adachi et al. [204] studied the flocculation of polystyrene latex with poly(ethylene
oxide) and developed a reproducible method of mixing by end-over-end rotation. The
initial flocculation was several times faster than the rapid coagulation because of the
electrolyte; this enhancement, which was dependent on the time of incubation, was as-
cribed to an increase in the collision radius of the particles. The estimated thickness of
adsorbed polymer at the initial stage correlated with the size of the free polymer coil
in bulk solution, rather than the equilibrium thickness of the adsorbed layer. The for-
mation of poly(ethylene oxide) clusters influenced the rate of flocculation. The abrupt
cessation of flocculation was ascribed to steric stabilization, which was limited by trans-
port of polymer toward the particle surface.

Tamai et al. [205] studied the flocculation of polystyrene and poly(styrene-co-
acrylamide) latexes stabilized with adsorbed human serum albumin as a function of elec-
trolyte concentration and pH. No flocculation of the human serum albumin-coated la-
texes was observed with NaCl; with MgCl, and CaCl,, the latexes flocculated at
concentrations greater than 3 mM; bridging by divalent cations was suggested as the
mechanism. The better stability of the human serum albumin-coated poly(styrene-co-
acrylamide) latexes to the three cations was ascribed to steric stabilization; these latexes
flocculated at pHs below the isoelectric point.

Nonaqueous systems were also studied. Dawkins and Shakir [206] studied non-
aqueous dispersions of poly(vinyl acetate) in n-alkanes stabilized with diblock
poly(styrene-b-ethylene oxide-propylene oxide); the stability in a n-heptane~propanol
mixture was determined as a function of temperature by viscosity measurements; the
thickness of the adsorbed layer at 25, 35, and 45°C was greater than the dimensions
of the free copolymer chains in solution. Shin et al. [207] studed the stability of mag-
netite dispersions in kerosene containing Tween and Span emulsifiers; the Tween acted
as a primary stabilizer to provide the anchor group and the Span, as a secondary stabi-
lizer that adsorbed on the surface of the magnetite particles.

Systems other than latexes were also studied. Rogan et al. [208,209] studied the
stability of calcite dispersions, with 0-28 mg poly(acrylic acid) per gram of calcite, by
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viscosity, electrophoretic mobility, and ionic concentration. The stability at low levels
(< 2 mg/g) was explained by the DLVO theory and ascribed to electric double-layer
repulsion; at higher levels (2-6 mg/g), the stability was ascribed to electrosteric repul-
sion and, at still higher levels (> 6 mg/g), to steric stabilization. Biggs and Healy [210]
studied the adsorption of poly(acrylic acid) on zirconia particles, by atomic force mi-
croscopy, as a function of pH; the size of the adsorbed polyelectrolyte increased with
increasing pH; the segment-surface affinity decreased and segment-segment repulsion
increased; the data at low pH was used to estimate the size of the uncharged collapsed
polymer coil at the interface. Giersig and Mulvaney [211] found that the equilibrium
distance between gold particles in a two-dimensional lattice was the same as the dimen-
sions of adsorbed steric stabilizers, which suggested steric, rather than electrostatic re-
pulsion.

Gallego et al. [212] studied, theoretically, a one-component sterically stabilized
colloidal dispersion using the Scheutjen-Fleer lattice model for interaction of two sur-
faces with grafted polymer chains; the results supported the temperature dependence of
the short-range steric repulsion and, thereby, the polymer layer thickness. Zhulina and
Borisov [213] studied, theoretically, the steric stabilization of dispersions by uncharged
polymer chains grafted to the colloidal particles with neighboring coils overlapped, to
form a single stabilizing layer. Rodrigues and Mattice [214] used a cubic lattice to study
the steric stabilization by diblock polymers and found that the steric stabilization was
enhanced by an increase in molecular weight of the soluble block and an increase in the
quality of the solvent for the soluble block.

H. Summary

Latexes are stabilized against coagulation or flocculation by electrostatic or steric sta-
bilization. Electrostatic stabilization arises from the presence of charges on the latex
particle surface; steric stabilization, from the presence of physically adsorbed or chemi-
cally bound nonionic polymer molecules.

The basic mechanism of steric stabilization is not well understood, and a complete
quantitative theory has not yet been developed; however, when two particles approach
each other, the interaction of the adsorbed polymer layers leads to a positive change in
the free energy of the two interacting particles and, thus, the repulsion between them.
Sterically stabilized latexes may be flocculated by changing the temperature or pressure,
adding nonsolvent, or adding a low concentration of a second polymer.

IV. PREPARATION OF LATEXES BY DIRECT EMULSIFICATION
A. Introduction

To comply with governmental restrictions on the emission of solvents to the atmosphere,
the coatings industry has developed replacements for organic solvent-based coatings to
decrease or eliminate solvent emissions, inciuding water-based coatings, high-solids
coatings, powder coatings, electrodeposition coatings, and radiation-cured coatings.
Presently, water-based coatings are among the most promising candidate systems for
functionality, effectiveness, convenience, and economics.

Water-based polymers used in the formulation of coatings can be divided into three
categories, according to the state of subdivision of the polymer: (a) latexes (i.e., col-
loidal dispersions of polymer particles characterized by low viscosities, which are in-
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dependent of the molecular weight of the polymer); (b) polymer solutions (i.e., molecular
dispersions of polymer molecules characterized by high viscosities, which increase
strongly with increasing polymer molecular weight and concentration; (c) water-solubi-
lized polymers (i.e., dispersions intermediate in size between the colloidal particles of
the latexes and the polymer molecules of the solutions, and characterized by interme-
diate properties).

Latexes that are used in water-based coatings can be divided into three categories
[215], according to their origin and method of preparation: (a) natural latexes, which
are the metabolic products of various plants and trees; (b) synthetic latexes, which are
prepared by emulsion polymerization of their corresponding monomers; (c) artificial
latexes, which are prepared by dispersion of the bulk polymer in an aqueous medium.

Until recently, the artificial latexes were the least important of the three categories
and were typified by aqueous dispersions of reclaimed rubber, butyl rubber, and stereo-
regular rubbers, such as cis-1,4-polyisoprene. Since emulsion polymerization is limited
to water-immiscible monomers that can be polymerized by free-radical, vinyl-addition
polymerization, latexes of polymers that cannot be prepared by this method can be pre-
pared only by dispersion of bulk polymer in an aqueous medium (e.g., by emulsifica-
tion of the fluid polymer in water). This section describes the preparation of artificial
latexes (or pseudolatexes) of interest to the pharmaceutical industry by direct emulsifi-
cation in water.

B. Preparation of Qil-in-Water Emulsions

1. Principles of Emulsification

The emulsification of an oil in water is the result of two competing processes: the dis-
persion of the bulk oil phase into droplets and the coalescence of the droplets to form
the bulk phase. Coalescence is favored over dispersion from the point of view of the
free energy. Thus, the coalescence of droplets must be prevented or delayed if the dis-
persion of droplets is to be stable. The efficiency of this complex dynamic emulsifica-
tion is determined by the relative efficiencies of formation and stabilization of droplets,
which are determined by (a) the intensity and duration of agitation; (b) the type and
concentration of surfactants; (¢) the mode of addition of the surfactant, and the oil and
water phases; (d) the density ratio of the two phases; (e) the temperature. Much work
has been done to correlate these parameters with the stability and droplet size of the
emulsions [216-221].

The droplet size decreases with increasing intensity of agitation. Many different types
of emulsification equipment are available [e.g., mixers, colloid mills, or homogenizers].
Also used are ultrasonifiers, which convert electrical energy to high-frequency mechani-
cal energy, and electric dispersers, in which the oil streaming through a capillary is
subjected to a high positive potential, breaking the stream into droplets that are collected
in an immiscible medium [204]. One interesting feature of electric dispersion is the
uniformity of the emulsion droplet size [222,223].

With increasing surfactant concentration, the emulsion droplet size decreases ow-
ing to the decrease in the oil-water interfacial tension, to a low plateau value. There
are several guidelines to the choice of the surfactant [215]: (a) It must have a specific
molecular structure, with polar and nonpolar ends; (b) it must be more soluble in the
water phase so that it is readily available for adsorption on the oil droplet surface; (c)
it must adsorb quickly on the droplet surface with the polar end of the molecule ori-
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ented toward the water phase and the nonpolar end toward the oil phase; (d) it must
adsorb strongly and not be easily displaced when two droplets collide; (e) it must re-
duce the interfacial tension to 5 dynes/cm or less; (f) it must impart a sufficient elec-
trokinetic potential to the emulsion droplets; (g) it must work in small concentrations;
(h) it should be relatively inexpensive, nontoxic, and safe to handle. A wide variety of
commercial surfactants fulfill these requirements.

Selection of a surfactant from the many available is not an easy task, however.
Selection by trial and error is costly and impractical. One empirical selection system
proposed by Griffin {25-27,224] (and mentioned earlier) is the HLB system. The HLB
is the hydrophile-lipophile balance of the surfactant. Most of the common anionic and
nonionic surfactants have HLB values in the range of 1-20; an HLB value of 1 indi-
cates oil solubility; an HLB value of 20, indicates water solubility. Thus, the HLB system
is essentially a means of selecting surfactants with the proper solubility.

The temperature has only an indirect effect on emulsification that is attributed to
its effect on viscosity, surfactant absorption, and interfacial tension. An increase in the
density difference between the oil and water phases results in a decrease in droplet size
owing to the different velocities imparted to the two phases during emulsification.

2. Emulsion Droplet Size

The emulsification of an oil in water by mechanical shear usually gives average drop-
let sizes in the range of 2-5 pum, and, at best, as small as | pm. The emulsions have
broad distributions of droplet sizes, so that an emulsion with an average droplet size of
1 pm contains some droplets as small as 0.5 pm and some as large as 5 um. In con-
trast, most coatings latexes have average particle sizes in the range 100-300 nm, about
five- to tenfold smaller than droplets prepared by emulsification.

This five- to tenfold difference in particle size between latexes prepared by emul-
sion polymerization (100-300 nm) and the smallest droplet sizes that can be prepared
by emulsification (1000 nm) is critical because it encompasses the critical particle size
for settling or creaming of most polymer latexes; for example, a monodisperse polysty-
rene (density 1.050 g/ml) latex of 800-nm diameter sedimented after standing within 1-3
months, whereas similar latexes of 200- to 500-nm diameter never settled [225]. Thus,
the first requirement for an artificial or pseudolatex to be used for coatings is that it must
be shelf-stable (i.e., the particles must not sediment or cream within a given time).

The critical size for settling may be calculated from the criterion of Overbeek [226],
which states that colloidal particles that settle at a rate of only 1 mm in 24 h, accord-
ing to Stokes’ law, will never settle in practice, because the Brownian motion of the
particles and the chance thermal convection currents arising from small temperature
gradients in the sample offset the settling. The Brownian motion, which results from the
unbalanced collisions of solvent molecules with the colloidal particles, increases in in-
tensity with decreasing particle size. The convection currents depend on the sample size
and the storage conditions.

The rate of settling or creaming of spherical particles according to Stokes’ law is

2

Rate of settling or creaming = | —
18n

)<dp - dy)g (23)

where D is the particle diameter, n the viscosity of the medium, d and 4, the densi-
ties of the particles and the medium, respectively, and g the gravitational constant.
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Substituting the foregoing sedimentation rate of 1 mm in 24 h [226] into Eq. (23) gives
values of the critical particle size for settling. Figure 8 shows the variation of log-critical
particle size with log-density difference between the particles and the medium as a func-
tion of viscosity of the medium calculated from this equation.

For polystyrene latex particles in water, the density difference is 0.05 g/mi, and the
viscosity of the medium is about 1 cps; therefore, from Fig. 8, the critical particle di-
ameter for settling is 650 nm. This calculated size is in good agreement with the fore-
going experimental observations [225] that monodisperse polystyrene latex particles of
800 nm diameter settled within 1-3 months and that particles of 500 nm diameter or
smaller never settled.

Since most of the polymers to be emulsified to form artificial or pseudolatexes have
densities in the range 1.10-1.15 g/ml, their critical particle diameters for settling would
be 300 nm or smaller. Therefore, it is critical whether the emulsification process pro-
duces droplets of 1000 nm or 200 nm diameter.

The artificial or pseudolatexes used for coatings must form continuous films after
drying under given conditions. The forces exerted on the latex particles during drying
are those arising from the water-air and polymer-water interfacial tensions [227,228].
The maximum shear modulus of a polymer particle that can coalesce with drying from
an aqueous latex is calculated to be about 1600 psi for a particle diameter of 100 nm

100 . -

10 100 cps =

Critical Particle Diometer (um)

I |
0.010'01 o1 1

Density Difference (g/ml)

Fig. 8 Variation of log critical size for settling with log density difference as a function of
medium viscosity.
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at 30-dynes/cm surface tension [229]. This maximum shear modulus decreases inversely
with increasing particle size (i.e., the maximum shear moduli for coalescence for par-
ticle diameters of 1,000 nm and 10,000 nm are 160 and 16 psi, respectively). Thus, the
larger the latex particle size, the softer must be the polymer for the particles to coalesce
after drying. If the shear modulus of the polymer is too high for the latex particle size,
the coalescence will be incomplete, and the film properties will be poor.

C. Latexes Prepared by Conventional Emuisification

1. Conventional Methods of Preparing Artificial Latexes

Polymers, such as polyurethanes, epoxy resins, polyesters, polypropylene, ethylcellulose,
and stereoregular rubbers, cannot be prepared by free radical-initiated, vinyl-addition
emulsion polymerization. An alternative method for the preparation of latexes of these
polymers is the emulsification of polymer (or a solution of the polymer) in water by
using conventional surfactants and emulsification methods. The emulsification methods
for the preparation of latexes from polymer solutions have been reviewed by Warson
[230] and Blackley [215], who described three different methods for the preparation of
artificial latexes by emulsification.

1. Direct emulsification [231-234]. The liquid polymer or polymer solution in a
volatile water-immiscible organic solvent (or mixture of solvents) is emulsi-
fied in water that contains surfactant by using conventional emulsification
methods, and the emulsion is steam-distilled to remove the solvent (if used).

2. Inverse emulsification [235-238]. The liquid polymer or polymer solution in
a volatile water-immiscible organic solvent (or mixture of solvents) is com-
pounded with a long-chain fatty acid (e.g., oleic acid) using conventional rub-
ber-mixing equipment and mixed slowly with a dilute aqueous base, to give
a water-in-polymer emulsion, which then inverts to a polymer-in-water emul-
sion as more aqueous base is added; the emulsion is then steam-distilled to re-
move the solvent (if used).

3. Self-emulsification [239-241]. The polymer molecules are modified chemically
by the introduction of basic (e.g., amino) or acidic (e.g., carboxyl) groups in
such concentration and location that the polymer undergoes self-emulsification
without surfactant after dispersion in acidic or basic solution.

With all three methods, the emulsification may be carried out at elevated temperatures
to lower the viscosity of the polymer or polymer solution.

The latexes prepared by direct or inverse emulsification have average particle sizes
in the range 1-10 um, with a small-particle-sized tail extending to about 0.5 um. These
sizes are about five- to tenfold larger than the 100- to 300-nm-average particle size of
commercial coating latexes prepared by emulsion polymerization. This five- to tenfold
difference in particle size is responsible for the inferior film properties and poor shelf
stability of these latexes made by direct or inverse emulsification, when compared with
those prepared by emulsion polymerization. Consequently, a substantial decrease in the
average particle size of latexes prepared by direct or inverse emulsification would be
an important contribution to the development of water-based coatings.

The average particle size of polymer emulsions prepared by direct or inverse emul-
sification of polymer solutions would be reduced by removal of the solvent. However,
this solvent removal is usually insufficient to make the average particle size smaller than
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the critical size for settling; for example, a polymer emulsion of 10:90 polymer/solvent
ratio and average particle size 1 pm would have an average diameter of 460 nm after
removal of the solvent (provided no agglomeration of the particles occurred). Further
dilution of the polymer solution would be impractical; even the 10:90 polymer/solvent
ratio places a heavy burden on the economics of the process.

Self-emulsification gives average particle sizes as small as 100 nm, much smaller
than the other two methods and fully competitive with those produced by emulsion
polymerization; however, the hydrophilic functional groups of the polymer make the
coating films water-sensitive. Moreover, the concentration and location of the functional
groups is critical: with too low a concentration or improper location of the functional
groups, the polymer is not self-emulsifiable; with too high a concentration, the polymer
forms a polymer solution on emulsification-neutralization. Thus, although self-emulsi-
fication gives average particle sizes that are competitive with those produced by emul-
sion polymerization, its applications are limited by the water sensitivity of the films.

B. Emulsification Using Mixed Emulsifer Systems

1. Emulsion of Monomers Using Mixed Emulsifier Systems

Generally, it is not possible to prepare oil-in-water emulsions with average droplet sizes
smaller than about 1 pum using practical concentrations of anionic surfactants, such as
sodium lauryl sulfate. However, it was recently shown [242-248] that fluid, opaque,
thermodynamically unstable styrene-in-water emulsions of 100- to 200-nm-average drop-
let size were prepared by simple stirring, by using 0.5-2% of the sodium lauryl sulfate--
cetyl alcohol mixed emulsifier system. Similar cationic styrene emulsions were prepared
with the hexadecyltrimethylammonium bromide-cetyl alcohol mixed emulsifier system,
and similar anionic and cationic styrene emulsions were prepared using sodium lauryl
sulfate- or hexadecyltrimethylammonium bromide-n-decane mixed emulsifier systems
[248]. These emulsions were called miniemulsions to distinguish them from smicro-
emulsions, which are viscous, translucent, thermodynamically stable emulsions of 8- to
80-nm-average droplet size prepared using 15-25% anionic emulsifier-alcohol mixtures
{249-251], and the conventional emulsions or macroemulsions, which are fluid, opaque
thermodynamically unstable emulsions of 1- to 10-pm-average droplet size, prepared
with 0.5-2% of surfactants such as sodium lauryl sulfate.

Thus, miniemulsions differ from both microemulsions and macroemulsions. Out-
wardly, the miniemulsions resemble macroemulsions; they are fluid and opaque, and are
prepared by using low concentrations of emulsifier; however, their average droplet sizes
are only slightly larger than those of microemulsions (and are well below the critical size
for settling or creaming) and their shelf-lives are correspondingly longer. Micro-
emulsions, which consist of oil solubilized in micellar emulsifier solutions, are stable
in the thermodynamic sense; miniemulsions and macroemulsions are not. The mixed
emulsifier systems are also different: those of the microemulsions use anionic or cationic
emulsifiers in mixture with alcohols, such as pentanol, hexanol, or heptanol; those of
the miniemulsions use anionic or cationic emulsifiers in mixture with higher alcohols,
such as lauryl alcohol or cetyl alcohol. Moreover, the order of addition of the ingredi-
ents is different: the preparation of miniemulsions requires a specific order of addition
of the ingredients; the order of addition is immaterial in the preparation of micro-
emulsions. Thus, these miniemulsions represent a new and important technology that can
be used in the preparation of pharmaceutical emulsions.
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Several mechanisms have been proposed for the emulsification and stabilization of
oil-in-water microemulsions with mixed emulsifier systems [249-255]. For the micro-
emulsions, the most common method of preparation is to dissolve the alcohol in the oil
phase and then emulsify this solution in the aqueous emulsifier solution. For the mini-
emulsion, however, the required method of preparation is to disperse the cetyl alcohol
in the aqueous sodium lauryl sulfate solution and stir for 30-90 min at 60°C to form
the emulsifier-fatty alcohol complex, then emulsify the styrene in this solution by stir-
ring for 30 min, to give a stable emulsion of 100- to 200-nm-average droplet size [242].
Addition of the cetyl alcohol as a solution in styrene gives the same 1-um or greater
average droplet size obtained with sodium lauryl sulfate alone.

2. Preparation of Latexes by Miniemulsification

Mixed emulsifier systems, comprising a conventional surfactant and a cosurfactant, were
used in the preparation of a wide variety of polymer latexes [256-260]. The polymer
was dissolved in a solvent (or mixture of solvents) to lower its viscosity to a level suit-
able for emulsification. Two general emulsification procedures were used, according to
whether the cosurfactant was added to the aqueous phase or to the oil phase.

1. Addition of cosurfactant to the aqueous phase: Table 3 gives a typical recipe
used in this process. The emulsifier solution was prepared by stirring the
hexadecyltrimethylammonium bromide-cetyl alcohol mixture in the water for
30-90 min at 60°C; the Epon 1001 solution in toluene and methyl isobutyl
ketone mixture was then added, and the mixture was stirred for another 30
min, to give a crude emulsion of 1- to 50-um-droplet size; this crude emul-
sion was then homogenized in the Manton-Gaulin Submicron Dipserser or
ultrasonified to an average droplet size of 100-200 nm; the solvent was then
removed by vacuum steam distillation.

2. Addition of cosurfactant to the oil phase: Table 4 gives a typical recipe used
in this process. The n-decane was dissolved in the poly(vinyl butyral) solu-
tion in a toluene/n-butanol/ethanol mixture at room temperature, and the so-
dium lauryl sulfate was dissolved in the water at 60°C. The crude emulsion
was then prepared by stirring the poly(vinyl butyral) solution containing the
n-decane into the water phase containing the sodium lauryl sulfate for 30 min,
to give a crude emulsion, which was then homogenized and distilled under
vacuum to remove the solvent.

The particle size distributions of the latexes prepared according to the recipes of
Tables 3 and 4 are shown in Figs. 9 and 10, respectively. Table 5 gives the particle

Table 3 Recipe for Emulsification of Epon 1001

Ingredient Parts
Epon Resin 10012 31.25
50:50 toluene/methyl isobutyl ketone mixture 93.75
Hexadecyltrimethylammonium bromide 0.78
Cetyl aicohol 1.73
Water 300.0

Epichlorhydrin/bisphenol A epoxy prepolymer; MW 900; Shell Chemical Co.
Source: Ref. 256.
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Table 4 Recipe for Emulsification of Poly(viny! butyral)

Ingredient Parts
Butvar B-792 10.0
75:20:5 toluene/n-butanol/ethanol mixture 90.0
Sodium lauryl sulfate 0.60
n-Decane 1.00
Water 300.0

“Poly(vinyl butryal); MW 3.8-4.5 x 10 Monsanto Co.
Source: Ref. 256.

sizes of other latexes prepared by direct emulsification by the mixed emulsifier systems.
It is clear that these mixed emulsifier systems gave average particle sizes of 100-200
nm, similar to those of latexes prepared by emulsion polymerization. This mini-
emulsification procedure can be applied to any fluid polymer or polymer solution in a
water-immiscible solvent of viscosity 10* cps or less and free from gels [256]. Examples
of such polymers include polystyrene, poly(vinyl acetate), epoxy resins, epoxy resin-
curing agents, ethylcellulose, cellulose acetate phthalate, polyesters, alkyd resins, rosin
derivatives, synthetic natural rubbers, poly(vinyl butyral), and silicones. Fully cured and
air-drying polyurethane latexes can also be prepared by miniemulsification {257,258,
260,261].

The factors that determine the particle size of latexes produced by miniemulsification
are (a) the ratio of fatty alcohol to surfactant in the mixed emulsifier; (b) the total con-
centration of mixed emulsifier; (c) the chain length of the fatty alcohol; (d) the viscos-
ity of the polymer solution; (e) the type of solvent or mixture of solvents.
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Fig. 9 Particle size distribution of Epon 1001 pseudolatex prepared according to Table 3. (From
Ref. 256.)
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Fig. 10 Particle size distribution of poly(vinyl butyral) pseudolatex prepared according to Table
4. (From Ref. 256.)

The same polymer can be used to produce both anionic and cationic latexes, pro-
vided that the polymer molecules do not contain charged groups. For polymer molecules
containing charged cationic or anionic groups, only one type of latex with the same net
charge can be prepared by emulsification.

The variation of pseudolatex particle size with emulsification method has been de-
termined [262]. Table 6 gives the composition of an Ebecryl 810 miniemulsion, and
Table 7 gives the particle size as a function of ultrasonification time (Bronson Sonic
Power Co. Model W-350; power level 7, 50% duty cycle; assisted by magnetic stirring
bar). The particle sizes were measured by photon correlation spectroscopy (Nicomp
Particle Size Analyzer).

Table 5 Latexes Prepared by Direct Emulsification (Sodium Lauryl Sulfate Emulsifier)

Polymer Cosurfactant D, D, D,/D, Din D,

Epon 1001 n-Decane 122 273 2.24 46 487

Ethylcellulose Cetyl alcohol 180 696 3.88 6 912

Ethylcellulose n-Decane 135 445 3.29 5 709

Polystyrene Cetyl alcohol 115 223 1.94 5 326
(MW 3.5 x 109

Polystyrene n-Decane 83 421 5.09 3 653
(MW 3.5 x 109

Polystyrene Cetyl alcohol 165 460 2.78 31 718
(MW 2.0 x 10%

Poly(viny!l butyral) n-Decane 110 241 2.19 19 386

Source: Ref. 256.
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Table 6 Recipe for Emulsification of
Ebecryl 810

Ingredient Parts
Ebecryl 810° 24.0
Water 36.0
Sodium lauryl sulfate 20 mmol®
Hexadecane 60 mmol®
Water 75.0

aEbercryl 810 polyester prepolymer with acrylate func-
tionality plus monomer; visc. 550 cps 25°C; Radcure.
bBased on water.

This sample was also emulsified using the Sorvall Omni-Mixer, which operates at
speeds up to 16,000 rpm. Table 8 shows that the particle size decreased to a minimum
with shearing time at 16,000 rpm and then increased. The emulsion sample was im-
mersed in an ice-water bath to control the temperature increase, which tended to desta-
bilize the emulsion.

This sample was also emulsified using the Microfluidics Model MP 110-A (Micro-
fluidics Corp.). The 425-ml samples were ultrasonified for 2 min, then charged to the
inlet valve at 80 psi and pumped to the high-pressure interaction chamber at 6000-8000
psi; here, the emulsion was split into two streams, which impinged on the orifice “plate”
to break up the dispersed phase by shear and collision forces; the two streams were then
brought together and forced through a small orifice at high velocity (30,000 cm/s). This
produced a combination of shear, cavitation, and collision forces, resulting in the breakup
of the droplets to a submicroscopic size. The reaction chamber was wrapped in an ice
bag to remove the heat generated by the shearing and high-speed fluid movement. The
viscosity of the sample increased with each pass, indicating that the particle size had
decreased; the final particle size was about 60 nm,

For larger samples, the Manton-Gaulin Submicron Disperser (Model 15M; Gaulin
Corp.), which uses a mechanism similar to the Microfluidics instrument, can be run
continuously at a rate of about 1 L/min. Table 9 gives the recipe for the emulsification
of a polyketone resin, and Table 10 gives the particle sizes attained using the Man-
ton-Gaulin Submicron Disperser. The heat generated by this homogenization made
chilling with ice water necessary. Each batch of emulsion was ultrasonified in 600-ml
aliquots for 2 min and then passed through the Manton-Gaulin Submicron Disperser at
1800 psi for the first pass and 7500 psi for the second pass.

Table 7 Pseudolatex Particle Size and Ultrasonification Time

Ultrasonification time (min) Particle size (nm)
1 260
2 241
3 241
4 214
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Table 8 Particle Size and Shearing Time in the

Omni-Mixer

Shearing time (min) Particle Size (nm)
5.0 420

10.0 390

20.0 325

30.0 290

40.0 370

50.0 352

60.0 395

Table 11 summarizes the particle sizes of the polyketone resins prepared by emul-
sifications in different mixers (exception: the Omni-Mixer used Ebecryl 3700-25R, a low
molecular weight epoxide prepolymer with vinyl functionality; Radcure). The Man-
ton-Gaulin Submicron Disperser and the Micrfluidizer gave the smallest particle sizes,
which were both well below the critical size for settling.

E. Formation and Stabilization of Miniemulsions

Shinoda and Friberg [251] summarized two different points of view on the formation
and stabilization of emulsions using mixed emulsifier systems. The first point of view
was based on the interfacial aspects, according to which the role of the long-chain al-
cohol was to lower the interfacial tension between the oil and water phases. This low-
ering of the interfacial tension was attributed to the formation of a fluid bimolecular in-
terfacial film of the emuslifier and long-chain alcohol between the oil and the water
phases; this film ensured the efficient use of the energy applied to disperse the oil phase
to fine droplets [263-265]. The stability of the emulsion was attributed to the forma-
tion at the oil-water interface of a complex, that prevented the oil droplets from coa-
lescing [266,267]. According to this view, the complex formation at the oil-water in-
terface resulted in either an increase in the strength of the interfacial film against rupture
during collisions of the droplet, or a decrease in the movement of the surfactant away
from the points of contact between the colliding oil droplets, both of which should en-
hance the stability [268,269].

Table 9 Recipe for Miniemulsification of Polyketone Resin

Ingredient Parts
Polyketone resin? 40.0

1:1 Toluene-methyl isobutyl ketone mixture 60.0
Water 60.0
Sodium lauryl sulfate 20 mmol®
Cetyl alcohol 80 mmol®

aPolyketone resin (Lawter International)
®Based on water
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Table 10 Particle Size of Polyketone Resin
Pseudolatexes (Manton-Gaulin)

Number of passes Particle size (nm)
2 206
4 170
6 139

These views on the role of the complex formation in the stabilization of micro-
emulsions were criticized [270], and it was declared that the complex formation has “no
influence whatsoever on the emulsion stability” [271]. This conclusion was based on a
nuclear magnetic resonance spectroscopic investigation [271], which showed that the
specific interaction between the surfactant and fatty alcohol molecules was weak at a low
water content and vanished at the higher water content used in the emulsification. This
weak interaction between the surfactant and the fatty alcohol molecules was used as an
argument against the strength of the interfacial layer and its role in the stabilization of
the emulsion.

Nevertheless, hexadecyltrimethylammonium bromide has been shown, by electron
microscopy and electron diffraction, to form a crystalline complex with cetyl alcohol that
was not formed by either component alone [272,273]. The formation of this complex
was time-dependent, and the degree of crystallinity was greatest for the 1:3 hexadecyl-
trimethylammonium bromide/cetyl alcohol molar ratio. The stability of the emulsions was
also highest for the same molar ratio of the two components. These results suggest that
the emulsion droplets were stabilized by an adsorbed hexadecyltrimethylammonium
bromide-cetyl alcohol complex; however, more work is required to confirm this mecha-
nism.

The second point of view was based on the solubilization aspects, according to which
the association of surfactant, cosurfactant, and water caused the solubilization of rela-
tively large volumes of the oil phase, which could be predicted from phase diagrams
[274-277]. The stability of the emulsion was attributed to the presence at the oil-water
interface of liquid crystals, with ordered arrays of ionic surfactant, fatty alcohol, and
water molecules [255,278,279]. The presence of these liquid crystals at the oil-water
interface reduced the van der Waals energy available for coalescence of the oil drop-
lets, thereby enhancing the stability of the emulsion [280].

The use of the mixed emulsifier system reduced the oil-water interfacial tension to
a very low value, which gave emulsions of fine droplet size after mechanical shear.

Table 11 Particle Size of Polyketone Resin Pseudolatexes
(Different Mixers)

Mixer Particle size (nm)
Ultrasonification (2 min) 506
Omni-Mixer (10 min) 393
Manton-Gaulin (6 passes) 139

Micro-Fluidizer (5 passes) 60
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However, these emulsions are unstable in the thermodynamic sense, and the fine droplets
can recombine into the bulk oil phase by either collision of the droplets and rupture of
the oil-water interface, followed by coalescence, or degradation by diffusion of the oil
through the aqueous phase from the smaller droplets to the larger droplets [281]. Ob-
viously, in the present miniemulsification system, which gave stable emulsions of 100-
to 200-nm-average diameter, the mixed emulsifier system enhanced the stability of the
emulsion droplets against degradation by collision or diffusion or both.

This excellent stability was attributed [282] to the elimination of emulsion coales-
cence by diffusion; the incorporation in the oil phase of a cosurfactant (e.g., cetyl al-
cohol or n-decane) of such low water solubility that it could not diffuse from the smaller
droplets through the water phase to the larger droplets. This concept was based on earlier
work [281] on the degradation by diffusion of fine oil-water emulsion droplets; the
solubility of the oil droplets in water increased with decreasing droplet size; however,
the addition of low concentrations (< 1%) of a noninteracting low molecular weight
compound, with much lower solubility in water than the oil phase, enhanced the sta-
bility of the system undergoing molecular diffusion. In this case, the rate of degrada-
tion of the emulsion was governed by the diffusion rate of the less-soluble compound.
The changes in the emulsion system occurred only as fast as the changes in distribu-
tion of the slowest diffusing component. The degradation rate of an oil-water emulsion
was retarded by a factor given by the ratio of the partition coefficient of the less wa-
ter-soluble component to the partition coefficient of the more water-soluble component
[283]. The higher the ratio of the partition coefficients, the more efficient was the less-
soluble component in stabilizing the oil-water emulsion.

F. Preparation of Latexes by Emulsion Polymerization

The annual production of artificial or pseudolatexes is small compared with that of la-
texes produced by emulsion polymerization. The purpose of this chapter is not to de-
scribe emulsion polymerization in detail, but to give a brief description of it for refer-
ence [see Ref. 284 for a more complete description].

There are many families of latexes made by emulsion polymerization, each of which
is a major industry: polybutadiene, poly(butadiene-co-styrene), poly(butadiene-co-acry-
lonitrile), and polychloroprene for synthetic rubber; poly(styrene-co-butadiene) for paints,
paper coatings, carpet backing, and nonwoven fabrics; poly(vinyl acetate) and vinyl
acetate copolymers for adhesives and paints; acrylate and methacrylate ester copolymers
for paints and nonwoven fabrics; poly(vinyl chloride) and vinyl chloride copolymers for
plastisols and coatings; vinylidene chloride copolymers for barrier coatings; polyethyl-
ene and ethylene copolymers for adhesives and paints; polytetrafluoroethylene and re-
lated fluorinated polymers for low-friction coatings; polyacrylamide, acrylamide copoly-
mers, and derivatives for flocculation, sludge treatment, and enhanced oil recovery.

The preparation of latexes by emulsion polymerization is both a science and an art.
It is a science in the sense that the kinetics of free-radical-initiated vinyl-addition po-
lymerizations are superimposed on the heterogeneous latex system. It is an art in the
sense that it uses a recipe that comprises water, monomer, emulsifier, initiator, and other
ingredients, and the quality of the latex produced depends on small variations in the
polymerization parameters as well as the skill of the operator.

Emulsion polymerization constitutes emulsification of a water-immiscible monomer
in a continuous water medium, using an oil-water emulsifier, and polymerization, us-
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ing a water-soluble or oil-soluble initiator to give a colloidal dispersion of polymer
particles in water. The average size of these particles is usually 100-300 nm, in con-
trast with the original droplet size of 1-10 um. Thus, the mechanism of polymerization
is not simply one of polymerization of the monomer droplets, but involves some mecha-
nism of particle nucleation.

Therefore, the emulsion polymerization can be divided into particle nucleation and
particle growth stages. The particles are nucleated by some appropriate mechanism and
grow until the supply of monomer or free radicals is exhausted. The particle nucleation
and particle growth stages occur concurrently or at least overlap (i.e., the particle growth
stage begins with the nucleation of the first particle). In the particle nucleation stage,
the number of particles N formed depends on (a) the type and concentration of emulsi-
fier, (b) the rate of radical generation, (c) the type and concentration of electrolyte, (d)
the temperature, (e) the type and intensity of agitation, (f) other parameters that are not
well understood. Thus, the particle nucleation stage is sometimes difficult to reproduce
in consecutive experiments.

In contrast, the particle growth stage is tractable and reproducible. As a first ap-
proximation, the rate of polymerization R, is proportional to the number of particles N
and the number-average degree of polymerization, to N divided by the rate of radical
generation R;. This unusual dependence of R, and X, on N (which is in contrast with
the inverse variation of Rp and X, with R, in mass, solution, and suspension polymer-
ization) is known as emulsion polymerization kinetics and requires two criteria: the free
radicals must be segregated, and the number of Joci available for segregation must be
within a few orders of magnitude of the number of free radicals existent in the system.
In emulsion polymerization, growing polymer radicals in adjacent particles are unable
to terminate with one another because of the intervening aqueous phase, and the val-
ues of N may easily reach 10'%/ml of water, within a few orders of magnitude of the
number of existent free radicals.

The many mechanisms proposed for the nucleation of polymer particles can be
divided into four main categories, according to the locus of particle nucleation: (a)
monomer-swollen emulsifier micelles [285-287]; (b) adsorbed emulsifier layer [288]; (c)
aqueous phase [289-293]; (d) monomer droplets [242,243,294].

The particle nucleation stage can be avoided by seeding; that is, by polymerizing
monomer with controlled amounts of emulsifier and initiator in a previously prepared
latex, so that the seed particles grow in size, without the nucleation of a new crop of
particles. Thus, the difficult-to-reproduce particle nucleation stage is obviated, and the
polymerization begins at the tractable growth stage.

There are three types of emulsion polymerization processes: (a) batch, in which all
ingredients are added to the polymerization reactor, and the mixture is heated with stir-
ring to the polymerization temperature; (b) semicontinuous or semibatch, in which neat
or preemulsified monomer (and sometimes initiator and emulsifier) are added continu-
ously or incrementally to the reaction mixture at the polymerization temperature; (c)
continuous, in which all ingredients are added continuously to one part of the polymer-
ization system, and partially or completely converted latex is removed continuously from
another part; the polymerization system may constitute a single continuous stirred-tank
reactor, a series or cascade of continuous stirred-tank reactors, a loop or tube reactor,
or a combination of any of the foregoing systems.

Seeded emulsion polymerization can be used with batch, semicontinuous, or con-
tinuous polymerization to give the desired value of N. In batch or semicontinuous po-
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lymerization, seeding ensures batch-to-batch reproducibility of the final particle size; in
the continuous emulsion polymerization, it ensures the reproducibility, not only of the
final particle size, but also of the conversion of the exit stream. Seeded emulsion po-
lymerization is equally adaptable to emulsion homopolymerization or copolymerization.
Moreover, two-stage or multi-stage polymerization can be used to produce core-shell
or structured latex particles; the variation of the batch, semicontinuous, or continuous
process types, as well as the parameters of the polymerization, can be used to control
the extent of grafting between the different stages of the polymerization. The versatil-
ity of this seeding process has resulted in its wide use in industry to give excellent batch-
to-batch reproducibility and to tailor the latex to the specific application.

G. Latexes for Pharmaceutical Coatings

Several types of latexes have been developed for use in coating pharmaceutical pills and
tablets to protect them and to control the breakdown of the pills and tablets in the stom-
ach or intestine.

Roehm Tech Inc. (formerly Roehm Pharma) offers 30% aqueous dispersions of: (a)
Eudragit E30D, a 67:33 poly(ethyl acrylate-co-methyl methacrylate) latex, prepared by
emulsion polymerization [295]; (b) Eudragit NE30D, a neutral poly(ethyl acrylate-co-
methyl methacrylate) latex, prepared by emulsion polymerization; (c) Eudragit L30D-
55, a 50:50 poly(ethyl acrylate-co-methacrylic acid) latex, prepared by emulsion poly-
merization [296]; (d) Eudragit RL30D, a pseudolatex, prepared by self-emulsification
of a 31:63:6 poly(ethyl acrylate-co-methyl methacrylate-co-2-trimethylammoniumethyl
methacrylate) in water [296]; (e) Eudragit RS30D, a pseudolatex, prepared by self-
emulsification of a 32:65:3 poly(ethyl acrylate-co-methyl methacrylate-co-2-trimethyl-
ammoniumethyl methacrylate) in water [297]. The Eudragit E30D and RL30D pseudo-
latexes were recommended for rapid-disintegrating coatings, and Eudragit L30D and
RL30D, for sustained-release coatings.

Colorcon Inc. offers (a) Surelease, a 25 %-solids dibutyl sebacate-plasticized ethyl-
cellulose pseudolatex, prepared by inverse emulsification using oleic acid in the poly-
mer phase and ammonia in the water phase to form ammonium oleate emulsifier in situ
[298,299]; (b) Coateric, a dry concentrate, containing poly(vinyl acetate phthalate),
plasticizer, and pigment, which is dispersed in water to form a pseudolatex [300]; (c)
Opadry, a dry concentrate containing ethylcellulose, plasticizer, and pigment developed
for both aqueous and organic solvent systems [301]; (d) Opadry II, a further develop-
ment of Opadry that gives higher-coatings solids and shorter-coating times [302]; (e)
Opaspray, a dry concentrate for spraying from aqueous or organic systems [303].
Surelease pseudolatex was recommended for sustained-release coatings; Coateric pseudo-
latex, for enteric coatings [304].

FMC Corporation offers (a) Aquacoat, a 30%-solids ethylcellulose pseudolatex,
prepared by miniemulsification using the sodium lauryl sulfate—cetyl alcohol mixed
emulsifier system; this pseudolatex is entirely made up of materials on the FDA list of
safe materials for use in pharmaceutical film coatings and foods [305]; (b) Aquateric
aqueous enteric coating, a redispersible cellulose acetate phthalate pseudolatex, prepared
by miniemulsification using the poly(propylene oxide-b-ethylene oxide)-acetylated mono-
glyceride mixed emulsifier system [306]; Aquateric powder, formed by spray-drying
Aquateric pseudolatex, can be redispersed in water to reconstitute the pseudolatex. Both
Aquacoat and Aquateric pseudolatexes have average particle sizes of about 200 nm and
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a broad distribution of particle sizes (range 50-3000 nm). Aquacoat pseudolatex is
recommended for controlled-release coatings when plasticized (e.g., with dibutyl sebacate
or triethyl citrate), and for water-soluble films when formulated with an equal amount
of hydroxypropylmethylcellulose. Aquateric pseudolatex also requires plasticization (e.g.,
with diethy! phthalate or triethyl citrate) and is recommended exclusively for enteric coat-
ings.

Other pseudolatexes of pharmaceutically acceptable water-insoluble polymers can
also be made using the same process employed by FMC Corporation. These include
pseudolatexes of cellulose acetate and hydroxypropylmethylcellulose phthalate. A non-
spray-dried, liquid Aquateric pseudolatex (30% solids) could be used as an alternative
to the spray-dried Aquateric powder, but storage of this latex at 5°C would be required
to prolong its shelf life.

Many studies on the use of latex and pseudolatex coatings have been published.
Banker and Peck [6] were the first to describe pseudolatexes as a new class of coatings
for pharmaceutical products; they noted that these pseudolatexes gave the first water-
based solvent-free controlled-release and enteric coatings comprising material on the FDA
list of safe materials for use in pharmaceutical film coatings and foods. Onions [307]
and Porter and Hogan {308] reviewed the use of pseudolatexes as tablet coatings. Chang
et al. [309] reviewed the preparation of latexes and their use as coatings to provide
sustained-release theophylline pellets. Also, Lehmann [310] described the preparation of
methacrylic acid copolymer latexes and their use as controlled-release coatings.

Several investigators have studied the physical properties of latexes and pseudo-
latexes. Zhang and Zhang {311] studied the particle size distribution, viscosity, and pH
of acrylic latexes used for this purpose. De-Smidt and Crommelin [312] studied the
diffusional transport of latex particles, using dynamic light scattering and microviscosity,
and related these properties to latex stability. Bodmeier and Chen [313,314] studied the
chemical stability of pseudolatexes containing polymers that are prone to hydrolysis.

Other investigators studied the factors influencing film performance. Guo et al. [315]
investigated the mechanical and transport properties of pseudolatex films and offered a
new hypothesis for the mechanism of film formation (the coalescence was known to be
time- and temperature-dependent). Bodmeier and Paeretakul [316] studied the effect of
curing temperature on the drug release and the morphological properties of ethylcellulose
pseudolatex-coated beads; both retardation and enhancement of the rate of release were
observed, according to the curing conditions used.

Numerous reports have described the formulation and processing parameters that
influence the performance of the latex- and pseudolatex-coated pharmaceutical products.
Bodmeier and Paeratakul {317] described the leaching of water-soluble plasticizers from
latex and pseudolatex films and their influence on drug release rates; the leaching rates
varied considerably, according to the latexes and pseudolatexes studied, as well as with
plasticizer concentration, the nature of the drug that was coated, and whether or not there
were other soluble components in the film. Hutchings et al. [318] also studied the in-
fluence of plasticizers and media pH on drug release from ethylcellulose pseudolatex-
coated pellets; the effect of plasticizer solubility and concentration was determined in a
model that used six plasticizers at three concentration levels; the mechanical strength of
the latex and pseudolatex films was influenced by plasticization. Bodmeier and Paeratakul
[319] described these effects for both wet and dry films; the effects of curing were also
described, as were the relations between the mechanical film properties and the rate of
release by dissolution.
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Coated beads are commonly used in oral controlled-release. Bodmeier and Paera-
takul studied the process and formulation variables that affect drug release from beads
coated with several pseudolatex systems; they attributed the pH-dependent drug release
that was observed in one coating composition to the presence of sodium lauryl sulfate.
Bianchini and Veechio [320,321] studied the effect of drug loading and particle size on
drug release from pseudolatex-coated beads; the smallest particle size and the higher drug
concentrations gave the fastest release rates; the effect of adding more soluble plasti-
cizers, or a small amount of soluble polymer or surfactant, were also evaluated as a
means of further controlling dissolution release.

The compression of pseudolatex-coated pelletized materials into tablet compacts was
also investigated [322]; the ethylcellulose pseudolatex coating contained additives to give
a highly plasticized, elastic film; compression resulted in a substantial loss of the con-
trolled-release properties.

Water-based enteric-coating systems have also been reported. Plaizer-Vercammen
and Suenens [323] reviewed the use of a cellulose acetate phthalate pseudolatex as an
enteric coating; they described the thickness of the plasticized coating required to give
3-h resistance in gastric fluid. Chang [324] compared the rheological and enteric prop-
erties of organic solvent solutions of polymer, aqueous ammonium salt solutions, and
a pseudolatex system. Chang et al. [325] described the preparation and evaluation of a
shellac pseudolatex as an aqueous enteric coating; a range of products was produced,
and both the controlled-release and enteric performance of the products were reported.

The use of latex and pseudolatex dispersions to produce controlled-release coatings
is rapidly growing. Much of this work by pharmaceutical companies is proprietary or
is covered by patents. Chang et al. [326,327] described the formulation and processing
variables and effects of acrylic copolymer pseudolatexes. Harris et al. [328] described
the use of a pseudolatex coating applied in a rotor-granulator, overcoated with a wa-
ter-soluble film, and cured in the same apparatus; this process resulted in a stable film
coating, with reproducible drug-release profiles. Kelbert and Bechard [329] described
a cellulose acetate pseudolatex, modified with flux enhancers, to produce controlled-
release products. These reports describe the wide range of polymers used as colloidal
dispersions and the wide variety of coating methods used to achieve controlled- and
sustained-release. Pseudolatexes and latexes are also being used as granulating agents
and binders, as an alternative to polymer solvent solutions, or as an alternative to con-
ventional aqueous hydrophilic polymer solutions. Adikwu and Ossai [330] described a
pseudolatex-granulating system that provided rapid drug release, and Patel et al. [331]
described an ethylcellulose latex used as a binder for granulation that produced a con-
trolled-release product.

Since latexes and pseudolatexes combine high concentrations with low viscosities,
and their particle sizes are in the colloidal range and thus their surface areas are enor-
mous, they can be used to entrap, incorporate, or serve as a solvent phase for drugs.
Such systems can be used as drug delivery systems, either by themselves or fabricated
into films or other structures. Therefore, it is not surprising that these latexes and
pseudolatexes are finding application in ophthalmic and transdermal drug delivery. Gurny
et al. [332,333] described the use of pseudolatexes for opthalmic drug delivery, as well
as the concept and development of ophthalmic pseudolatex systems using the pH of the
eye to trigger release; they also developed a pseudolatex prolonged drug delivery sys-
tem for the treatment of glaucoma. Vyas et al. also described a pseudolatex system for
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controlled release of isosorbide dinitrate [334], albutenol (salbutamol) [335], and pilo-
carpine [336].

The use of latexes and pseudolatexes in transdermal applications has also grown.
The 3M nitroglycerin patch used a dispersion containing nitroglycerin, which also served
as the adhesive for the patch. Vyas et al. [337] described the development and charac-
terization of a pseudolatex-based transdermal drug delivery system for diclofenac; this
system reportedly maintained a constant and effective plasma level for 24 h. Thassu and
Vyas [338] also described a pseudolatex-based transdermal mucolytic delivery system.
Jain et al. [339] described an effective controlled transdermal delivery system for ephe-
drine, based on an acrylic copolymer latex; plasma-time profiles were reported for both
an oral control form and a transdermal patch. Finally, the application of latexes and
pseudolatexes in new biodegradable systems is growing in importance. Banker and Peck
[6] were the first to describe biodegradable, injectable latexes for controlled release of
potent drugs; they described controlled-release biodegradable systems for direct instal-
lation in the brain. Coffin and McGinity [340] described the effects of surfactant sys-
tem, temperature, pH, and particle size on the chemical stability of biodegradable
poly(p,L-lactide) and other polymers in aqueous dispersion form; pseudolatexes prepared
with nonionic surfactants were the most stable, and some of these systems showed only
small changes in weight-average molecular weight after 350 days of storage. Jalil [341]
reviewed various biodegradable polymers and their different physical forms, including
pseudolatexes, and assessed the long-term parenteral drug delivery of various classes of
drugs.

The foregoing review of the ongoing work in the use of latexes and pseudolatexes
as coatings in controlled-release and targeted-drug delivery applications is not intended
to be all-inclusive, but is offered to provide an appreciation for the ongoing research
in the field, and for the expanding drug delivery approaches that these unique systems
offer.

H. Summary

Water-based latex coatings are suitable replacements for solvent-based pharmaceutical
coatings because of their economic and environmental advantages. Latexes of polymers
that cannot be prepared by emulsion polymerization can be prepared by direct emulsi-
fication of their polymer solutions; however, the average particle sizes of the latexes
prepared by conventional emulsification are about five to ten times greater than the 100-
to 300-nm-average particle size of latexes prepared by emulsion polymerization; the
larger particle size allows settling of the latex particles and gives poorer film proper-
ties.

Recently, a new emulsification process has been developed, which is based on the
use of mixed emulsifier systems that comprise a conventional surfactant and a cosur-
factant with a very low water solubility. Practical concentrations of the mixed emulsi-
fiers were used to prepare a wide variety of polymer latexes by direct emulsification,
which were stable and had average particle sizes of 100-200 nm, the same size range
as the latexes prepared by emulsion polymerization.
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Rheological and Mechanical Properties
of Dispersed Systems

Galen W. Radebaugh

Parke-Davis Pharmaceutical Research, Warner-Lambert Company,
Morris Plains, New Jersey

. INTRODUCTION

The response of pharmaceutical materials to an externally applied stress or strain is
reflected in their rheological and mechanical properties. The study of the response is
referred to as rheology and the application of measurement techniques and instrumen-
tation is referred to as rheometry or viscometry. Rheology, by definition, is the study
of the flow and deformation of matter. All pharmaceutical materials undergo flow or
deformation when subjected to externally applied stress or strain. This includes phar-
maceutical systems such as free-flowing elixirs, ointments and creams, foams, and com-
pacted powders.

Pharmaceutical systems undergo flow and deformation in all phases of production
and use. Misjudgment or miscalculation of flow and deformation in product formula-
tion or stability testing may lead to not only an inelegant, unstable, or therapeutically
deficient product, but may also cause extensive damage to manufacturing and packag-
ing equipment [1]. Of the many pharmaceutical systems, none is subjected to more
consumer scrutiny and evaluation than the group consisting of oral suspensions, oint-
ments, creams, pastes, gels, and foams. This is also the group of pharmaceutical sys-
tems that has undergone the greatest amount of research and testing. In generations past,
a formulator would describe the properties of these systems in terms such as slip, body,
or rubout. Today the formulator has more exacting terms to use, such as compliance
or modulus. Quantitative parameters can now be measured that relate the structural
properties of the pharmaceutical system to end-use performance.

Of particular importance are the parameters that describe the viscoelastic proper-
ties of a system. The deformation of any pharmaceutical system can be arbitrarily di-
vided into two types: spontaneously reversible deformation, called elasticity; and irre-
versible deformation, called flow. Many classic testing procedures failed to address
viscoelastic phenomena and applied idealized newtonian behavior to all systems. Since
newtonian describes only idealized behavior, it becomes important to measure those
parameters most relevant to the system. The most relevant rheological measurements are
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those that can be most closely related to end-use performance. For example, viscosity
is the most commonly measured parameter, even though the measured amount of vis-
cosity is a function of the test procedure. Soci and Parrott [2] demonstrated that the clini-
cal effectiveness of nitrofurantoin suspension could be extended by increasing the vis-
cosity of the suspension. Ludwig et al. [3] showed that viscosity strongly affects the
retention time of polymeric suspensions in the precorneal area of human eyes. Likewise,
Pennington et al. [4] found that the clearance rate of colloidal solutions from the nasal
cavity could be decreased by increasing their viscosity. A similar result was observed
by DiColo and others [5] for the percutaneous absorption of benzocaine. Radebaugh et
al. [6] developed new properties of deformation that were capable of differentiating the
properties of puncture and shear in polymeric coatings used to taste-mask granules used
in pediatric chewable tablets.

This chapter not only explains viscosity, but also describes parameters that define
viscoelasticity and other mechanical properties. In addition, it provides references to
rheological test techniques that the scientist can use to characterize pharmaceutical sys-
tems. There are many techniques and a greater number of types of equipment to mea-
sure rheological properties. The burden is on the pharmaceutical scientist to select those
techniques that provide the most relevant information that will allow him to predict the
effect of rheological changes on end-use performance.

ll. FUNDAMENTALS

The elementary rheological properties of most materials can be described in terms of
at least three parameters: stress, strain in solids or its liquid equivalent (shear rate), and
time. A basic understanding of these parameters and their interaction is essential to the
measurement and interpretation of all rheological data. To illustrate the following defi-
nitions, some simple problems are included to demonstrate the principles of rheologi-
cal practices.

A. Stress

There are two types of stress; normal stress and shear stress. Without invoking advanced
mathematics, the two can be explained in the following way. If a unit cube (Fig. 1) is

Fig. 1 Force components acting on a cubic volume element.
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acted on by a force F tangential to a surface, all the faces of the cube (except the base)
will be slightly displaced. The stress is defined as the internal force acting on the area
A of the cube (i.e., F/A). The force is internal, since it acts to balance out the applied
force and keeps the cube in equilibrium. Without the balancing of forces the cube would
disintegrate. There are 18 components of stress, one perpendicular to each of the 6 faces
of the cube and 12 shear components, 2 perpendicular to each other in each of the 6
faces. Since the forces on the opposite sides of the cube are equal, there are only 9
independent stress components. The component perpendicular to a plane on which the
force acts is a normal stress (tension out of and compression into the plane). A stress
component tangential to a plane is a shear stress. The unit of stress in units of the
Systeme International d’Unités (SI units) is the pascal, Pa (1 pascal = newton (N)
m~2 = 10 dyne cm2). In the centimeter-grams-second (CGS) system, the unit is the dyne
per square centimeter (dyn/cm?). The symbols for stress adopted by the Society of
Rheology {7] are o for shear stress and o for elongational stress. However, much of
the scientific literature uses F, ( p) [8], or o for shear stress.

B. Strain

Strain is the relative deformation of a solid body in response to a stress. There are two
major types of strain, elongational or compression strain and shear strain. For small
elongation strains, the strain g is

8"—A—£ 1
=7 (hH

where Al is the change in length of the material and [ is the original length before the
stress was applied; A/ will be negative if the sample is being compressed. Note that there
are no units associated with strain.

Shear strain is deformation produced when successive layers are forced to slide over
one another without changing thickness # of the sample. An illustration of this param-
eter is the displacement of a deck of cards (Fig. 2). The shear strain is 6//# and is
sometimes denoted as tan vy, since 3//h equals the tangent of y. For small angles tan
y = vy, in radians. Shear strain is unitless.

Problem 1: The upper surface of a gelatin film 1 c¢m thick is displaced by 0.05 cm.
Determine the shear strain (y) for the film.

0.05
Solution: tan v = = 0.05
To show that tan y for this small angle is indeed equal to y, calculate
tan~'y = 0.05 in radians. The answer is 0.049996, which varies from 0.05
by 0.08%.

|<— 6I—>|

Fig. 2 Illustration of shear strain.
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[ v, = dn
[ v 1:
[ Ve v,

Fig. 3 [Illustration of shear rate.

Liquids cannot be strained per se; that is, one cannot elongate or shear strain a liquid
for any finite time before the liquid relieves the strain by flowing away. However, if
parallel layers or a liquid are moving in the same direction at different velocities
(Fig. 3), a velocity gradient dV/d/ can be maintained indefinitely. This gradient is called
the shear rate. The symbol for shear rate is y, D, or S. The unit for shear rate is re-
ciprocal seconds (s71).

Problem 2: Kostenbauder and Martin [9] calculated the approximate shear rate for
spreading a layer of ointment 0.2 cm thick on the surface of the skin by
using a 6-cm stroke at four strokes per second. What was the calculated
shear rate?

6cm stroke™! x 4 strokes™!
0.2 cm

Solution: y = —l‘i =

4 -1
Jxem’ 00
0.2 cm

C. Time

Time is the third important parameter that affects the rheological properties of material.
Shear rate itself has units of reciprocal time. Many so-called viscoelastic materials are
affected by both stress and time; that is, the response to stress depends on both the
magnitude of the stress and the length of time the material is subjected to the stress.
Many liquids are affected by shear rate and time. These effects will be covered later
in this chapter (see Sec. III.C).

D. Poisson’s Ratio

Poisson’s ratio  is an elastic constant obtained from a tensile stress-strain test in which
a deformation force is applied two-dimensionally. It is defined for small elongations as
the decrease in width of the specimen per unit width, divided by the increase in length
per unit length on the application of a tensile force. When Poisson’s ratio is equal to
0.5, the volume of the specimen remains constant while being deformed. This condi-
tion of constant volume holds for typical pharmaceutical systems, such as liquids and
semisolids.

ill. ELASTICITY AND VISCOSITY

A. Hookeian and Newtonian Systems

Two very important relationships are derived from the interactions between stress and
either strain or shear rate. The first is Hooke’s law, which states that within elastic limits,
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the ratio of stress to stain in an elastic material is constant. No real material is elastic
at all stresses. At some point the material will yield or fail. The proportionality con-
stant between stress and tensile strain is known as Young’s modulus E, or the elastic
modulus. The corresponding constant for shear stress and strain is the shear modulus
G.

tensile stress o

= ; = — 2
tensile strain £ @)

_ shear stress  ©

* shear strain Y (22)
The units of measure for the moduli are the same as those for stress, that is, pascals
or dynes per square centimeter, since strain is unitless. Engineers use kilogram force
per square meter or pounds per square inch (psi). The reciprocals of E and G are some-
times used. The reciprocal of the elastic modulus E is known as the tensile compliance
D. The reciprocal of the shear modulus G is known as the shear compliance J.

A similar relationship for liquids was discovered by Newton, who related shear

stress to shear rate with the proportionality constant, 1, which is defined as viscosity.
The relationship is described mathematically in Egs. (3) and (3a).

F 1%

qoo=Ny = 3

or

_ & shear stress
1 Y shear rate (3a)
Viscosity is a measure of a liquid’s resistance to flow. As the value of n decreases;
less and less stress is required to maintain v at a constant value. The converse also is
true: as 7 increases, ¢ must increase to maintain a constant shear rate.
The SI unit for viscosity is the pascal-second (Pa-s). In the CGS system, it is poise
(P). One pascal-second = 10 poise = 10 dyn-s cm™.

Problem 3: A shear stress of 1 X 10° dyn cm™ is required to maintain a shear rate
of 100 s71; that is, 100/s. What is the viscosity of the fluid being sheared?

shear stress 1 x 10° dyn cm? 10 dynsec

It

(o}
Solution: n = —
1 Y shear rate 100! cm?

10 P =1 Pas

Note: A shear rate of 100 s7! is a little more than the shear rate of pouring wa-
ter from a bottle.

Graphically, the properites of a newtonian liquid are portrayed by a straight line
that passes through the origin and has a slope equal to the viscosity (Fig. 4). An elas-
tic solid is described in an analogous way, the slope being the elastic (tensile or shear)
modulus or Young’s modulus (Fig. 5).
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Shear
Stress
(0)

Shear Rate
(¥)

Fig. 4 Rheological behavior of a newtonian liquid.

B. Nonnewtonian or Generalized Newtonian Liquids

Very few, if any, liquids are truly newtonian; very few, that is, exhibit a direct pro-
portionality between shear stress and shear rate at all shear rates, or a constant viscos-
ity at all shear rates. However, a number of low molecular weight liquids can be con-
sidered newtonian for all practical purposes. Typical newtonian liquids include water,
alcohols, glycerin, and true solutions. Emulsions suspensions, dispersions, and polymer
solutions or melts are generally nonnewtonian, as though this is dependent on concen-
tration; that is, the higher the concentration the more likely the material is nonnewtonian.

Nonnewtonian liquids can display a wide range of behaviors. The essential char-
acteristics of a nonnewtonian liquid is that the viscosity is not directly proportional to
the shear rate. In other words, the viscosity changes with shear rate. Some nonnewtonian
liquids also show time dependencies. It is often difficult to differentiate a nonlinear
behavior from a time dependency with a single experiment. Time dependency will be
covered in Section III.C.

1. Bingham or Plastic Flow

There are several types of nonnewtonian rheological behavior that can be described by
relatively simple mathematical equations. A pure Bingham liquid is probably the sim-
plest of these (Fig. 6a). An ideal Bingham flow requires an initial stress, the yield stress
oy, before it starts to flow. Once it has started to flow, its behavior corresponds to that
of a newtonian liquid. This type of behavior is known as plastic flow and may be ex-
pressed mathematically by Eq. (4):

. c-0C
c-o,=Uy o U= }./y 4)
Tensile e
Stress Qg‘l‘o
) ~o
%\OQG
Strain

(¢)

Fig. 5 Rheological behavior of an ideal elastic solid.
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(c)

(d)

Fig. 6 Typical nonnewtonian responses: (a) ideal Bingham flow, (b) real Bingham flow, (c)
pseudoplastic flow, and (d) pseudoplastic flow imposed on Bingham flow.

where o, is the yield point, y is the shear rate, o is the shear stress, and U is the plastic
viscosity, which is equal to the slope of the flow curve. At stress less than the yield stress
the material behaves as an elastic solid.

Problem 4: Show that the viscosity () of a Bingham material actually decreases as the

Solution:

shear rate increases. Graph n as a function of shear rate.

Remember that the viscosity n always equals shear stress over shear rate.
Until the shear stress becomes greater than the yield stress (cy), the vis-
cosity (n) is undefined, since y equals zero. At very low shear rates
(y - 0), n is relatively large; for example, if o = 1000 dyn cm™ and
y = 171, then the viscosity is 1000 dyn-s cm™ = 1000 P = 100 Pa-s.
At high shear rates the viscosity becomes relatively small; for example, if
o = 2000 dyn cm™? and y is 100 s™!, the viscosity is 20 dyn-s cm™! = 20
P = 2 Pa-s, The plastic viscosity approaches U as y — . Graphically this
behavior is illustrated in Fig. 7. The value of U, the plastic viscosity, is
constant over this range.

5

Fig. 7 The viscosity (1) of a Bingham liquid.
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In real Bingham liquids, the transition from a stationary liquid to a flowing liquid
is not nearly as abrupt as that illustrated in Fig. 6a. Figure 6b illustrates the behavior
of a real Bingham liquid. The yield point for this type of liquid is extrapolated from the
linear portion of the curve to the shear stress axis. The yield point is often used to
characterize the rheology of creams and suspensions. Plastic flow (i.e., Bingham flow),
is normally associated with flocculated or coagulated particles in concentrated solutions.
The flocculated particles add an increased degree of structure to the system. The yield
point is a measure of the degree of flocculation, since an increase in structure requires
a greater stress to initiate motion in the system.

2. Pseudoplastic Flow

Many emulsions, dispersions, and polymeric solutions have rheological properties that
can be represented by the two curves of Fig. 6c. For these two curves, the slope at any
given point is the apparent viscosity of the liquid; that is, the viscosity is changing
continuously. the viscosity is shear stress over shear rate and is constant only for varying
shear rates in newtonian liquids.

Curve 1 in Fig. 6c illustrates the rheological behavior known as shear thinning. The
slope of the curve and, therefore, the viscosity is high initially and decreases with in-
creasing shear rate, thus the name shear thinning. Curve 2 illustrates the opposite be-
havior, which is appropriately known as shear thickening. In shear thickening, the vis-
cosity is low for low shear rate and increases with increasing shear rate.

Shear thinning, a result of a varying shear rate, should not be confused with thix-
otropy. Thixotropy is the reversible loss of viscosity, as a function of time, at a con-
stant shear rate. Reversible means that the viscosity will return to its original value with
time in the absence of agitation. In a similar way, negative thixotropy is a reversible
increase in viscosity, as a function of time, at a constant shear rate. More will be said
about these phenomena in connection with time-dependent phenomena (see Sec. III.C).

The reader should also be familiar with rheomalaxis or rheodestruction. Rheomalaxis
is the permanent loss of viscosity owing to shearing. There is no rebuilding of the struc-
ture responsible for viscosity in the material. An example of rheomalaxis is the perma-
nent loss of viscosity of a high molecular weight polymer solution subjected to high shear
rates. High shear rates are capable of breaking covalent bonds in polymers. The resulting
lower molecular weight polymer will show a decreased solution viscosity.

Many shear-thinning and shear-thickening liquids behave according to the “power
law.” One of the several representations of the power law to given in Eq. (5):

y = yol (5)

where y and N are constants characteristic of the material and y and o are shear rate
and shear stress, respectively.

If the two curves in Fig. 6¢ are plotted on a logarithmic scale on both axes, the
curves become straight lines (see Problem 6 for a single curve). Power law liquids with
N greater than | are shear thinning, whereas those with N less than 1 are shear thick-
ening. When N = 1 and y = 1/n, n is the newtonian viscosity. Not all shear thinning
and shear thickening materials obey the power law equation.

Problem 5: Another common form of the power law is ¢ = ky", where n = 1/N and
k = VN, Show that this equation is equivalent to Eq. (5).



Rheoclogical Properties of Dispersed Systems 161

Solution: Make the substitutions in the second equation; that is, n = ¥y N, Put
this equation in a logarithmic form, that is, log o = (-1/N)log ¢ +
(I/N)log v, and

Solve for log y:log y= Nlog o + log v
Solve for log y in Eq. (5): log y = Nlog 6 + log v

The two equations are identical. Q.E.D.

The logarithmic equation is of the form y = mx + b, the equation of a line; in this
case, y = log vy, N equals the slope (m), x = log o, and b equals the intercept (i.e.,
log ). Therefore, the values for N and y in Eq. (5) can be easily determined from a
plot of data of log o versus log w. Alternatively, a pocket calculator capable of per-
forming linear regressions can quickly determine N and y for a set of measured val-
ues of shear stresses at given shear rates. The two parameters, N and v, can be used
to characterize a given material, just as a yield point and slope can be used for a Bing-
ham material.

Problem 6: Shear stresses were measured at six different shear rates for a lotion. The
values were as follows:

v (s): 1 10 30 50 80 100
o(dyn/cm?): 978 43.0 87.1 121.0 163.7 188.9

(a) Plot y versus o; (b) calculate the viscosity at each shear rate; (c) plot
the appropriate logarithmic curve and determine the values for y and N;
(d) state whether the lotion is shear thickening or shear thinning and tell
why.

Solution: a. See Fig. 8.
b. n = o/y; therefore:

y (s7): 1 10 30 50 80 100
o (dyn cm?): 9.78 43.0 87.1 121.0 163.7 189
n (dyn-s cm?): 9.78 4.3 290 242 205 1.89

c. See Fig. 9. The linear regression of log y versus log o gives a slope
of 1.555 and an intercept of -1.540; therefore, N = 1.56, and y =
1071540 = (0,0288.

d. Since the value of N is 1.56, which exceeds 1, the material is shear thin-
ning. This can also be determined from answer b, which indicates that
the viscosity of the lotion is becoming lower with an increasing shear
rate.

Dilatancy is a phenomena best defined and illustrated by an example. Anyone who
has walked along a beach knows that if the feet are placed gently on wet sand they will
sink. However, if one steps on the same sand very rapidly, the sand will become rigid.
Materials that behave in this way are called dilatant. The mechanism is as follows. The
grains of sand in the undisturbed state are close-packed. When the sand is vigorously
agitated, the water no longer fills all the interstices. The sand appears to become dry
because its volume has increased. It is the increase in volume that makes dilatancy dif-
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Fig. 8 Shear rate versus shear stress.

ferent from shear thickening. Dilatancy is not a synonym for shear thickening, since
normal shear thickening is not accompanied by a volume change.

Dilatancy can take place when the ratio of solid phase to the liquid phase is large.
This may occur in paints, inks, mineral slurries, or concentrated starch pastes. One must
be very careful when milling dilatant materials, since they tend to solidify suddenly.
Motors can become overheated rapidly because of the great, and often sudden, increase
in viscosity of the material being stirrred. The flow curve for a dilatant material re-
sembles curve 2 in Fig. 6¢, but exhibits a much more rapid increase in slope with in-
creasing shear rate.

3. Non-Bingham Flow

Figure 6d illustrates a material that initially behaves like a Bingham material; that is,
it possesses a yield point, but after yielding, it behaves like a power law material. The
simplest mathematical model for this type of material is known as the Herschel-Bulkley
model and is given in Eq. (6):

c=o,+k" (6)

where ky" is defined as in Problem 5. Again the parameters in the equation (i.e., o,
+ k, and n) characterize the rheological properties of the material.

C. Time-Dependent Phenomena

The term thixotropy was mentioned briefly in the preceding section. Thixotropy is a
phenomena that occurs very frequently in dispersed systems. It is defined as a revers-

log o

log ¥

Fig. 9 Log shear rate versus log shear stress.
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ible, time-dependent decrease in viscosity at a constant shear rate. As a rule, a thixo-
tropic material is a dispersion that shows an isothermal gel-sol-gel transformation. A
gel is a colloidal system that possesses a yield point, whereas a sol is a colloidal sys-
tem that does not possesses a yield point. The mechanism of thixotropy is the break-
down and re-forming of the gel-sol-gel structure.

Figure 10a shows the shear stress in a thixotropic material as a function of time at
several shear rates. If shearing is continued long enough, the shear stress becomes con-
stant. The significance of thixotropy as a time effect as well as a shear rate effect is
frequently not made clear. Thus, thixotropy is often confused with shear thinning.

Figure 10b shows the results of a typical experiment conducted on a thixotropic
material. An initial shear rate of y produces a shear stress of A. After a period at a
shear rate of y,, the shear stress will decrease to B. An increase in shear rate to 7,
will raise the shear stress to point C, where a loss of shear stress will again occur. This
process may be repeated many times until a complete up-curve has been generated. The
process is then reversed by decreasing the shear rate in steps and maintaining shearing
times equal to those used in the up-curve. Figure 10b shows a rise in the shear stress
as the shear rate is decreased (H to I in the down-curve). This effect is not always seen,
since some materials will not regain their structure while under shear. Figure 11 shows
thixotropic loops for materials sheared for two different time intervals. Curve A results
from short shear times, whereas curve B is observed during long-time shearing. The
formation of a thixotropic loop is the accepted criterion of thixotropy. A pure shear-
thinning fluid will not show a loop. These curves were constructed from data generated
by the type of experiment shown in Fig. 10b. Instruments that generate a continuously
changing shear rate are available. The area enclosed within the up-curve and the down-
curve is known as a thixotropic hysteresis loop.

Care must be taken to avoid long shearing times, which produces irreversible
changes, and to maintain constant temperatures during the experiment. Temperature
changes can produce spurious results, since shear stress at a constant shear rate, is also
a function of temperature. Whorlow [8] presents a detailed explanation of the measure-
ment and precautions for examining thixotropic materials.

Thixotropy is quite common, but pure thixotropic materials are unusual. Usually the
thixotropic nature of a material is superimposed on another rheological behavior. Idson
[10] shows curves similar to those in Fig. 12 for the thixotropic effect superimposed on
a Bingham material, a pseudoplastic material, and a dilatant paste. Examples of com-
mon thixotropic materials are gelatin, mayonnaise, latex paint, and many emulsion sys-
tems.

Shear Shear
Stress S s Stress
(©) \” % o)
\ ‘]2 > '}"1

T

Time Time

(a) (b)

Fig. 10 Thixotropy: (a) individual shear rates as a function of time and (b) composite curve with
varying shear rates.
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Fig. 11 Thixotropic loops at short (A) and long (B) times of shear.

1. Quantitation of Thixotropy

Several methods have been proposed for the quantitation of thixotropy. The area of the
hysteresis loop has been mentioned as one way of measuring thixotropy. However, as
shown in the preceding section, the area of hysteresis loop is very much dependent on
the time taken to make the measurement as well as the maximum shear rate. As Whorlow
[8] states, “There is no reason to suppose that two materials which give identical loops
in a 15 second sequence of speed changes would necessarily give identical loops in a
5 second sequence.”

Sherman [11] indicates that it is “possible for the hysteresis loop to be an artifact.”
He cites the effects of viscous heating and inertial forces as a source of the artifact. Vis-
cous heating is the heat produced by the physical interaction of the liquid and the mea-
suring device. Changing the inertia of a liquid can also convert mechanical energy to
heat energy. When energy is added to a ligiud that is not adequately cooled, the tem-
perature of the liquid increases. Herein, the hysteresis is due to the change in temperature
of the liquid and is not a true hysteresis, which requires a constant temperature.

There is one condition in which a thixotropic material will yield a consistent curve.
When the up-curve loss in shear stress with time (A-B in Fig. 13a) and the down-curve
recovery of shear stress (E-F) both approach the same respective limiting value for a
number of shear rates and shear stresses, then a plot of these equilibrium shear stresses
versus their respective shear rates will yield an equilibrium hysteresis curve (see Fig.
13b). Such a curve obviously has no hysteresis loop and is also rarely found in nature.

Despite all the possible pitfalls in making hysteresis loop measurements, the method
is commonly used to characterize materials of many different types. One method for

Shear
Stress
(a)

Shear Rate () Y Y
(3 (b) ©

Fig. 12 Thixotropic behavior superimposed on nonnewtonain responses. (a) on a Bingham ma-
terial, (b) on a pseudoplastic material, and (c) on a dilatant paste.
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Fig. 13 Equilibrium hysteresis curves.

quantitating thixotropic behavior in Bingham (plastic) materials is to measure the plas-
tic viscosity U of the down-curves for two values of shearing times (¢, and #,). Figure
14 shows the shearing sequence for this determination. The uppermost down-curve (A)
occurs when the shear rate is immediately reversed after it reaches its maximum value.
Down-curve B occurs when the maximum shear rate is applied for time ¢, before re-
versing, and down-curve C occurs when the maximum shear rate is applied for time #,.
Note that in a Bingham material, the down-curve as well as the up-curve are linear (after
the extrapolated yield point). The slope of each down-curve is the plastic viscosity U
for each condition of shearing time. From this type of experiment, a thixotropic coef-
ficient B is calculated: this is the rate of breakdown of structure with time at constant
shear rate and is calculated as follows:

:UB_UC
In(z,/t,) &

where Uy and U, are the plastic viscosities of the down-curves after ¢, and ¢, shearing
times, respectively. Since the choice of the maximum shear rate is arbitrary, the same
objections raised for hysteresis loops can be raised here.

A second measure of thixotropy in Bingham materials is the so-called coefficient
of thixotropic breakdown M, shown in Eq. (8).

22U, -Uy)
In(y,/7,)? ®)

Shear |
Stress
(0)

Shear Rate Time of Constant Shear

(7 ®

Fig. 14 Graphic method for determining the thixotropic coefficient B.
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Fig. 15 Experimental curve for determining the “coefficient of thixotropic breakdown.”

where U, and U, are the plastic viscosities for two separate down-curves having maxi-
mum shear rates of y, and vy ,, respectively (Fig. 15). The original relationship, derived
by Green and Weltmann [12] was based on an empirical finding that the area of the
thixotropic hysteresis curve was proportional to the revolutions per minute (rpm) of their
viscometer. In Eq. (8), v, and v, were originally angular velocities «, and ®,, not shear
rates. This equatoin has been stated incorrectly in several references. The method is again
faulted because the values of y, and y, are arbitrary.

2. Complex Thixotropic Curves

In a previous section, the superimposed effect of thixotropy on classic rheological curves
was described (see Fig. 12). Not all thixotropic materials are so well behaved. Boylan
{13] demonstrated some of the abnormalities of thixotropy in his study of white petro-
latum USP, as shown in Fig. 16a, which is typical of a “bulge”-type hysteresis curve.

Boylan explained the shape of the curve in terms of the breakdown in structure of
the three components of white petrolatum: normal paraffins, isoparaffins, and cyclic par-
affins. Normal paraffins can align themselves in the direction of the shear. Isoparaffins
and cyclic paraffins do so less readily. The unaligned iso- and cyclic paraffins provide
the initial “body” to the up-cruve until, at high shear rates, all the paraffins align and
disentangle. The disentangled chains remain that way during the down-curve and, there-
fore, yield a much flatter curve.

Ober et al. [14]} demonstrated the classic “spur”-type thixotropic curve (see Fig.
16b) in a study of a procaine penicillin gel. The spur value Y is the point at which rapid
breakdown or consolidation of structure is taking place. The authors showed that peni-

Shear
Stress

(o)

Shear Rate () Y
(a) (b)

Fig. 16 (a) Bulge-type curve and (b) spur-type curve. (Adapted from a, Ref. 13 and b, Ref. 14.)
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cillin gels that behave in this manner formed intramuscular deposits after injection. These
deposits intended to prolong blood levels of the drug.

Carboxymethylcellulose solutions also tend to give rheograms that contain spur
points. The mechanisms by which bulges and spurs occur are usually not obvious and
continue to be controversial.

3. Negative Thixotropy and Rheopexy

Negative thixotropy or antithixotropy is a time-dependent increase in viscosity at con-
stant shear. Dispersions that show negative thixotropy typically contain between 1 and
10% solids (in contrast with dilatant systems, which contain more than 50 vol% solids).
Negative thixotropy is not the same as dilatancy, which is shear rate-dependent.

There is some disagreement about the equivalence of negative thixotropy and rheo-
pexy. Rheopexy has been defined as negative thixotropy, on one hand, and, on the other
hand, as “a phenomenon in which a sol forms a gel more readily when gently shaken
or otherwise sheared than when allowed to form the gel while the material is kept at
rest” [15]. In the latter definition of a rheopectic system, the gel is the equilibrium form,
whereas in antithixotropy, the equilibrium state is the sol [16].

The first definition uses a phenomenological approach; that is, during the rheological
measurement, the material under study shows an increase in viscosity as a function of
time. The second mechanistic definition requires specific information on the (generally
unknown) mechanism of the phenomenon. Therefore, for practical purposes, the first
definition is more direct, and rheopexy and negative thixotropy may be used interchange-
ably. Magnesia magma and clay suspensions may show negative thixotropy, but very
few other materials are known to show this phenomenon.

D. Viscoelasticity
1. Modeling of Rheological Behavior and Simple Viscoelasticity

a. Modeling Elements

To understand complex rheological behavior more clearly, the use of mechanical models
is sometimes useful. The simplest model for elasticity is the ideal spring (Fig. 17a),
since, by definition, it obeys Hooke’s law. This model is known as a Hooke body or a
hookeian element. The corresponding newtonian body or element is called a dashpot (see
Fig. 17b). A dashpot comprises a piston inside a cylinder filled with a fluid of viscos-
ity, . As the piston is moved through the fluid, the fluid between the piston and cyl-

e

(a (b) (c) (d) (e) ®

Fig. 17 Various elements used in modeling rheological behavior: (a) hookeian, (b) newtonian,
(c) Saint-Venant body, (d) model for Bingham plastic, (¢) Maxwell element, and (f) Voigt or
Kelvin element.
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inder walls is sheared, thereby producing a stress proportional to the viscosity of the
fluid. When the force applied to the piston becomes zero, the piston stops and does not
return to its starting point. A hookeian element does return to its starting point as the
force becomes zero.

By using one additional element, known as the Saint-Venant body or element most
elementary rheological systems can be modeled. The Saint-Venant body (see Fig. 17c)
is a weight lying on a flat surface. The weight will not move until a force large enough
to overcome the static friction of the weight-surface interface is applied. Once the static
friction has been overcome, the weight will move at a constant velocity under the in-
fluence of a constant force.

The parallel combination of the Saint-Venant body and the newtonian body (see Fig.
17d) models the behavior of a Bingham plastic. The dashpot cannot move and, there-
fore, cannot add to the stress until the Saint-Venant body moves. Once the Saint-Venant
body has started to move, the dashpot moves. The total force observed for the system
is the force to overcome the Saint-Venant body plus the force to shear the fluid in the
newtonian element. This behavior is exactly the same as that of a Bingham plastic. The
yield point of the Bingham plastic is modeled by the Saint-Venant body. The linear
plastic viscosity U is modeled by the newtonian element. (See Fig. 6a for the flow
characteristics of a Bingham plastic.) If power law fluids are used in the dashpot instead
of newtonian fluids, behavior such as that shown in Fig. 6d is modeled.

Two other models, the Maxwell model and the Voigt or Kelvin model, are useful
for modeling the rheological behavior known as viscoelasticity. Viscoelasticity may be
viewed as a combination of viscous and elastic properties. A good example for illus-
trating viscoelastic properties is polymethylsiloxane, an organic silicone polymer used
in making “silly putty.” When rolled into a sphere and dropped, this material will bounce
like a rubber ball. When left undisturbed, this material will deform to a puddle under
the influence of gravity. Other examples of viscoelastic materials are molten polymers,
chewing gum, and most gels.

b. Stress Relaxation and the Maxwell Model

The Maxwell body or element consists of a newtonian element in series with a hookeian
element (see Fig. 17e). The Maxwell element is used to model a property of viscoelas-
ticity known as stress relaxation. Stress relaxation is the change in stress under a con-
stant strain as a function of time.

Example: A strip of viscoelastic plastic 10 cm long is instantaneously strained to 10.05
cm. The stress to maintain the strain is recorded after 1, 5, 10, 20, 60, and
600 s. The stress is plotted versus time to give a stress relaxation curve (Fig.
18).

Stress
(0)

Time ()

Fig. 18 Stress relaxation curve.
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The Maxwell model behaves exactly as the example. At zero time the total stress
is supported by the spring. As the dashpot slowly extends, less and less stress is sup-
ported by the spring, which contracts. After a long enough period, all the stress is re-
lieved by the flow of the dashpot, at which time the stress becomes zero.

The mathematical expression for the stress as a function of time is

G = y,G-%m (9a)
for shear stress relaxation and for tensile stress relaxation is
o, = e ECEM (9b)

where o or oy is the stress, y, or g is the initial shear or tensile strain. G or E is the
shear or elastic modulus, and n is the viscosity of the fluid in the dashpot.
The ratios /G and n/E are known as the relaxation time, that is, the time for the
stress to fall to 1/e of its initial value, where e is the base of the natural logarithm.
Mathematically, the strain as a function of time is given in Eq. (10) for shear strain
and tensile strain respectively:

ot Gy Oyl
+— or g=-Lf£4-E (10)

. c
! G n E n

¢. Creep and the Voigt Model

The second model is known as the Voigt or Kelvin model, which models fairly solid
materials. The Voigt element consists of a newtonian element in parallel with a hookeian
element (see Fig. 17f). The Voigt model is useful in modeling the viscoelastic property
known as creep. Creep is the change in strain under a constant stress as a function of
time.

Example: A viscoelastic plastic 10 cm long is subjected to a stress of 1 kPa. The strain
is measured at 1, 5, 10, 30, 60, and 600 s. The strain is plotted versus time
to give a creep curve (Fig. 19).

Again the Voight model follows the behavior of the example. The applied stress is
shared between the elements, since each experiences the same strain; that is, both ele-
ments are extended the same distance that is controlled by the spring. The final strain

1.05
1.04
Tensile 1.034
Strain
()  1.02
1.014
1.0

Time (1)

Fig. 19 Creep curve.
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is limited by the elongation limit of the spring. The shear strain as a function of time
is given by Eq. (11).

7= 369[1 — exp(-Gti)] (n

For creep the ratios n/E and 1/G are known as the retardation time 1, the time required
for strain to relax to l/e of its initial value when the stress is removed. Tensile strain
as a function of time is determined by inserting the corresponding tensile parameters into
Eq. (11). The stress at a constant strain, for a Voight model, is totally due to the hook-
eian element and is defined in Eq. (12).

o = y,E = constant (12)

Real viscoelastic materials are not accurately modeled by any of these models, but
the models facilitate analysis of the processes of creep and stress relaxation. Combina-
tions of Maxwell and Voigt elements are capable of closely modeling real viscoelastic
materials.

2. Complex Viscosity

A brief phenomenological description of viscoelastic behavior was given in the preced-
ing section. It is apparent that stress, strain, and shear rate (time) are involved in the
rheological behavior of viscoelastic materials. In practice, stress is not always directly
proportional to strain, but may be related to it in a more complicated way. Abnormali-
ties in time occur whenever stress is a function of both stress and strain rate. When only
time abnormalities exist, the behavior is known as linear viscoelastic: that is, stress is
proportional to strain but varies with time. The theories and mathematics of nonlinear
viscoelastic material are beyond the scope of this text. All viscoelastic behavior in this
text is assumed to be of the linear type.

a. Dynamic Measurements

The effect of transient loading of viscoelastic materials (i.e., creep and stress relaxation)
was also desribed in the preceding section. Transient loading measures relatively long
relaxation and retardation times; that is, minutes to hours. For a number of pharmaceu-
tically important materials, the rheological effects of interest happen in fractional sec-
onds to a few minutes. For phenomena of such short duration, dynamic or periodic
motions of the material are used. Such as sinusodial motions. A dynamic experiment at
a frequency o (rad s™') is quantitatively equivalent to a transient experiment at
1/w (s rad™!). If an elastic element is loaded in a periodic way, or any other way, for
that matter, the stress will always be in phase with the strain. That is, the stress will
be zero when the strain is zero and the stress will be at a maximum when the strain is
at a maximum. At any time the ratio of stress to strain will be constant (Fig. 20a).
The newtonian element responds in an entirely different way to a periodic shear.
It is fundamental that a liquid responds to a strain rate not a strain. A newtonian liquid
exhibits the highest stress when subjected to the highest shear rate. In Fig. 20b, the
ordinate of the graph is strain (not strain rate), whereas the slope of the sine curve at
any point is the shear rate. The shear rate is at a maximum when the shear strain crosses
the time axis. As would be expected, the shear stress also reaches a maximum when the
shear rate is maximum (see lower curve in Fig. 20b). The fact that the shear stress,
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Fig. 20 (a) Tensile stress in phase with strain (elastic response) and (b) shear stress 90° out of
phase with strain (viscous response).

which is a cosine curve, appears to become negative at regular intervals should not
confuse the argument. The apparent negative values are actually positive stresses in the
opposite direction; for example, either a push or a pull requires the absolute value of a
force, a positive number. For a newtonian element, the stress is said to be 90° out of
phase with the strain. That is, if the time axis were marked off in degrees, the maxi-
mum stress would occur 90° before and 90° after the maximum strain.

b. Complex Numbers

Electronic engineers use a mathematical tool, known as an imaginary or complex num-
ber, to analyze the phase relationships between voltage, current, resistance, and imped-
ance. The rheologist uses the same technique to analyze the relationship between the
elastic modulus and the viscous modulus in a viscoelastic material.

Complex numbers are the sum of a real part and a so-called imaginary part. The
imaginary part is composed of a real number multiplied by i, i = +/~1. A typical com-
plex number could be 73.5 + 14.3{. The presence of { prevents one from combining
the 14.3 with the 73.5. This property is just what is needed to separate the elastic
modulus from the viscous modulus in the mathematics of viscoelastic material. The so-
called complex modulus G* is expressed as a complex number in Eq. (13).

G* = G' + iG" (13)

where G' is the elastic shear modulus and G" is the viscous modulus.
There is nothing imaginary, in the usual sense of the word, about these systems.
The use of i is merely a tool to keep the in-phase and out-of-phase components sepa-



172 Radebaugh

rated. The easiest way to demonstrate this is to use a graphic method. One normally
labels a graph with the coordinates X and Y. When graphing imaginary numbers, Y be-
came the i axis (Fig. 21). The in-phase component is plotted on the X axis and the out-
of-phase component is plotted on the i axis. The complex modulus G is the vector sum
of G' and G" [see Eq. (14)]

|G*| = J(G')? + (G")? (14)
The phase angle & is given by tan 8 = G"/G":

" "

tan § = —— or § = tan~! —
G’ G’ (15)

Experimentally, G* is measured as a torque (or compression-tension), and 6 is
measured as the phase angle between the elastic and viscous components. The individual
components are then calculated by the following equation:

G' = |G*| cos & (16a)
G" = |G*| sin & (16b)

Problem 8: An instrument capable of making dynamic measurements (sinusoidally)
determines that G* = 5.0 x 10% dyn cm=2, and the phase angle (8) as 45°.
What are the values of G’ and G"?
Solution: Both the cosine and the sine of 45° are 142 = 0.707.
Therefore: G’ = G" = G*sin § = G* cos § = 5.0 x 10> dyn cm™? x 0.707 =
3.535 x 102 dyn cm™2.
To check this value Eq. (14) can be used:
|G*| = [(G")* + (G")A"? = [(3.235 x 10? dyn cm2)?
+ 3.535 x 102 dyn cm2)?]12

=5 X 10? dyn cm
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Fig. 21 Plot of complex modulus.
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Note that G*, G’, and G” are moduli, not viscosities; their units are units of stress not
viscosity. Complex dynamic viscosity n* is defined by Eq. (17):

G*
T o

n* a7
where o is the frequency of the sine wave in radians per second. The units of complex
dynamic viscosity are the same as those of classic viscosity (i.e., dyne-s cm™2, P, or
Pa-s).

E. Mathematical Treatment of Viscoelastic Theory

In a dynamic experiment, the stress and strain are sine or cosine functions, and they
can be treated as rotating vectors [17,18]. The magnitudes of the vectors are equiva-
lent to the amplitudes of the maximum stress and maximum peak strain. One revolu-
tion of the vector is equal to a full cycle of oscillation.

The stress, strain, and rate of strain are complex variables (as previously discussed
in Sec. II1.D) that can be defined by the following equations:

o* = gfrtd) (18)

y* o=y (19)

where o* is the complex stress, y* is the complex strain, o, is the maximum magni-
tude of the stress, ¥, is the maximum magnitude of the strain, & is the phase angle
between strain and stress, ¢ is time, o is the angular frequency, and i equals (-1)!2. Dif-
ferentiation of Eq. (19) is equivalent to a 90° counterclockwise rotation of the vector
so that:

ar
dr

where wy, is the magnitude of the rate of strain vector.
The complex shear modulus, G*, is defined as the ratio of o* to y*.

— i(l)‘Y{)wl - u),Yé')(mtwt/Z) (20)

G*
G* = s 3}

By substituting Egs. (18) and (19) into Eq. (21) we obtain

G* = (oy/ve) ™ * Vexp(-iwt 22)
or

G* = (Ge/1o)(id) (23)
From Euler’s formula, one knows that

exp(id) = cos & + i(sin J) 24)

Some special values of the complex exponential are exp(wi/2) equals i and exp (i)
equals -1. Equation (24) can be substituted into Eq. (23) to obtain:

G* = (oy/yy) cos & + i(cy/yy) sin & (25)
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But:

G' = (oy/yy) cos & and G" = (oylyy) sin & (26a and 26b)
Consequently,

G* = G' + iG" (13)

where G' is known as the elastic modulus, storage modulus, or the real modulus. The

viscous modulus G” is also known as the loss modulus, or the imaginary modulus.
The relationship between G’ and G” may be illustrated vectorically as two

orthoganol vectors. The tangent between G" and G’ defines the phase angle & as

1

tan & = — 27)

!

The physical significance of tan & becomes clearer when one considers the energy dis-
sipated and stored per cycle of deformation for linearly viscoelastic materials. The en-
ergy dissipated per cycle is:

W= jcdy - Jc(dy/dt)dt 28)

So if it is assumed that the stress is the forcing function according to

o(t) = o sin (wf) (29)
and the resultant strain can be represented by

Y(£) = 7, sin (ot - §) (30)
then Eq. (29) and (30), with the proper trigonometric identity, can be used to expand
Eq. (28) to

AW = oyy,0 Jsin(cot)[cos(cot)cosé‘) + sin(w?) cos &]dt 3hH

The first term inside of the closed integral is an odd function and becomes zero after
integration. The value of the integral of the second term is (n/w) sin 3, so that the energy
dissipated per cycle of deformation is given as

AWy = TOgY, SIn & (32)

The maximum energy stored per cycle, analogous to the potential energy of a spring
at the maximum displacement is

1
W= Gy, (33)

where G’ is the elastic modulus of the material, equivalent to the spring constant. Since
G' = G* cos 6 and G*y, = o, then

1
W= 5 OyY o COS O (34)
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Equations (32) and (34) can be combined to give the ratio of energy dissipated to maxi-
mum energy stored per cycle of deformation as

AW G"
“Z = 2ntand = 2n| —
W T tan TE( G') (35)

F. Temperature-Frequency Equivalence

The viscoelastic properties of pharmaceutical systems containing high molecular weight
molecules, such as polymers, are extremely temperature-sensitive as well as shear fre-
quency-dependent. Systems that typically contain high molecular weight molecules are
semisolid dispersions, such as ointments or creams. Even though the effect of tempera-
ture on viscosity has been well documented for pharmaceutical systems, limited infor-
mation is available on the effect of temperature on their viscoelastic properties. Accord-
ing to the theory of rubberlike elasticity, the elastic moduli of ideal elastomers are
proportional to absolute temperature [18]. Since the deformation of a rubberlike mate-
rial is an activated process in which molecular segments can move only by overcom-
ing potential barriers, a direct relationship exists between the temperature and time-de-
pendence of viscoelastic properties.

Modulus data taken over a range of shear frequencies (which is equivalent to re-
ciprocal time) can be superposed in the same manner that time-temperature superposi-
tion is applied to creep and stress-relaxation data {19-22]. This phenomena is extremely
useful because the limitations of instrumentation or time often do not allow the measure-
ment of a complete modulus versus frequency spectrum. In spite of this limitation, a
curve-shifting procedure can be used to construct a master curve (complete log modu-
lus versus log frequency spectrum at a given temperature). A change in temperature
shifts the distribution of modulus curves without changing the shape of the function. The
shift of a modulus curve is quantitated in terms of ar, the shift factor. Radebaugh and
Simonelli applied the temperature-frequency relationship to the viscoelastic properties
of anhydrous lanolin [23]. In these studies it was found that viscoelastic parameters, de-
termined over a wide range of temperatures and shear frequencies, could be superposed.
Elastic moduli (G’) and viscous moduli (G") obtained at low temperatures and frequen-
cies were equivalent to moduli obtained at high temperatures and frequencies. Empiri-
cal shifts of modulus versus frequency data obtained at different temperatures were used
to produce G’ and G” versus frequency master curves (Figs. 22 and 23). A method of
reduced variables, in conjunction with an Arrhenius-type relation, proved useful in
calculating the energy of activation for the structural processes involved in a major
mechanical transition. The energy of activation was approximately 90 kcal/mol. This
compares favorably with the magnitude of energies of activation of high molecular
weight polymers undergoing a glass transition. This comparison is significant when one
considers the generally low molecular weight composition of lanolin (99% of molecules
have a molecular weight between 400 and 950). The magnitude of the energy of acti-
vation for lanolin suggests that the intra- and intermolecular forces are as great as those
in high molecular weight polymers. Hence, the nature of the functional groups and the
chain length of the molecules determine the strength of the structure of the system.
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Fig. 22 Reduced frequency master curve of elastic modulus for anhydrous lanolin USP. Key:
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At this point, it is necessary to examine the mathematical relationships behind
temperature-frequency superposition. In general the concept can be expressed as

G(Ty, v) = G(T, viag)

(36)

where G is either the elastic or viscous modulus, v is the shear frequency, 7y is the
reference temperature of superposition, T is the test temperature, and ay is the shift
factor. The effect of a change in temperature is the same as applying a multiplicative
factor to the shear frequency scale. Ideally, there is often an inherent change in modu-
lus brought about by changes in temperature. Each of these changes are compensated
by vertical shifts during the construction of the log modulus versus log frequency curve.
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Fig. 23 Reduced frequency master curve of viscous modulus for anhydrous lanolin USP. Key:
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Consequently, Eq. (36) can be modified to

G(Ty,v) _ G(T,viay)
To(T,)  To(T) 37)

where p(Tz) and p(T) are the densities of the test sample at the reference temperature
and test temperature, respectively {20]. Division by the test temperature corrects for
changes in modulus caused by the inherent dependence of modulus on temperature,
whereas division by the density corrects for volume changes. To construct a master
curve, a reference temperature is arbitrarily chosen, and moduli are measured at vari-
ous frequencies and temperatures.

By rearranging Eq. (37), the modulus at any frequency relative to the reference
temperature can be expressed as

Tuo(Ty)G(T, viay)

Gl v = Tp(T)

(38)

The shift factors are a function of temperature and are determined relative to the ref-
erence temperature. The values of the shift factors must be found empirically by match-
ing the results of adjacent temperatures. Ferry was among the first to use this technique,
so the procedure is often referred to as a Ferry reduction scheme [17,21,24]. Super-
position, which is also referred to as the method of reduced variables, can reduce ex-
perimental work and extend the effective frequency range of results obtained with an
instrument of limited frequency capabilities. When the temperature of testing is varied
through an appropriate temperature range, a reduced frequency range of many more
decades usually can be covered.

The power of this technique was demonstrated with the semisolid anhydrous lano-
lin [23]. It was demonstrated that one could predict the viscoelastic properties of an-
hydrous lanolin at shear frequences up to 100,000 s™!, far greater than could be attained
with any commercially available mechanical property tester. In reality, shear rates of
this magnitude can occur in actual pharmaceutical use. Henderson et al. [25] established
shear rates for a variety of situations: up to 120 s! for topical application of an oint-
ment; 1,000-12,000 s} for a roller mill; and 5,000-100,000 s™! for high-speed filling
equipment.

It has also been theorized that the relationship between temperature and shift fac-
tors can be expressed as an Arrhenius-type equation:

ap = AFRT (39)

where A is the preexponential term, R is the gas constant, T is temperature, and E, is
the energy of activation {17,26,27]. By taking the logarithm and then differentiating both
sides of Eq. (39), it can be arranged to obtain

5 _ 2:303 R d(logar)
@ d(I/T)

(40)

Therefore, the shift factors of superposition and be plotted as log a; verus 1/7T, and the
E, for thermomechanical transitions (typically glass transitions for amorphous polymers)
within the material can be calculated from the slope of the plot.
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Another empirical relationship was developed by Williams, Landel, and Ferry {28]
for amorphous polymers. It is known as the W-L-F equation, and is written as

loga, = ——————~C1(T_ Tg)
g ar (G, +T-T) (41)
where C; and C, are constants and 7, is the glass transition temperature. The glass tran-
sition temperature is that temperature below which the configurational arrangements of
the molecules essentially cease. The empirical constants C; and C,, were originally
thought to be universal, but have since shown slight variation from polymer to polymer
[18]. The apparent energy of activation for a transition can also be calculated for data
fit to the W-L-F equation. By taking the derivative of Eq. (41) relative to 7, one ob-
tains

d(log a;) _ -GG,
T (G +T+T) (42)

Equation (42) can then be combined with Eq. (39) to obtain

_2.303 RGG,T?
(G T+ ) 43)

The magnitude of the energy of activation is an indication of the magnitude of the
transition. Primary transitions usually have an energy of activation greater than 40 kcal.
Their damping peaks will shift ~7-10° for every decade change in frequency. Minor
or secondary transitions with much lower energies of activation are more sensitive to
frequency and show greater movement on the temperature scale with changes in fre-
quency.

The usefulness of Eqs. (40) and (43) was demonstrated by Radebaugh and Simonelli
for anhydrous lanolin [23]. When the shift factors were plotted according to Eq. (40),
E, was approximately 90 kcal/mol. The significance of this value becomes more evi-
dent when the E, is compared with values for polymeric systems. For main glass tran-
sitions in which Ty is taken as T, the E, is of the order of 100 kcal/mol {29], second-
ary transitions at cryogenic temperatures are of the order of 1-10 kcal/mol. Comparisons
of the E, for anhydrous lanolin with experimentally obtained E, values for polymers
indicate that the structural transitions that occur in anhydrous lanolin rival those of a glass
transition. This is not what one would expect, since the molecules are of low molecu-
lar weight, and the limiting value of the elastic modulus is not as large as one would
expect for substances in the glassy state.

When the shift factors were plotted according to the W-L-F equation {Eq. (43)], it
was found that anhydrous lanolin does not fit the “ideal” plot. The lack of fit to the W-
L-F equation suggests that the transition in anhydrous lanolin is probably not a glass
transition, because most polymers that undergo a glass transition obey the W-L-F equa-
tion. Even so, the magnitude of the E, for anhydrous lanolin suggests that intra- and
intermolecular force are as great as those in high molecular weight polymers. Hence,
the nature of the functional groups and the chain length of the molecules determine the
strength of the structure of the system.
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IV. VISCOMETRY

There are several reasons for making rheological measurements:

1.
2.
3.

4.
5.

To quantitate the effects of time, temperature, ingredients, and processing pa-
rameters on a formulation

To describe quantitatively the flow behavior of a material for the purpose of
quality control

To measure the ease of product dispensation from a tube, bottle, or jar

To measure spreadability

To understand the fundamental nature of the system

The last of these is probably the most important for formulation

A. Fundamental Requirements

The prime objective of any rheological measurement is to determine the fnctional rela-
tionship between stress and strain or shear rate and, in the case of viscoelasticity, fre-
quency. Some viscometers measure shear stress at only one shear rate (e.g., 1 kPa at
120 s71). Others measure stress continously over a wide range of shear rates: for ex-
ample, the shear rate may vary from 1 to 1000 s*!. No single viscometer is capable of
all ranges of shear rates. A combination of viscometers may be used to generate shear
rates over a range of 1 X 1071 x 10* s”! or more.

No matter what instrumentation is used, the material being measured must have
certain characteristics:

1.

The fluid must be noncompressible. One should not attempt to assess rheo-
logical properties of materials that shrink in volume under stress. This type
of error might occur in a heavily aerated emulsion. Pure shear involves no
volume change.

No body forces can exist in the material: that is, the fluid is subjected to not
only surface forces, but also to the force of gravity acting on each molecule.
The force of gravity, or inertia, is a body force. Some body forces are al-
ways present, but they are usually small relative to the viscous forces and are
ignored. Body forces can become important when high centrifugal forces are
involved in the measurement or when a dispersed phase has an appreciably
different density from that of the continuous phase.

The viscosity must be independent of pressure. Some rheometers can produce
extremely high shear stresses (e.g., pressure-driven capillary rheometers). If
the viscosity of the fluid is a function of pressure, the measured viscosity will
depend on the pressure generated in the instrument and will not be consistent
from instrument to instrument.

There must be no slipping at the shearing surfaces. In Fig. 3, the lower layer
of fluid has a velocity of zero, the upper layer has a velocity of V. If either
of these velocities changes owing to nonwetting of the shearing surface or other
causes, the shear rate of the fluid will not be the same as the apparent shear
rate being generated by the instrument, and the results will be meaningless.
This problem can become critical in semisolids because of poor adhesion be-
tween the surface of the fluid and the shearing surface of the instrument. The
problem also exists in tensile testing whenever the sample slips in the jaws of
the tester, thereby creating an effective longer length.
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5. Fully developed laminar flow must exist. Figure 3 illustrates laminar flow, each
layer is flowing parallel to every other layer. The shear rate is defined in terms
of the velocity gradient dv/d/, which assumes laminar flow.

6. The material must be at a constant temperature (isothermal) throughout the
measurement. Viscosity is strongly dependent on temperature. This relation-
ship can be expressed, in many cases, by an equation analogous to the Arrhen-
ius equation, which is used in chemical kinetics:

n = ABVRT (44)

where E, is the “activation energy” required to initiate flow between molecules,
and A is a constant that is a function of molecular weight and molar volume
of the fluid; R is the gas constant (1.987 cal mol™!), and T is the absolute tem-
perature (K). Note that e is raised to the positive E, /RT not the negative value
used in the Arrhenius equation and that E, is also a function of temperature,
since the bonds linking the molecules of the fluid are broken with increasing
temperature. Thus, a plot of log n versus 1/T generally does not yield a straight
line for large temperature differences.

B. Types of Rheological Instruments

Instrumentation used for rheological meaurements has been comprehensively covered by
Whorlow [8] and also by Sherman and by Van Wazer [11,22]. The types of instruments
can be divided into five categories: falling or rolling sphere, capillary or tube, steady
rotation, dynamic, and miscellaneous.

1. Falling or Rolling Sphere Viscometer

A falling or rolling sphere viscometer consists of a cylindrical transparent tube having
a graduated section near the middle of its length and, typically, a steel ball bearing that
is allowed to fall through or roll along the tube. The tube is filled with the fluid of
interest, and the time required for the ball to travel between the graduation marks is mea-
sured. The viscosity for newtonian fluids can be obtained directly from a relationship
based on Stokes’ law [30,31], as shown in Eq. (45):

2 2
M = (gjml - pz>§:— @5)

where p; is the density of the ball, p, is the density of the fluid, g is the acceleration
caused by gravity, r is the radius of the ball, and v is the velocity of the ball.

This equation assumes no wall effects; that is, an infinite value of fluid and a ver-
tical tube. However, if the tube is calibrated against a fluid of known viscosity, Eq. (46)
can be used:

n = K(p, - pt (46)

where K is an instrumental constant and ¢ is the time required for the ball to travel
between two marks on the cylinder. This method can be used for either falling or roll-
ing balls. For the rolling ball, the tube would be at an angle other than 90°.

When the tube is at 90°, the shear rate is at the maximum and is defined as fol-
lows:
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._3v

= - *
i = 47)

where v is velocity of the sphere and r is radius of the sphere. At angles other than 0°,
at which the shear rate is zero (since the tube is horizontal and the ball cannot roll), the
shear rate is difficult to quantitate owing to wall effects. The tube must be long enough
for the ball to attain a constant velocity before reaching the first timing mark.

This method is not applicable to the complete characterization of nonnewtonian
fluids, since the viscosity of nonnewtonian fluids varies with shear rate and since a falling
ball generates only a single shear rate. However, the viscosity at a single shear rate can
be determined for a nonnewtonian system.

The falling sphere viscometer can be used for a wide range of viscosiites (e.g.,
104-10% P), by varying the distance between the marks on the cylinder or by varying
the density of the ball being used. It can also be used at high temperatures and high
pressures.

2. Capillary Viscometers

Capillary viscometers span the range from simple glass tubes to very costly pressure-
driven instruments. The capillary viscometer was invented in the mid-1800s by Hagen
and Poiseuille, who also developed the law describing the viscosity of a fluid flowing
through a capillary, Eq. (48) (for derivation see Ref. 8, p. 60):

nréAP

n= 810 (48)

where r is the radius, AP is the difference in pressure between the top of the capillary
and the bottom, L is the length of the tube, and Q is the volume flowing through the
tube per second. In CGS units, r and L are given in centimeters, AP in dynes per square
centimeter, Q in cubic centimeters per second, and n in poise. The viscosity is mea-
sured by measuring the time for the liquid to flow between two points on the capillary.

The capillary viscometer can also be calibrated against a known fluid and then used
for an unknown material, as shown in Eq. (49)

/] t z
Nk/Pr _ L or = NgPuly

nu/pu tu pKtK (49)

where 1), is the unknown viscosity, 7y is the known viscosity, p, and p, are densities
of the known and unknown fluids, respectively, and 7, and ¢, are the flow times for the
known and unknown fluids, respectively.

The measured viscosity of a liquid divided by its density [e.g., n,/p, in Eq. (49)]
is known as the kinematic viscosity and is expressed in units of stokes. The stokes (St)
has units of square centimeters per second.

The kinematic viscosity is important when a material is pumped through pipes.
When a viscous fluid flows through a pipe, the flow may be laminar or turbulent. The

*This equation was derived by H. Lamb, Cambridge University Press, London, 1906), who showed that the
maximum shear rate of a falling ball is Y = (p, - p;) gr/3. By substituting Eq. (45) for v into Lamb’s equation,
Eq. (47) is obtained.
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conditions that describe whether the flow will be laminar or turbulent are expressed in
a single value known as the Reynolds number. The Reynolds number is defined as

pvD
n

Nge =

Np. = Reynolds number

p = density
v = velocity of the fluid
D = diameter of the pipe

n = the viscosity

and p/m = 1 over the kinematic viscosity; that is, as the kinematic viscosity increases,
the Reynolds number decreases. When the Reynolds number is less than 2000, the flow
in the pipe will be laminar, between 2000 and 3000 the flow is unstable, above 3000
the flow becomes turbulent. Turbulent flow requires more power to pump and may result
in incorporation of air into a product.

The shear rate in a capillary viscometer is

. 40
Y wan = ;}T

(50
yaxis =0

The shear rate at other positions between the axis of the tube depends on the pro-
file of the flow. The viscosity is determined by the shear rate at the wall. For non-
newtonian fluids the equation becomes much more complicated and will not be covered
in this chapter. [Ref. 8 should be consulted for this information and the derivation of
Eq. (50)].

a. Simple Capillary Viscometers

The simplest of capillary viscometers is a so-called Dudley pipette. The Dudley pipette
consists of a standard transfer pipette with two timing marks. The time is measured for
the pipette to empty the volume between the two timing marks. The time is compared
with the time for a standard such as water. The viscosity is then determined from Eq.
(49).

A number of U-tube capillary viscometers are available (Fig. 24). The simplest of
these is the Ostwald viscometer (see Fig. 24a). The fluid is added to the bulb on the
right side of the U and is pulled by suction to the upper mark on the bulk in the reser-
voir. The fluid is then allowed to flow back down through the capillary. The time for
the liquid to pass between the two timing marks is measured, and the viscosity is cal-
culated versus that of a standard liquid, as with the Dudley pipette.

Variations of the Ostwald (e.g., the Cannon-Fenske and the Ubbelohde viscometers)
are designed to minimize errors caused by kinetic effects and head error. The pressure
head in an Ostwald-type viscometer is always changing . Ideally, the backpressure should
be kept constant. This is approximated in the Cannon-Fenske instrument by having a
relatively small amount of fluid, with relatively low kinetic energy, flow into a relatively
large reservoir such that the level of the reservoir changes very little. Glass capillary
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(a)

(b) (c)

Fig. 24 Capillary viscometers: (a) Ostwald, (b} Cannon-Fenske, and (c) Ubbelohde. (From Ref.

15)

viscometers are available for kinematic viscosities between 0.6 and 10 x 10 ¢S. See
“Rheological Measurements” in Kirk-Othmer, Encyclopedia of Chemical Technology

[15].

b. Advantages and Disadvantages
There are some advantages to using capillary viscometers:

1.
2.
3.

They are relatively inexpensive, except for pressure-driven viscometers.
High shear rates can be obtained
The flow is similar to processing flow.

The disadvantges are many:

1.

Entrance and exit effects must be minimized by making the ratio of the length
to the width of the capillary greater than 200. As this ratio increases, the rela-
tive contributions of entrance and exit effects become small. Also at larger
ratios, laminar flow is assured.

The solids in dispersed systems sometimes tend to migrate toward the center
of the capillary. This effect tends to lower the viscosity of the fluid in con-
tact with the walls.

The shear rate is not constant. This makes data reduction difficult, particularly
for nonnewtonian fluids.

The presure is not constant. This effect is closely tied to shear rate differences.
At high shear rates, laminar flow can become turbulent flow, which violates
the initial assumptions for determining shear rates.

Disperse systems may yield different viscosities in capillary viscometers of
widely different dimensions. If the dispersed particle is not several orders of
magnitude smaller than the diameter of the capillary, the particles may inter-
fere with basic assumptions for laminar flow, clog the capillary, or interact
with each other. Capillary viscometers can supply answers for some types of
systems, but one must be aware of their limitations and interpret the data with
caution. They can be useful for emulsoins and suspensions containing a small
percentage (<1%) of suspended material. These fluids do not deviate too much
from newtonian behavior.
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3. Rorational Viscometers

The most frequently used rotational viscometers are the coaxial cylinder viscometer, the
cone and plate type, and the rotating spindle type.

a. Coaxial Cylinder Viscometers
The coaxial cylinder viscometer consists of one cylinder inside another with a small gap
between them (Fig. 25). The test material is placed between the two cylinders. Either
cylinder may be driven at a constant angular velocity (w). The stress generated on the
other cylinder is measured as a torque (M).

The shear rate in a coaxial cylinder viscometer is different for newtonian and non-
newtonian liquids when the cylinder is driven at the same angular velocity (®). The shear
rate at the outer wall for a newtonian fluid in a coaxial cylinder viscometer is

3 20
1~ (R/R))?

where o is the angular velocity, and R; and R, are the inner and outer radii, respectively.
Derivations for Egs. (5la) and (51b) can be found in Reference 8. The shear rate at the
inner wall is given in the following example.

The difference between R; and R, is typically 1-2 mm (R; /R, > 0.98). This small
gap assures a relatively constant shear rate within the gap.

Yo

Example: Calculate the shear rates in a coaxial cylinder viscometers with « 10 rad
sl and R/R, ratios of 0.98, 0.90, 0.50, and 0.10 at the inner and outer radii
of the gap between the cylinders.

. . 20 ) 20
Solution: v, = ————— ¥V, = ——————
1 - (R/R,) (RJR -1
o 2x10 0 2x20
T 1-(0.98) T (1/0.98)2 — |
= 505 s7! = 485 5!

—1)

Fig. 25 Cross section of a coaxial cylinder viscometer.
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R/R, 7o Vi AT o %)
0.98 505 485 4.0
0.90 105.2 85.2 19
0.50 26.6 6.7 75.6
0.10 20.2 0.20 99

The shear rates Y, given in the accompanying table are the shear rates of the driven
(outer) cylinder. The corresponding shear rates at the inner cylinder ¥ ; are also shown,
along with the percentage difference between the inner and outer cylinders. Ideally, the
liquid in the instrument should experience a single shear rate. Since this is impossible
in this type of instrument, the variation in shear rates should be held to a minimum.
Therefore, an R/R, ratio of 0.98 is the accepted minimum value.

For a nonnewtonian fluid (power law fluid) the shear rate is

3 20
N[l - (R/R)PY

where N is defined as in Eq. (5), that is, ¥ = wy o”. Fluids of known viscosity can be
used to calibrate the torque scale of the viscometer, which can then be used for non-
newtonian fluids.

The shear rate for a Bingham material is even more complicated and will not be
covered here: complete derivations are given in Whorlow [8].

The shear stress for all materials is given in Eq. (52):

Y

M
° T 2mRL (52)

where M is the measured torque, R, is the outer radius, and L is the length of the in-
ner cylinder.
The viscosity, therefore, is given by

M
T 2nR Ly (3)

[e)
n=-—
Y

where v is the appropriate shear rate, depending on the type of fluid being measured.

The concentric cylinder instrument has the advantages of being easy to use (at
n < 100 P) and it can be made very sensitive.

Concentric cylinder viscometers exhibit a number of disadvantages: (a) if the value
of R/R, is less than 0.98, data reduction is difficult because the shear rate is not con-
stant over the width of the gap—that is, the wider the gap, the greater the percentage
change in the shear rates within the gap (see preceding example); (b) the instrument is
hard to load with high viscosity liquids: (c) end effects can be a problem, particularly
with nonnewtonian fluids; (d) dispersed systems may show slippage at the cylinder owing
to phase separation; and (e) thixotropic materials will give varying viscosities as a func-
tion of time, as they do in all viscometers. This effect must be carefully monitored to
avoid misinterpretation of the material’s behavior. For example, a thixotropic material
may be interpreted as being a simple thinning liquid.
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| |

Fig. 26 Geometry of cone and plate viscometers.

Thixotropic characteristics of a material can be determined in this instrument by
recording the torque readings as a function of time with the instrument rotating at a
constant angular velocity.

b. The Cone and Plate Viscometer

The cone and plate viscometer (Fig. 26) consists of a cone, with an angle less than 5°,
preferably 4-30°, and a flat plate. A small cone angle is required to generate a shear
rate that is essentially constant throughout the gap. The shear rate of a cone and plate
viscometer is

. [
V== (54)
a

where o is the relative angular velocity between the cone and the plate (either the cone
or the plate may be rotated while the nonrotating element is used to measure the stress
generated), and « is the angle of the cone.

The viscosity measured by a cone and plate viscometer is given by

3M

N 2Ry (55)

where M is the measured torque and R is the radius of the cone or plate. A complete
derivation of Eq. (55) may be found in Ref. 8 (p. 131).

Problem 7: Prove that the shear rate for a cone and plate viscometer is constant.

Solution: The shear rate is v/, where v is the velocity and [ is the thickness of the
material. The velocity of the cone or disk at any radius r, is r,». For small
angles, tan o = o (radians). Therefore, the separation (/) between the cone
and plate at any radius r; is approximately r; a, since tan o = I/r; = «a
(Fig. 27). Therefore, the shear rate is (wr;/ar; = o/a for all values of r,.

Fig. 27 Separation of cone and plate in terms of r; and a.
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That is, the shear rate is independent of the position within the gap. There-
fore, the shear rate is constant throughout the gap.

The advantages of the cone and plate viscometer are:

1. The shear rate is constant. This simplifies data reduction.

2. Only a very small sample is necessary to fill the gap between the cone and
plate.

3. Newtonian and nonnewtonian fluids can be measured over a wide range of
viscosities.

The disadvantages are:

1. The temperature rise within the gap can be high at high shear rates.

2. High-viscosity materials can fail at the edge and be ejected from between the
cone and plate.

3. Highly structured material may be destroyed while bringing the cone and plate
together.

4. The cone and plate must be precisely aligned to obtain correct value.

A variation of the cone and plate viscometer is the parallel plate viscometer, which
consists of two parallel plates instead of one plate and a cone. The shear rate in this
case is

Y= (56)

where [ is the separation between the plates. Most cone and plate viscometers can be
converted to parallel plate viscometers by simply replacing the cone with another plate.
For parallel plates, the shear rate is not constant throughout the gap, and the equations
for nonnewtonian fluids become very complex.

c¢. The Rotating Spindle Viscometer

In all previously discussed methods of measuring viscosity, the sample is held between
or within a structure that maintains a precisely defined geometry. For instance, in a
coaxial viscometer the sample is placed between two cylindrical surfaces of precise radii;
in a capillary viscometer the sample moves through a precisely defined capillary; only
in the falling or rolling ball is it difficult to define the precise sample thickness; as a
result, it is not suited for nonnewtonian fluids. The rotating spindle viscometer is an-
other instrument in which the sample thickness is poorly defined.

Despite this problem, one brand of rotating spindle viscometer, or a variation there-
of, is probably the most often used industrial pharmaceutical viscometer. It is manufac-
tured by the Brookfield Engineering Laboratories, Inc., and is commonly called the
Brookfield. The Brookfield consists of a motor (with four to eight fixed speeds), a scale
to indicate torque, and a section of four to seven spindles. The full-scale torque range
varies from approximately 675 to 57,500 dyn-cm for models LV and HB, respectively.

The shear rate and shear stress for cylindrical spindles are determined as follows:

20RR
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M
C =
27RIL (58)

o = angular velocity of spindle (rad s!)

R, = radius of container (cm)

R, = radius of spindle (cm)

X = radius at which shear rate is being calculated
M = measured torque

L = effective length of spindle

The viscosity is defined in the usual way, o/y.

The flow properties of nonnewtonian fluids, although given by the foregoing equa-
tions, do not always give consistent results between spindles. Therefore, a complete shear
stress/shear rate diagram should be plotted using a single cylindrical spindle. The speed
(rpm) of the cylinder is usually used instead of the actual shear rate, and the viscom-
eter reads in scale units instead of the actual shear stress. A scale factor dependent on
spindle size and speed is used to convert readings to viscosity.

The advantages of the Brookfield-type viscometer are

1. This type of viscometer is relatively inexpensive
2. The apparatus is rugged and easily used by inexperienced operators.
3. Samples are easily loaded (e.g., just placed in a beaker or pail).

The disadvantages are

1. The shear rate varies throughout the sample. The X in Eq. (57) determines
the shear rate at a given point in the sample.

2. Operators may ignore the effects of container size and other variables associ-
ated with the measurement.

3. For nonnewtonian fluids the measured “viscosity” is dependent on spindle size.

4. Data reduction is difficult for nonnewtonian fluids.

4. Dynamic Measurements

The viscosity and shear rate-stress relationships of viscoelastic materials can be mea-
sured by any of the preceding methods. However, much of the information about vis-
coelastic materials is lost by making only steady-state shear measurements. Steady-state
measurements do not establish that a material is viscoelastic, but only that it is non-
newtonian. As discussed in the section on viscoelasticity, viscoelastic materials exhibit
both elastic and viscous characteristics. The measurement of the individual components
gives much more information about the material than a single “viscosity” measurement.

The methods for evaluating viscoelastic characteristics are as varied as the ways to
measure newtonian fluids and hookeian solids. There are two major techniques for mea-
suring dynamic viscosity: (a) by applying a harmonic force to the material, and (b) by
generating harmonic strains using a steady rotation.

a. Harmonic Strain

A harmonic strain may be applied in various ways. It may be applied through simple
shear (Fig. 28a), tension-compression (see Fig. 28b), concentric cylinders (see Fgi. 28¢c),
or oscillating fixtures (see Fig. 28d). There are several other variations of these meth-
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Fig. 28 Methods of applying harmonic strains: (a) simple shear, (b) tension-compression, (c)
concentric cylinders, and (d) oscillating fixtures.

ods similar to that shown in Fig. 28d; for example, cone and plate or concentric cy-
clinder configuration can be substituted for flat plates. Usually the harmonic strain is
driven at a constant amplitude; that is, the maximum displacement is constant for the
duration of the measurement (Fig. 29a). Some dynamic measurements use a free vibra-
tion instrument in which the oscillations are continually dampened by the fluid (see Fig.
29b). The latter will not be discussed in this chapter (a full discussion of this subject
can be found in Ref. 8).

With the constant displacement instrument, the phase lag and the magnitude of the
stress are measured. From these two values, the storage and loss moduli (G’ and G")
can be calculated using Eqs. (16a) and (16b). The measurement is normally made by
shearing the sample by a sinusoidal oscillation at one point and measuring the response
at another point.

The complex modulus divided by the frequency of oscillation is the complex dy-
namic viscosity (n*) (see the section on viscoelasticity for further discussion).

The advantages of this method are similar to those given for concentric cylinder,
cone and plate, and parallel plate viscometers, since the geometry is essentially the same.
This method also covers a wider time scale. For example, the range of oscillation fre-
quencies can vary from 1 X 107 to 200 Hz. The information obtained by this method
is unobtainable by most classic measurements. For instance, it can tell the investigator
whether a prototype suppository base possesses enough elasticity to maintain its shape
during insertion and still maintain a suitable viscosity to allow spreading in the bowel.

b. Eccentric, Rotating Disks

Figure 30 illustrates the test geometry of the eccentric, rotating disk (ERD). A sample
is placed between two disks that rotate at the same anglular velocity ®, but around offset
axes. The flow between the disks results in a shearing motion with material elements
moving in circular paths relative to each other. The deformation is of a constant mag-

Displacement /\ /\

(Strain) 1 \/ \/ l \/ N\
Time Time

(a} (b}

Fig. 29 (a) Constant and (b) attenuated harmonic oscillations.
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Fig. 30 Eccentric rotating disk geometry. (From Ref. 32.)

nitude, but changes direction continually. Any given element of material is sheared
harmonically, but not in the same manner as in a conventional dynamic testing method.
The stress experienced by all elements of the material is identical (i.e., independent of
position).

The strain in an ERD is equal to the distance between the centers of the rotating
disk o divided by the gap /# between the disks (i.e., ash). The elastic and viscous moduli
are given by Egs. (59a) and (59b).

, hFy 59
" nR%2a (5%)
where
F¥ = force in the Y direction
R = radius of the disk
a = distance between the centers of the disks
h = separation between the disks
hF
G" = X
Ra (59b)

Both F, and Fy are measured by sensors that monitor the two perpendicular forces on
one of the disk shafts.

An example of the this type of instrument is the Mechanical Spectrometer of Rheo-
metrics, Inc., which may be used either in the eccentric mode or as a conventional cone
and plate or parallel plate rheometer.

The advantages of this type of instrumentation are

1. The equipment is easy to use.

2. The linearity of the instrumentation is good.

3. A wide range of strains may be obtained; especially very low strains.

4. A wide range of force amplitudes may be obtained: 1 X 104 to 1 N-m.

Many of the dynamic rheometers described here are found only in industrial research
laboratories or well-funded universities. They are not typically used for quality control
work or in routine formulation. However, the data generated by such instruments can
provide information about the structure of the material that is not available from any
other source.
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5. Miscellaneous Methods

a. Penetrometer

A pentrometer typically consists of a weighted rod with a needle, cone, or sphere at-

tached to the end. The penetrating element is allowed to drop vertically from a prede-

termined height into the sample. A graduated scale is used to measure the depth of

penetration after a given time or until a given rate of penetration has been reached.
The yield value S, for a cone penetrometer is calculated from the depth of penetra-

tion p using the equation:

K(wt)

S = 60
0 X (60)
where
S, = yield value
1
K = ;cot 2a.cota (K is an instrument constant and 2a is the cone angle)
wt = weight of the cone and attached parts that impinge on the sample
p = depth of penetration

n = a constant depending on the material, usually having a value near 2

A rod penetrometer consists of a metal rod with a platform for adding weight. The
geometry is defined well enough to calculate shear stress (from the load) and velocity
gradients. Pseudoplastic behavior can be defined as in Eq. (61)

1
v =—0c"

v (61)
where v is velocity gradient (i.e., shear rate), o is shear stress, and v and n are con-
stants characteristic of the material (v is sometimes called a pseudoviscosity).

Equation (61) is the “power law” as determined by a penetrometer (see Sec. I1I.B
for other examples of power laws). Penetrometers are used to characterize waxes,
greases, suppositories, and other semisolids.

b. Creep Measurement

The phenomenon of creep was introduced in connection with the modeling of rheological
behavior. The present section is limited to a discussion of the instrumentation for creep
measurements in dispersed systems. In a creep test, a sudden constant stress is applied
to a system, and the strain is measured as a function of time. Creep measurements are
useful for viscoelastic fluids, since nonviscoelastic fluids would release the stress instan-
taneously.

Creep measurements are probably the most inexpensive means of quantitating vis-
coelasticity. Barry [33] has pioneered the study of viscoelastic properties in pharmaceu-
ticals and cosmetics. His work includes studies on the control of the consistency of
emulsions of liquid paraffins in water through the formation of viscoelastic networks
[34].

The creep of viscoelastic fluids can be measured in various ways: the double sand-
wich (Fig. 31a) or a variation thereof, the sliding coaxial cylinders (Fig. 31b), which
can also be used in torsion (Fig. 31c). For semisolids, such as suppository bases, a mass
placed on the upper surface of well-defined geometry (Fig. 31d) can be used for the con-
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Fig. 31 Methods of measuring creep: (a) double sandwich, (b) sliding coaxial cylinders, (c) tor-
sion, and (d) mass on upper surface.

stant load. (Note that a constant load is not the same as a constant stress. Stress is de-
fined as a force/area; if the cross-sectional area is changing, the stress is no longer
constant. The difference may not be important for small deformations.) The premise of
linear viscoelasticity must be verified in all measurements of viscoelasticity. The strain
must be directly proportional to the stress, or the material is not linearly viscoelastic,
and the standard methods of analysis are not valid.

Analysis of creep curves. Figure 32 illustrates a typical creep curve and its analy-
sis. When a constant stress is rapidly applied to a viscoelastic material, the material
responds with an instantaneous strain c,/G,, where G, is the shear modulus at time 0.
With time, the initial nonlinear response (A-B) typically becomes linear (B-C). The
second region (A-B), for an ideal material, is known as retarded elasticity, described
by G,, the retardation shear modulus. Upon reaching linearity (B-C), the region of the
curve is known as secondary creep, or viscous flow, which is observable in real mate-
rials [8]. After the load is removed (point C), there is an instantaneous recovery of a
portion of the strain c,/G,, followed by a slower recovery of the retarded elasticity
0,/G, , and finally a region of unrecoverable strain owing to viscous flow, cyt/ny, is
reached.

Sherman [11] describes the creep curve in terms of molecular behavior as follows:

1. The instantaneous strain region (origin-A) is due to the elasticity of the primary
structure. If, at any point in this region, the stress is removed, the sample returns to
its original dimensions. The instantaneous creep compliance J,,, of this portion is 1/G,
for shear or 1/E, for tensile experiments. The curve in Fig. 32 is often plotted in terms
of J, rather than o,/G. If J is used, the shape of the curve will be identical with that
of Fig. 32; only the relative magnitude of the y axis will change.

0o/ Go
Gbici
Strain (€) -+ : 0o/ G,
0ot
N

Time

Fig. 32 Creep curve with major parameters.
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2. In the retarded elasticity region (A-B), bonds break and re-form. However, not
all bonds break and re-form at the same rate, since some are stronger than others. This
concept is traditionally described mathematically by Eq. (62):

t t
Je = ZJ{I - exp[—;—)ﬂ = %—) (62)

i

where Jy is the creep compliance for the retarded elastic region, X, indicates that all the
elements from O to i are to be summed, J; is the creep compliance for the ith element,
exp indicates that e (the base of the natural logarithm) is raised to the (-#/1;) power, ¢
is the time, and t; is the retardation time; that is, the time for the stress of that element
to reach 1/e of its initial value. In addition, t; equals J;N,, which is often substituted into
Eq. (62). The concept of 1 is very important. The values of 1;, where t; means that there
are relaxation times (t,, 1,, T3, - * -), may vary from fractional seconds to literally days.
These times are the length of time the strain in a given element of viscoelastic struc-
ture will decrease to 1/e (i.e., 36,8% of its initial value). Since each 1, represents a
different time, the total structure creeps at varying rates as time increases. This vary-
ing rate is expressed in Eq. (62) by the expression &g (f). For example, in Fig. 32 the
value of &, varies from A to C. Equation (62) states that the total shear compliance is
made up of a number (7) of individual compliances (J). The individual compliances are
the results of a range of bonding energies. Low bond energies yield elements with low
shear compliances.

3. In the third region (B-C), newtonian flow takes place. The rupturing of all low-
energy bonds has taken place, and the remaining structure can flow unimpeded in new-
tonian flow. The strain will increase as a function of time and viscosity:

of
eylt) = —
v () o (63)
where €,(7) is newtonian strain as a function of time and m, is newtonian viscosity.
Note: Liquids are not normally described in terms of strain; however, in the case
of viscoelastic systems, this term can be appropriate. Equation (63) can be expressed
as a strain rate My(¢)/¢, which is essentially a shear rate.
The total creep compliance-time plot is given by the sum of the three individual
compliances, as shown in Eq. (64):

J(1) = Jy + 21{1 - exp_—[jl L 64)

T Ny

where J,, represents the instantaneous elasticity region, £J,[1 - exp(-t/t;] represents the
retarded elasticity region, and #/m, represents the newtonian flow.

A graphic method was developed by Inokuchi [35] to determine the values of t; from
experimental data. The experimental data points are plotted as creep compliance J as a
function of time (Fig. 33a). The total curve is the sum of all the values for J; (e.g., J;
atls. Jyat2s,...)orJ = %J. The distance Q,—that is, the distance at ¢, , #,, 5, . . .,
between the extrapolated linear portion of the curve (B-D) and the retarded elastic
portion of the curve (A-B)—is
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Fig. 33 Analysis of creep curves.
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since

—B—g—) = Zi.],- —zi.]i exp(i—;]

that is, the line (DBC) less the curve (AB) equals the retarded strain as a function of
time divided by the stress. Therefore, we write

Q= Zi']i exp(;)

A plot of In Q, versus time gives a straight line (if there is only one value of 1), with
a slope of 1/1, and an intercept of J, (see Fig. 33b). The process may be repeated (see
Fig. 33¢) for any curved portion of the line to determine the values for t,, t5,**-. Nor-
mally only three values of 1 are meaningful, since t becomes very small and beyond
the precision of the measurement.

The values for 1 can help the formulator determine whether a given system is able
to maintain a long-term viscoelastic structure or will flow away rapidly.

Retardation spectrum. Another way of analyzing a creep curve is by constructing
a retardation spectrum. The retardation spectrum L(t) is a continuum of relaxation times
7, rather than a series of discrete values. An approximation to the retardation spectrum
is derived by first plotting [J(r) - (#/m,)] versus In ¢ and then plotting the slope of that
curve as a function of time. Mathematically the approximate curve is

d t
L(t) = ml:-](f) - ;]“;] (66)

The value of the newtonian viscosity 1y can be determined from the recovery curve by
substituting the value of the initial stress o, and the time of creep (after the curve be-
comes flat).

The procedure for graphically obtaining L(t), sometimes called the compliance
density, is shown in Fig. 34. Note that by using Fig. 34, the contribution of the retar-
dation time t of any element { may be determined by simply noting the relative value
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Fig. 34 Procedure for obtaining a retardation spectrum from a creep compliance curve. (From
Ref. 33.)

of L(z) for a given time (t;). The higher the value of L(t), the greater the contribution
for a given retardation time t,. It should be noted that L has dimensions of compliance
(i.e., cm? dyn’!). The retardation spectrum is useful in examining long-time phenom-
ena.

Relaxation spectrum. Stress relaxation was discussed under Section II.D in con-
nection with modeling of rheological behavior. To review, in a stress relaxation experi-
ment the material is held under a constant strain and the change in stress is followed
as a function of time (Fig. 35a). The stress may be in tension, compression, shear, or
bulk. A relaxation spectrum H(f) may be obtained in a method analogous to that used
for the retardation spectrum. The value of G or E, as determined from the relaxation
curve (see Fig. 35a), is plotted (see Fig. 35b) versus the natural logarithm of time. The
negative values of the instantaneous slopes of Fig. 35b (i.e., —-dG/ds) are then plotted
against the natural logarithm of the relaxation times (see Fig. 35¢). Mathematically, H(s)
is approximated by

—-dG(1)
din~z

H(r) or H(t) = (67)

Since H(t) may span a very large range, the value of In H(t) is often plotted ver-
sus In 7. Unlike L, H has dimensions of modulus (i.e., dyne cm™2). The relaxation spec-
trum is useful for short time phenomena. For those who wish to pursue this subject
further. J. D. Ferry’s book Viscoelastic Properties of Polymers [17] is an excellent re-
source.

c¢. Surface Rheometer

Surface rheometry is a technique that measures the surface rheological properties of
molecules adsorbed at an interface. The techinque was successfully applied by Burgess
et al. to measure the surface rheology of the proteins bovine serum albumin (BSA) and
human immunoglobulin G (HIgG) adsorbed at the air-water interface [37]. It was also
shown by the same researchers that the technique could be used to determine the sta-
bility of adsorbed protein layers [38]. The surface rheometer used consisted of a mov-
ing coil galvanometer; a platinum Du Noy ring, which is placed parallel to the inter-
face and attached to the galvanometer; a control unit that varies the driving frequency
and monitors the amplitude and motion of the ring; and a data-processing unit. The
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Fig. 35 (a) Relaxation curve, (b) G or E versus the natural logarithm of time, and (c) relax-
ation spectrum. (Adapted from Ref. 36.)
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theory is explained by Sheriff and Warburton [39]. Values for the surface elasticity (G)
and surface viscosity (n;) are obtained as a function of time. G and n/ are defined as
Gy =g lan(f -1 (68)
and
n, = g I NC (1/X - Xj) (69)

where / is the moment of inertia, fis the sample interfacial resonance frequence, f; is
the reference interfacial resonance frequency, NC is the number of cycles of integra-
tion, X is the mean amplitude at the sample interface, X, is the mean amplitude at the
reference interface, and g; is the geometric factor.

d. Dynamic Light Scattering
In diffusion within polymer solutions, both macroviscosity and microviscosity affect
hydrodynamics [40]. Microviscosity can be calculated from diffusion data by applica-
tion of the Stokes-Einstein relation [41]:
D= KT
6mna

(70)

where D is the diffusion coefficient, k represents Boltzmann’s constant, T is the tem-
perature, m denotes the (micro)viscosity of the diffusion media, and a is the radius of
the diffusant. Diffusion, and consequently, diffusion coefficients can be measured by
dynamic light scattering [42,43]. De Smidt and Crommelin used dynamic light scatter-
ing to measure the (micro)viscosity of aqueous polymer solutions [44]. They found that
by measuring the diffusion coeffients of differently sized latex spheres in solutions of
carboxymethylcellulose sodium, microviscosity effects could be observed.

e. FElectron Paramagnetic Resonance

Kristl et al. developed an experimental technique whereby electron paramagnetic reso-
nance (EPR) was used to study the motion of drug molecules in hydrocolloid suspen-
sions [45]. The Li salt of the copolymer of methacrylic acid, and its methyl ester was
dispersed in water to form gels of different concentrations. The model drug tempol, and
the spin-labeled drugs lidocaine (sl-lid) and dexamethasone (sl-dex) where studied in the
gels by EPR. Data suggested that the size and shape of the drug molecules strongly affect
their motion, and there is a proportionality of the microviscosity of the hydrocolloids
to the polymer concentration.

f. Electron Spin Resonance

An electron spin resonance (ESR) technique, essentially devoid of external mechanical
stress force, was developed as an experimental technique to measure phase fluidity in
semisolid petrolatum and polyethylene glycol systems [46]. Use of ESR is presented as
a nondestructive technique that is capable of measuring the “rheological ground state”
as discussed by Barry [33]. The ESR technique was adapted from the spin probe pro-
cedure for characterizing the transport properties of biological samples. It consists of
dissolving a small concentration (approximately 104 M) of a stable free radical, di-z-
butylnitroxide or DBNO, in about 0.5 ml of sample. Absorbance of microwave radia-
tion by the DBNO probe is then obtained at its characteristic magnetic field in a suit-
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able ESR spectrometer. The shape of the absorption band is a function of the rotational
diffusion of the probe and, consequently, a measure for fluidity or viscosity. Hence, the
shape of the ESR signal of the spin probe serves to measure fluidity or viscosity with-
out the application of external mechanical stress.

V. RHEOLOGY OF DISPERSED SYSTEMS
A. Theory

Unfortunately, the rheological and mechanical properties of pharmaceutical dispered
systems are not as well understood as the those of new newtonian systems. Dispersed
systems include such diverse systems as liquid suspensions, liquid emulsions, semisolid
powder-filled systems, semisolid liquid-filled systems, foams, and powder-filled solid
polymeric systems. Powder-filled solid polymeric systems are typified by pharmaceu-
tical film coatings. Evaluation of the rheological and mechanical properties of these sys-
tems is covered in an extensive review article [47]. Disperse systems also include those
systems in which one continuous phase is dispersed within another. An example of this
type of system would be a blend of two materials such as lanolin and polyethylene gly-
col. By definition, all of these systems can also be called composites [48]. The remainder
of this chapter will concentrate on liquids, semisolids, and foams.

The rheological and mechanical properties of dispersed systems are not well under-
stood, especially when the droplets or solid particles of the dispersed phase interact with
one another, or interact with the surrounding bulk phase. The flow behavior of suspen-
sions or droplets or particles in liquids is important because most theories of viscoelas-
tic behavior also have their origin in the theory of the viscosity of suspensions. Einstein’s
equation for the viscosity of a suspension of spherical particles is fundamental to the
theory [49,50].

n= (kb (1

The apparent viscosity 1 is a function of the viscosity of the suspending medium n,,
the Einstein coefficient k., and the volume fraction of the suspended phase ¢,. The
volume fraction of the suspended phase is equal to the volume occupied by the suspended
phase divided by the total volume of the dispersion. The equation holds only for dilute
dispersions, where ¢, << 1, k, = 2.5, and the spheres are noninteractive. In addition,
the phases must be noncompressible; that is, Poisson’s ratio equals 0.5. Attempts to
extend the validity of Eq. (71) are numerous [S1]. For example, as the volume fraction
increases, the behavior can be modeled by a power series expansion:

n=m,(0+250¢+ Ko + ) (72)

where the second-order coefficient X accounts for two-body interaction between particles
in the dispersed phase.
One of the most useful extensions is the Mooney equation:

ny_ 1
m(ﬂ } kf¢2[<1—¢2>/¢m} (73)

where ¢, is the maximum volume fraction that the particles can attain when packed: ¢,
is equal to the true volume of the dispersed phase divided by the apparent volume oc-
cupied by the dispersed phase [52]. Equation (73) is a constitutive equation that ad-
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equately describes the viscoisty of many kinds of suspensions, over a wide range of con-
centrations. Theoretically, ¢, is 0.74 for spheres in hexagonal packing, but generally
the value is much less because of irregularities in particle shape and particle-particle
interactions. Viscosity generally increases rapidly with concentration and state of aggre-
gation. The Einstein coefficient has been estimated for shapes other than nonagglo-
merated spheres, including roughly spherically shaped agglomerates of rigid spheres [53].
Irregularities in shape generally increase X, values.

When the concentration of the dispersed phase becomes high, suspensions become
nonnewtonian and their viscosity becomes a function of shear rate y. For nonnewtonian
suspensions that show a decrease n with an increase in shear rate, the Cross equation:

1+ Qy m) (74
often holds [54,55]. The constants Q and m depend on the system, and nj is the vis-
cosity at zero shear rate, and n,, is the viscosity at high shear rates. It is generally as-
sumed that the shear rate-dependence of viscosity seen in these systems is due to struc-
tural changes in the dispersion such as the breaking up of agglomerates by shearing
forces. Other shear-dependent theories have been proposed by Krieger and Dougherty
[56] and Gillespie [57,58].

For a given rheological test instrument, the theoretical equations for shear viscos-
ity and shear modulus should be of the same form for a given instrument geometry
[59,60]. Therefore, shear strain in the modulus equation replaces shear rate in the vis-
cosity equation. For a dispersion of a rigid filler in a viscoelastic phase with a Poisson’s
ratio of 0.5, the relationship between relative viscosities an relative shear moduli can
be expressed as:

n="n, +(n —nm)[

n G
WG )

where G is the shear modulus of the dispersion and G, is the shear modulus of the
unfilled matrix phase. Consequently, the same theory that is used to determine the vis-
cosity of the dispersion can be used to estimate its shear modulus. For example, G/G,
can be substituted for n/n, in Egs. (71) or (73) to yield corresponding equations for the
relative shear modulus. The correlation between shear viscosity and shear modulus does
not hold for systems in which Poisson’s ratio is less than 0.5, but a theoretical equa-
tion has been developed that compensates for this condition [61]. In addition, if the
rigidity of the dispersed phase is not much greater than that of the matrix, Eq. (75) is
not applicable, as the modulus ratio will be substantially less than the viscosity ratio.
Actual moduli, lower than predicted, can occur because of three reasons: (a) the
Poisson’s ratio of the matrix is less than 0.5, (b) thermal stresses reduce the apparent
modulus, or (c) the modulus of the filler is not significantly greater than the modulus
of the matrix. On the other hand, when the matrix is a rigid material, the Mooney
equation [Eq. (73)) predicts shear moduli that are too high [62].

When the internal phase becomes deformable, such as in an emulsion, the viscos-
ity is affected by the viscosities of the internal and the continuous phases as well as the
shearing and interfacial forces. These conditions are expressed by two parameters, o
and f3'.
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, TN _ continuous phase viscosity

aAq = — =
n internal phase viscosity (76a)

and

neY _ shearing force

p' = (76b)

ula  interfacial force
where v is the shear rate, o is the radius of the internal phase, and u is the interfacial
tension between phases. These parameters assume the absence of effects from buoyancy.

As the shearing force becomes larger, the interfacial tension is overcome, and the
once spherical internal phase becomes elongated. The elongated particle rotates and traces
out an effective volume larger than that of t