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Notice 

Medicine is an ever-changing science. As new research and clinical experience broaden our knowledge, 
changes in treatment and drug therapy are required. The authors and the publisher of this work have 
checked with sources believed to be reliable in their efforts to provide information that is complete 
and generally in accord with the standards accepted at the time of publication. However, in view of 
the possibility of human error or changes in medical sciences, neither the authors nor the publisher 
nor any other party who has been involved in the preparation or publication of this work warrants 
that the information contained herein is in every respect accurate or complete, and they disclaim 
all responsibility for any errors or omissions or for the results obtained from use of the information 
contained in this work. Readers are encouraged to confirm the information contained herein with 
other sources. For example and in particular, readers are advised to check the product information 
sheet included in the package of each drug they plan to administer to be certain that the information 
contained in this work is accurate and that changes have not been made in the recommended dose 
or in the contraindications for administration. This recommendation is of particular importance in 
connection with new or infrequently used drugs. 
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Preface 
We are delight.ed to offer the second edition of our popular book 
under the highly accessible McGraw-Hill Pharmacy Educational 
Series. The first edition, released in 2015, was well-received by 
pharmacy students, residents, fellows, and faculty. The very posi
tive feedbatk from the academy, especially from fellow educators, 
and increased emphasis on evidence-based pharmaceutical care, 
motivated us to update our book. The second edition includes: 

I. Revised and updated chapters to reflect changing research and 
practice paradigms; 

2. A new chapter (Chapter 20) on the application and evaluation 
of qualitative research; 

3. Updated examples in the chapters with new clinical research 
studies; and 

4. Revision of certain content based on feedback from instructors. 

5. Revised online and journal resources. 
6. Student learning resources at McGraw-Hill AccessPharmacy 

The structure of the book in the form of three sections has 
remained the same for ease of use: Section I: Principles of Clinical 
Research; Section 2: Statistical Principles and Data Analysis; and 
Section 3: Principles of Drug Literature Evaluation. We sincerely 
hope that the new edition will provide students and faculty with 
strong foundational principles of clinical researc.b and drug liter
ature evaluation techniques to provide eviden~based pharma
ceutical care. We believe that all knowledge is considered as work 
in progress, like the contents of this book. Therefore, we are open 
to any feedback from students and faculty for future editions. 

-July2019 
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Preface to the First Edition 
With the increasing emphasis on evidence-based practices, there 
is a greater need for pharmacists to understand clinical research, 
evaluate scientific findings, and translate evidence to support 
patient-care decisions. This requires a comprehensive under
standing of the principles and practice of drug literature evalu
ation with a strong grounding in research design and statistical 
methods. Most available texts emphasize statistical approaches 
and/or scientific literature evaluation techniques. Although there 
may be comprehensive books in other health professions, it is 
challenging to find a pharmacy textbook that covers all critical 
research. design and evaluation elements to translate evidence 
into practice. We decided to edit this book to provide a balanced 
approach to the principles of clinical research. and statistics for 
evaluating pharmacy literature to implement evidence-based 
pharmac:otherapy. 

Most pharmacy schools offer a course in the pharmacy pro
fessional program that covers fundamentals of research design, 
biostatistics, and evaluation of pharmacy literature, as required 
by the Accreditation Council for Pharmacy Education (ACPE). 
Consequently, this book is divided into three sections to provide 
comprehensive course content to meet and exceed these curricu
lum standards set by the ACPE. Section 1 of the book covers prin
ciples of sdenti£.c research with an emphasis on clinical research 
designs ranging from nndomiied controlled trials to case reports. 
Section 2 of the book. provides the foundation ne<:essary to under
stand statistics and to critically evaluate results from statistical. 
analyses reported in the medical literature with a focus on com
mon statistl.cal methods. Section 3 of the book covers principles of 
evidence-based medicine, drug literature sources and evaluation 
techniques, and application of evidence to patient care. There are 
seven chapters in each section of the book. 

Chapter 1 defines basic, applied, clinical, and translational 
research, and describes the steps in sclentifkresearchand evidenc:e
based medicine. Chapter 2 explains the guiding ethical princi
ples in clinical research and discusses the regulatory framework 
governing clinic:al research. Chapter 3 provides the basics of 
designing clinical research, with an emphasis on common clini
cal research designs and methodologies. Chapter 4 discusses the 
design considerations associated with randomized controlled tri
als, including common clinical designs and analytical framework. 
Chapters 5 and 6 provide observational approaches for conduct
ing clinical research. Chapter 5 describes case-control and cohort 
designs and includes a discussion of common biases and analyt
ical approaches to minimize such biases. Chapter 6 provides an 
overview of cross-sectional studies. pre- and post-observational 

studies, ecological studies, and time series evaluations. Chapter 7 
presents the key steps in designing a case report and case series 
studies along with tools to critically evaluate these designs. 

Chapter 8 discusses the summarizing, organizing, and pre
senting functions of statistics, commonly referred to as descrip
tive statistics, and also introduces the different kinds of data that 
are collected in clinical research. Chapter 9 provides the general 
foundation for applying basic tools of statistical inference, focus
ing on the related mechanisms of estimation and hypothesis test
ing. Given that many studies in the drug literature involve the 
comparison of two or more groups, Chapter 10 discusses com
monly used statistical procedures that are used to answer research 
questions involving group comparisons; in addition, it describes 
the statistical methods for assessing the correlation between two 
variables. Chapters 11 and 12 provide an overview of regression 
analysis methods that can be used to account and/or adjust for 
variables that cannot be handled at the design stage of an exper
iment Chapter 11 describes simple linear and multiple regres
sion approaches to address a number of research problems, such 
as confounding and effect modifi.cation. Chapter 12 introduces 
logistic regression and Cox regression methods to analyu binary 
and time-to-event outcomes, respectively. Chapter 13 introduces 
the statistical principles underlying sample size calculation. 
Chapter 14 presents the elements of the systematic review process 
and describes meta-analysis as a method to quantitatively synthe
size evidence from studies identified in a systematic review. 

Chapter 15 identifies the steps involved in evidence-based 
medicine along with the discussion of its strengths and limitations. 
Chapter 16 discusses the sources and use of primary, secondary, 
and tertiary literature to identify clinical evidence for evidence
based medicine. Chapters 17, 18, and 19 discuss approaches to 
appraise published primary literature for patient care. Chapter 17 
provides a stepwise approach to appraise published literature with 
an emphasis on evaluating the study objectives, methods and 
design, statistics, results, and discussion. Chapter 18 describes the 
key considerations for evaluating methodological rigor in ran
doxrrlzed controlled trials using an example. Chapter 19 describes 
and applies formal criteria to evaluate observational studies using 
an example. Chapter 20 discusses general principles of applying 
evidence to patient care with an emphasis on evidence from clini
cal trials and practice guidelines. Finally. Chapter 21 describes the 
general format of a journal club and examines the characteristics 
of an effective journal club. 

This book is designed for professional pharmacy {PharmD) 
students. Instructors teaching principles of research and drug 



xvi Preface to the First Edition 

literature evaluation can design the professional course primarily 
based on this book or can supplement this book with research 
articles. The contents of the book can be delivered in one or two 
semesters. Chapters are written by expert authors specializing in 
pharmacy practice and research. Each chapter includes the fol
lowing elements: 

• Learning Objectives present the chapter's desired outcomes to 
the reader. 

• Key Terminology helps the reader quickly identify critical new 
terms. 

• Review Questions allow readers to apply what has been learned 
in the chapter and assess their understanding of the content. 

• Online Resources direct students to web sites relevant to the 
content. 

The chapters are designed to provide the knowledge base and 
application techniques for research design and drug literature 
evaluation. In addition to figures and tables, numerous pharmacy 
examples and case studies are provided to aid student learning. 
Additional readings from pharmacy journals and a drug literature 
evaluation project can improve the critical thinking skills of phar
macy students. The online sources and chapter references can be 
used to supplement the content. This book can also be an excel
lent resource for students in residency and fellowship training 
programs. In addition, this book can be beneficial to pharmacy 
practitioners and professionals, especially those involved in train
ing students, residents, and fellows. 

We would greatly appreciate feedback from students and 
faculty for future editions. All knowledge is considered as work in 
progress, including the contents of this book. 

-March2014 
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The Scientific Approach 
to Research and Practice 
Rajender R. Aparasu, MPharm, PhD, FAPhA • Satabdi Chatterjee, MS, PhD 

CHAPTER OBJECTIVES 

.,. Define baste, applied, clinical, and translational 
research 

.,. Describe the steps In sclentlflc research and evidence-based 
practice 

.,. Understand the principles of sclenttflc Inquiry .,. Discuss the sclenttflc basis of professional education 

KEY TERMINOLOGY 

Abstract 
Analytical research 
Applied research 

Basic research 
Biomedical research 
Clinical research 
Comparative effectiveness research 
Desalptlve research 
Development 
Discussion section 
Empiricism 
Ethics 

Evidence-based medicine 
Hypothesis 
Implementation science 

Introduction section 
Journal artide 
Method section 
Objectivity 
Patient-centered outcomes research 
Pharmaceutical practice and policy 

research 
Positivism 
Poster 

Practice-based research network 
Primary methods 
Quality 

Research 
Research and development 
Research design 
Research methodology 
Research report 
Results section 
Secondary methods 
Theory 
Translational research 

INTRODUCTION the marketplace.1 This is mainly attributed to R&:D in basic 
sciences like biology, chemistry, biochemistry, and microbiol

Pharmacists are a vital component of healthcare delivery and ogy, and applied sciences like pharmacology, pharmaceutics, 
biomedical system.8. Medications and clinical services are inte- and pharmacotherapy. During the past few decades, there has 
gral to the myriad roles pharmacists play in the healthcare been significant growth of clinical pharmacy services to meet 
system. Pharmaceutical research and development (R&:D) is the complexities of delivering pharmaceutical care in diverse 
instrumental in the discovery of new medications and phar- healthcare settings. Pharmacists provide a broad range of out
maceutical formulations. There are more than 10,000 pre- patient services. such as medication therapy management, 
scription products and 300,000 over-the-counter products in immunizations, and health screenings, and inpatient services 
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range from nutrition to therapeutic drug monitoring in insti
tutional settings. High quality research is vital to develop new 
medications and clinical services; it also provides the knowledge 
base to effectively use these products and services. 

Pharmacists have an important role in creating and applying 
scientific evidence. Although pharmacists are mostly consumers 
of research information, they contribute immensely to the grow
ing scientific knowledge base relevant to the pharmacy profession. 
Pharmacists involved in research make a vital difference by pro
viding evidence that others can use. This knowledge is also impor
tant in academia to train the next generation of pharmacists. In 
recent years, practice-based innovations have created new models 
in delivering pharmaceutical care. With increasing role of evi
dence-based paradigms, there is a greater need to critically apply 
and evaluate research for pharmaceutical practice and policy. Both 
creating and applying research evidence require an understanding 
of the principles of research design. This chapter defines biomed
ical research and evolving clinical research paradigms relevant to 
the pharmacy profession. It discusses the principles of research 
design and steps involved in scientific research inquiry. Finally, 
the concept of evidence-based medicine (EBM) is introduced to 
effectively translate scientific evidence to patient care. 

BIOMEDICAL RESEARCH 

Pharmaceuticals and pharmacists are vital for healthcare delivery. 
Research drives the increasing role of pharmaceuticals and phar
maceutical services in disease state management. The National 
Science Foundation (NSF) has defined research as "system
atic study directed toward fuller scientific knowledge or under
standing of the subject studied."2 Biomedical research is a broad 
area that deals with research in biological and medical sciences 
to understand and improve the health of patients and popu
lations. Biomedical research can be further classified as basic 
or applied based on the goals of the research. Basic research is 
defined as "systematic study directed toward fuller knowledge or 
understanding of the fundamental aspects of phenomena and of 
observable facts without specific applications toward processes or 
products in mind."2 It is usually conducted in laboratories to pro
vide knowledge and understanding of natural phenomena. Some 
areas of inquiry in basic biomedical research are biology, phys
iology, biochemistry, and genetics. Although scientists involved 
in basic research are only focused on generalized knowledge, 
this knowledge is critical for applied research that is product or 
application -oriented. 

Applied research is defined as "systematic study to gain knowl
edge or understanding necessary to determine the means by which 
a recognized and specific need may be met."2 It focuses on applying 
the basic knowledge for the purpose of developing a product or an 
application such as a new medication, drug regimen, or service. It 
has a practical orientation rather than the explanation focus that 
is inherent in basic research. It is conducted in animals and other 
living systems to solve a practical problem or to create a product 
Some areas of inquiry in applied biomedical research are pharma
cology, medicinal chemistry, and pharmaceutics. R&D involves 
applied biomedical research and is considered as the engine for 
pharmaceutical industry. 

Drug development is specifically focused on developing new 
drug products. Development is defined as "systematic applica
tion of knowledge or understanding, directed toward the pro
duction of useful materials, devices, and systems or methods."2 

Research and development refers to "creative work undertaken 
on a systematic basis in order to increase the stock of knowledge, 
including knowledge of man, culture, and society, and the use of 
this stock of knowledge to devise new applications." In pharma
ceutical industry, R&D is an expensive and time consuming pro
cess. It takes an average of 15 years for a new product to enter the 
market at an average cost of $1.2 billion due to complex develop
ment, testing, legal, and regulatory considerations.3 

Clinical research plays a vital role in the drug development 
process as approval of a drug by the Food and Drug Adminis
tration (FDA) requires randomized controlled trials to demon
strate the safety and efficacy of pharmaceutical products. The 
National Institutes of Health (NIH) has defined clinical research 
as "research that either directly involves a particular person or 
group of people or uses materials from humans, such as their 
behavior or samples of their tissue."4 Specifically, it is "any investi
gation in human subjects intended to discover or verify the clin
ical, pharmacological, and/or other pharmacodynamic effects of 
an investigational product(s), and/or to identify any adverse reac
tions to an investigational product(s), and/or to study absorption, 
distribution, metabolism, and excretion of an investigational pro
duct(s) with the object of ascertaining its safety and/or efficacf.'5 

Clinical research helps in understanding and applying knowledge 
for products or processes in prevention, diagnosis, prognosis, 
treatment, and cure of diseases in humans. It is conducted in lab
oratories, healthcare settings, and other specialized locations in 
accordance with the regulatory guidelines. 

Clinical research includes patient-oriented research, epidemi
ological and behavioral research, and health services research.4 

Patient-oriented research examines the mechanisms of human 
diseases, effects of drug therapies and other interventions, and 
use of technologies and devices in humans. Epidemiological 
and behavioral research evaluates the distribution of and factors 
associated with diseases, health behavior, and health in general. 
Health services research evaluates the effectiveness and effi
ciency of treatment, interventions, and services in real-world 
practice. All facets of clinical research are important to improve 
the health of patients. Clinical research involving pharmaceu
ticals and pharmacy services is vital to improve the quality of 
pharmaceutical care. 

Pharmaceutical practice and policy research is a compo
nent of health services research that deals with issues related to 
pharmaceuticals, pharmacist services, and pharmacy systems. 
It is defined as a "'multidisciplinary field of scientific investiga
tion that examines cost, access, and quality of pharmaceutical 
care from clinical, sociobehavioral, economic, organizational, 
and technological perspectives."6 The goal of pharmaceuti
cal practice and policy research is to increase knowledge and 
understanding of pharmaceuticals, pharmacist services, and 
pharmacy systems for individuals and populations. New areas 
such as pharmacoepidemiology, pharmacoeconomics, phar
maceutical outcomes research, and pharmacy practice-based 
research are evolving and expanding the research frontiers of 
pharmaceutical practice and policy research. This evidence 



base is critical to expand the scope and role of pharmacists and 
pharmacy systems. 

EVOLVING RESEARCH PARADIGMS 

Translational research is the new clinical research paradigm for 
transferring knowledge across the research and practice con
tinuum. According to the NIH, translational research includes 
"two areas of translation. The first area is the process of applying 
discoveries generated during research in the laboratory, and in 
pre-clinical studies, to the development of trials and studies in 
humans. The second area of translation concerns research aimed 
at enhancing the adoption of best practices in the community."7 

The first area of translation is designed to improve the trajectory 
of research from laboratory to patient care. This is critical for dis
eases such as cancer and acquired immune deficiency syndrome 
(AIDS) which are in need of products that treat or cure devastat
ing diseases. The second area of translation is gaining support of 
scientists, clinicians, educators, and funding agencies to rapidly 
adopt evidence-based patient care practices. According to the 
Institute of Medicine (IOM), there is a significant gap between 
what patients are receiving and what they should receive, leading 
to a quality chasm in healthcare.8 Translational research and EBM 
can be instrumental in bridging this quality gap. 

In recent years, there is significant interest in comparative 
effectiveness research due to limited data comparing two ther
apies, interventions, or devices. The demand for comparative 
effectiveness data is apparent as most clinicians want such data 
for clinical decisions. The efficacy data derived from placebo
controlled randomized trials are designed for the drug approval 
process. Comparative effectiveness research is based on the con
cepts of evaluation of alternatives so that the research can be used 
to select appropriate agents among the alternatives to optimize 
patient outcomes. Comparative effectiveness research is the 
"generation and synthesis of evidence that compares the benefits 
and harms of alternative methods to prevent, diagnose, treat, and 
monitor a clinical condition or to improve delivery of care."9 The 
goal of comparative research is to provide information to decision 
makers at both individual and population levels. 

With increasing focus on patient-centered care, a new type of 
clinical research called patient-centered outcomes research has 
evolved. The patient-centered outcomes research (PCOR) is 
designed to incorporate patients' inputs in the research process 
and to provide relevant information to providers and patients 
for deciding on healthcare choices. The PCOR "helps people 
and their caregivers to communicate and make informed health
care decisions, allowing their voices to be heard in assessing 
the value of healthcare options."1° For pharmaceutical products 
and services, the goal of the PCOR is to "assess the benefits and 
harms of preventive, diagnostic, therapeutic, or health delivery 
system interventions to inform decision malting, highlighting 
comparisons and outcomes that matter to people."11 The incor
poration of patient relevant outcomes is a new phenomenon as 
traditional clinical research, until now, emphasized outcomes 
from clinicians' perspective. In an effort to generate evidence for 
patient-oriented outcomes, the Federal Government has created 
the Patient-Centered Outcomes Research Institute (PCORI), 
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which will fund research on 1) assessing prevention, diagnosis, 
and treatment options, 2) improving access and care in health
care systems, 3) communicating and disseminating research for 
shared decision malting, 4) addressing disparities in prevention, 
diagnosis, or treatment effectiveness, and 5) accelerating PCOR 
and methodological research.11 

DETERMINANTS OF SCIENTIFIC METHODOLOGY 

All scientific research is bound by principles of scientific inquiry. 
These include empiricism, objectivity, theory, and ethical stan
dards.6 Empiricism refers to the collection of information based 
on human experience. It is based on the philosophy of positivism 
that states that all information derived from sensory experience 
is empirical evidence of science. All aspects of science should be 
observed and measured to be considered as scientific evidence. All 
clinical outcomes in research are explicitly defined and measured 
to be considered as evidence to evaluate the safety and effective
ness of medications. Measurement and quantification are vital for 
scientific research. Objectivity means that there is no subjectivity 
or bias in any aspect of research including definition, measure
ment, design, and analysis. In clinical research, not only the mea
sures to define effectiveness, such as blood pressure and blood 
glucose, are objective, the measurement process is often blinded 
to minimize any kind of subjectivity. All biases in research are 
minimized to increase the strength of scientific evidence. 

Theory provides an understanding or explanation of a natural 
phenomenon. Theories evolve over years or decades to explain 
natural phenomena. In pharmaceutical research, theories are 
often based on pathophysiology of a disease and pharmacology 
of a medication to investigate medication effects. Sociobehav
ioral theories are often used to understand patient and provider 
behaviors in pharmaceutical practice and policy research. The
ories are also useful in developing a research hypothesis. They 
provide the rationale and logic for research questions and hypoth
eses. Research findings are used to strengthen or dispute a the
ory. Ethics provide the moral societal standards for responsible 
research conduct. These standards are based on respect, fairness, 
and well-being of research participants.12 The standards are often 
governed by the institutional review board, state, and federal reg
ulations. To reflect all these principles in research, K.erlinger has 
defined scientific research as a "systematic, controlled, empirical, 
and critical investigation guided by theory and hypothesis about 
presumed relationships among such phenomena."13 

PROCESS OF SCIENTIFIC INQUIRY 

The scientific research process involves the following steps: 
1) pose a research question and hypothesis, 2) develop and imple
ment a research plan, 3) perform data collection and analysis, and 
4) prepare a research report.6 Each of these steps is critical for 
scientific inquiry. The research question or hypothesis dictates 
the research plans and data collection. Often practical and scien
tific considerations necessitate overlap of these steps of research 
process. The following description uses clinical and translational 
research framework to explain the research steps: (Figure 1-1). 
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FIGURE 1-1: Steps In the Scientific Research Process. 

The first step in the scientific research process is to pose a 
research question and a hypothesis. It is important to develop a 
research question that needs empirical investigation. The com
monly used sources for a research question are clinical practice, 
policy, current issue, literature, or theory. The deBirable charac
teristics of a research question are that it is feam.ole, interesting, 
novd, ethical, and relevant (FINER).14 Practical considerations, 
such as funding, expertise, environment, and access to patient 
care data, are also important to address the feasibility of the 
research. The novelty aspect of the research question can be eval
uated by conducting a literature review. The goal of the research 
is to add something new to the existing evidence base. The ethical 
principles of research are governed by local institutional review 
boards and federal regulations. This requires appropriate regu
latory approvals to conduct clinical research. Research relevant 
to the pharmacy profession should have strong implications for 
pharmaceutical practice and policy. Research that is not relevant 
will have limited value to stakeholders such as patienta. provid
ers, payers, and policy makers. These considerations will not only 
help formulate a good research question but also ensure a valu
able contribution is made to evidence-based practice and policy 
(Box 1-1). 

The population, intervention, comparator, outcomes, timeline, 
and setting (PICOTS) framework is often used to develop a good 
clinical questiOll. This framework is ideal to compare interventions 
such as medications, devices, clinical services, policies, and pro
grams. It also provides the components of a research question. 1s.16 

BOX 1-1 ii· . 
RESEARCH QUESTION AND HYPOTHESIS 

Question: In patients with diabetes, do dlnlcal services by 
pharmadsts Improve short-term cllnlcal outcomes compared 
with traditional care in outpatient setting 1 

HJpothuis: CMnical services by pharmacists will improve 
short-term clinical outcomes in outpatients with diabetes com
pared with traditional care. 

Sources: Irons BK. Lenz RJ, Anderson SL. et al. A retrospective cohort 
analysls of the dlnlcal effectiveness of a physlclan-phannaclst collabo
rative drug therapy m1n1gement diabetes clinic. Pharmacotherapy. 
2002;22:1294-, 300. 
Choe HM, Mitrovich S, Dubay D, et al. Proactive case management of 
high-risk patients with type 2 diabetes mellltus by a clinical phannadst: 
a randomized controlled trial. Am J Manag Care. 2005;11:253-260. 

The PICOTS framework requires the research question to iden
tify: population to be studied, intervention to be applied, com
parator to be ased, outcomes to be evaluated, tim.eline to evaluate 
the outcomes, and healthcare setting of interest (Figure 1-2). 

The population of interest can be grouped based on age, disease, 
or location. The intervention is usually a pharmaceutical product 
or service. The comparator can be an active medication/service or 
a placebo based on the goals of the research. The economic, clin
ical, and humanistic outcomes (ECHO) are usually evaluated in 
pharmaceutical practice and policy research.11 Costs of direct and 
indirect medical care are often included as economic outcomes. 
Clinical outcomes include morbidity and mortality measures that 
represent safety and effectiveness of treatment Humanistic out
comes include patient-reported outcomes such as health-related 
quality oflife and functional status. The timeline for research can 
be short-term or long-term based on the expected impact of phar
maceutical products or services. 

In addition to comparative research framework, research can 
be classified as descriptive or analytical. Descriptive research 
describes or explores characteristics of a population such as the 
prevalence of a disease. Analytical research evaluates the rela
tiollllhip between two or more variables. Hypothe1is specifies 
an expected relationship that is being evaluated between inter
vention/and outcome, or two or more variables. The hypothesis 
is often based on existing theories. The pathophysiology of the 
disease and pharmacology of the medication provide the ratio· 
nale for expected effects of the pharmaceutical product. The 
expected relationship between clinical intervention and out
comes is usually po1tulated based on sociobehavioral theories. 
Research hypothesis is not usually specified in descriptive or 
exploratory research. 

Devel.oping and hnplem.enting a research plan requires a 
strong understanding of the principles of clinical research. 
Research plans include specific details of research design and 
methodology. Grant proposals have other requirements, such as 
timeline and funding details, in addition to research plans. These 
plans are hnplemented after the necessary approvals by the local 
institutiOllal review boards. Research de1ign refers to the over
all plan that allows researchers to address study questions and 
test study hypotheses.11 The research designs can be broadly 
categorized into two types-experimental and observational 
designs. Experimental designs such as randomized controlled 
trials are the strongest study designs to test raearch hypothe
ses. The randomized designs are colll!idered the gold standard in 
clinical research and are used to evaluate drug safety and efficacy. 
Observational research such as cohort or cross-sectional studiea 
provides the evidence of associations or relationship. The evidence 
from observational research is generally weaker than that of ran
domized controlled triala due to scientific considerations such as 
confounding and biases. Study design provides a structural frame
work for experimental or observational research.' Various other 
study designs are available to address the reaearch question; the 
goal is to select the best design th.at fits the research question. 

Re1earcb methodology provides details of data collection and 
measurement techniques.' The definitions and the measurement 
process of intervention and outcomes are specified in the methods. 
Research methods are broadly grouped as primary methods and 
secondary methods. Primary methods collect data specifically 
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FIGURE 1-2: Components ofa Scientific Research Question with Examples. 

for the research question using techniques such as self-reported 
observations and biological assessments; examples include sur
veys and laboratory tests. These are often collected prospec
tively, that is, data are collected after the study onset. Secondary 
methods involve the use of data that was collected for other pur
poses such as patient care or reimbursement; examples include 
medical charts and medical claims. These are retrospective in 
nature which means data were collected based on past events or 
already existing sources. Prospective methods are generally con
sidered superior to retrospective methods as the researcher con
trols the data collection methods. The goal of research methods 
is to collect research data that are reliable (consistent) and valid 
(accurate). Researchers have a choice of research methods; the 
goal is to select the most appropriate method to collect the data. 
(Box 1-2). 

The research design and methodology define the data manage
ment and analysis plans. Data collected from all sources should be 
recorded at the patient level or other units of analysis to conduct 

BOX 1-2 
RESEARCH PLAN 
Design: 
• Choe HM et al. conducted a randomized controlled trial to 

evaluate the impact of clinical services by pharmacists on 
glycemic control and other process measures in diabetes 
patients. 

• Irons BK et al. used a retrospective cohort design to evaluate 
the clinical effectiveness of clinical services by a pharmacist in 
primary care for patients with diabetes. 

Methods: 
• Choe HM et al. prospectively collected data on glycosylated 

hemoglobin using a high-performance liquid chromatogra
phy machine and other secondary outcomes were collected 
using chart review. 

• Irons BK et al. used secondary data llke medical charts to col
lect data related to glycosylated hemoglobin and other sec
ondary outcomes for the study population. 

Sources: Irons BK, Lenz RJ, Anderson SL. et al. A retrospective cohort 
analysis of the clinical effectiveness of a physician-pharmacist collabo
ratlve drug therapy management diabetes clinic. Phannacotherapy. 
2002;22:1294-1300. 

Choe HM, Mitrovich S, Dubay D, et al. Proactive case management of 
high-risk patients with type 2 diabetes mellltus by a clinical phannadst: 
a randomized controlled trial. Am J Manag care. 2005;11 :253-260. 

appropriate statistical analyses. Data collected from surveys 
and laboratory tests should be gathered and coded accordingly. 
Similarly, data from secondary sources should also be extracted 
and coded in accordance with the analysis plan. Although data 
collection seems easy, it is often tedious and time consuming as 
any error can undennine the data integrity and subsequent steps 
in the research including statistical analyses. Statistical analysis 
provides the quantitative answers to the research question. It is a 
tool to organize, summarize, and analyze research data. Several 
descriptive and inferential statistics are used to analyze the data. 
The descriptive measures such as means, medians, and modes are 
often used to summarize study sample characteristics. Inferential 
statistics such as the t-test and analysis of variance are used to 
make inference or draw conclusions based on the data collected. 
The appropriate statistical test is selected based on the research 
question, research hypothesis, research design, and methods. 
(Box 1-3). 

Research reports or journal articles are vital to communicate 
research findings to stakeholders such as patients. providers, pay
ers, and policy makers. A .reaearch report or journal article is 
a detailed document that often includes the following sections: 
introduction, methods, results, and discussion (IMRaD).1~ It is 
generally peer-reviewed to ensure scientific discourse and scru
tiny (Figure 1-3). 

Research abstract is a structured summary of research which 
provides quick and easy-to-use information to readers. The 
introduction section of a research report or journal article 
includes relevant background information and covers existing 

BOX 1-3 
DATA COLLECTION AND ANALYSIS 
• Choe HM et al. analyzed data collected using Wilcoxon Rank 

Sum Test and linear regression analysis. A level of P < .OS was 
set to define statistical significance. 

• Irons BK et al. analyzed data collected using t-test, chi-square, 
analysis of variance, and Cox regression models. Two-sided 
tests were performed with a priori alpha level of 0.05. 

Sources: Irons BK. Lenz RJ, Anderson SL, et al. A retrospective cohort 
analysis ofthe dinial effectiveness of a physician-pharmacist collabe>
ratlve drug therapy management diabetes clinlc. Pharmacotherapy. 
2002;22:1294-, 300. 

Choe HM, Mitrovich S, Dubay D, et al. Proactive case management of 
high-risk patlents with type 2 diabetes mellltus by a dlnical pharmacist: 
a randomized controlled trial. Am J Ma nag care. 2005;11 :253-260. 
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FIGURE 1-3: Components of a Research Report. 

literature on the subject. It provides a rationale for conducting 
the research. It specifies the research objective or question and 
research hypothesis. The method section includes descriptions 
of research design, data collection methods, and statistical tests. 
The results section describes the research findings based on the 
statistical analyses. The study sample is often summarized using 
descriptive statistics and graphs. Inferential statistics usually 
include confidence intervals and probability or p values. The 
results section provides answers to the research question. This is 
the most objective and unbiased section of the research report. 
The discassion section provides the interpretation and explana
tion of the research findings using previous research or theory. 
It also addresses possible limitations and future directions of the 
research. Research posteni are often used for graphic/visual pre
sentation of research in scientific conferences usually employing 
the IMRaD format (Box 1-4). 

KEY FINDINGS AND RESEARCH REPORT 
• Choe HM et al. found a significant decrease (-2.1 %) in glycosy

lated hemoglobin levels in the intervention group when com
pared to the decrease In the control group (--0.9%). Significant 
Improvements were also seen In other process of care mea
sures. The other results can be found in the research report. 

• Irons BK et al. found no difference in glycosylated hemoglo
bin between the two groups. However, there was higher risk 
(5.19, 95% Cl 2.62-10.26) of achieving clinical goal (A1C <7%) 
In the study group compared to the control group. The other 
results can be found in the research report. 

Sources: Irons BK, Lenz RJ, Anderson SL, et al. A retrospective mhort 
analysis of the dinical effectiveness of a physician-pharmacist mllabo
ratlve drug therapy management diabetes clinic. Pharmamtherapy. 
2002;22:1294-, 300. 
Choe HM, Mltrovlch s, Dubay D, et al. Proactive case management of 
higll-risk patients with type 2 diabetes mellitus by a clinical pharmacist: 
a randomized mntrolled trial. Am J Manag care. 2005;11:253-260. 

EVIDENCE-BASED MEDICINE 

The goal of clinical research is to provide scientific evidence to 
improve the health and functioning of people. The healthcare 
providers, payers, and policy makers are all interested in ensuring 
the delivery of the highest quality patient care. Quality in health
care refers to "the degree to which health services for individuals 
and populations increase the likelihood of desired health out
comes and are consistent with current professional knowledge.•2.0 
.According to the IOM, all stakeholders in healthcare should pur
sue the following six aims in the delivery of quality healthcare•: 
1) safe: avoid harm to patients from the healthcare delivery; 
2) effective: deliver care that benefits patients; 3) patient-centered: 
care that is individualized based on patient preferences and values; 
4) timely: ensure thnely, needed care and avoid delays; 5) efficient: 
care that maximizes use of healthcare resources; and 6) equitable: 
care that does not vary due to personal characteristics-race or 
ethnicity-and minimiz.es healthcare disparities at the individual 
and population level To achieve these aims, patients and popula
tions should receive healthcare that is based on the best scientific 
evidence. (Figure 1-4). 

The core of evidence-based medicine is to translate scien
tific evidence to patient care. There are several definitions of 
EBM. Some have initially emphasized the translational aspect of 
evidence as a ·process of systematically finding, appraising, and 
using contemporaneous research findings as the basis for clinical 
dedsions:'21 Others have defined EBM holistically as "integra
tion of best research evidence with clinical expertise and patient 
values:'2l The holistic definition is the most widely accepted and 
practiced as it not only emphasizes scientific evidence but also 
incorporates expertise of clinician and patient preferences. Clin
ical expertise includes the knowledge, skills, and experience of 
practitioners to integrate evidence with patient preferences. Any 
care that is not patient-centered will have limited value as treat
ment success is dependent on individualization. This holistic 
approach lends equal importance to evidence (scientific), exper
tise (provider), and values (patient) to achieve the desired patient 
outcomes. 

......_ 1111111111 

FIGURE 1-4: Six Aims of Quality Improvements. 
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• Can pharmacist services improve short-term clinical outcomes in 
outpatients with diabetes when compared to traditional care? 

•The study by Choe HM, Mitrovich S, Dubay D, et al. should be selected for 
further evaluation as it used the best design, randomized controlled trial, to 
evaluate the impact of phannacist services in diabetes. 

•Although the study by Choe HM, Mitrovich S, Dubay D, et al. is a 
randomized controlled trial, it should be carefully appraised to ensure 
valdlty of the findings. 

•Applying the intervention of Choe HM, Mitrovich S, Dubay D, et al. to 
improve short-term clinical outcomes in outpatients. 

FIGURE 1-5: Example of Evidence-Based Medicine. {Choe HM, Mltrovlch S, Dubay D, et al. Proactive case management of high-risk patients with type 2 
diabetes mellitus by a clinlcal phannaclst: a randomized controlled trial. Am J Manag Care. 2005;11 :253-260). 

Since scientific evidence is the core of EBM, the following 
steps ofEBM are evidence-centered: 1) asking an appropriate and 
answerable question, 2) finding evidence, 3) appraising evidence, 
and 4) applying evidence to practice.22 A simplified example is 
presented in Figure 1-5. 

Each step is important to ensure that relevant evidence is 
obtained and combined with clinical expertise and patient val
ues to deliver EBM. An understanding of the scientific research 
process and value of research evidence is critical in implementing 
EBM. If the goal of pharmaceutical practice and policy research 
is to develop an evidence base for pharmaceuticals, pharmacist 
services, and pharmacy systems, then the goal of EBM is to use 
the relevant scientific evidence to provide the highest quality 
patient care. 

The research problem or question is the starting point for 
research. Similarly, asking appropriate question is the start
ing point for providing EBM. The components of the question 
should include: patient, intervention, comparator, and outcome 
(PICO). The relevant evidence is obtained after scouting for the 
evidence from various sources. The most relevant research is 
then critically appraised to ensure the validity and applicability 
of the evidence to patient care. This is often a time consuming 
and critical process in EBM. Just because research is published in 
a peer-reviewed journal, it does not mean the research is relevant 
or applicable to patient care. 

The understanding of scientific principles is important to 
ensure that relevant evidence is valid and applicable. Critical 
appraisal of the selected research will ensure that research find
ings are correct (internal validity) and are applicable to the cli
nician's patient population (external validity). The best available 
and valid evidence is applied to provide patient-centered care. 
Medical decision malting is a complex process with critical con
sequences; therefore, it requires "conscientious use, explicit, and 
judicious use of current best evidence in making decisions about 
the care of individual patients."23 

IMPLEMENTATION SCI ENCE 

Although evidence-based practices are effective in improving 
quality of care, there is often an extensive delay in incorporating 
EBM into practices. Several factors contribute to this delay in 
translating research into practice, including internal factors such 
as time and workflow and external factors such as payments and 
policies. A recent systematic review classified these implementa
tion factors into external context, organization, professional, and 
intervention.24 Context refers to external environmental struc
tural and process factors such as healthcare structure, financial 
incentives, market dynamics, payment, and healthcare policies. 
Organizational factors include institutional infrastructure, gov
ernance, work flow, culture, and institutional policies and pro
cedures. Professionals include providers of healthcare including 
physicians, pharmacists, nurses, and allied healthcare members. 
Since most healthcare delivery involves inter-profession collabo
ration, there is often a delay in incorporating evidence-based care 
due to issues in professional roles, philosophy of care, time, and 
competencies. Finally, evidence-based interventions that lead to 
their implementation in routine practice are the ones that pro
mote ease of use, acceptance, and extent of benefit across various 
settings. 

The importance of implementation of EBM as a scientific 
enquiry has been growing due to critical need to have widespread 
implementation of evidence-based practices. Implementation 
science is the "scientific study of methods to promote the systematic 
uptake of research fmdings and other evidence-based practices into 
routine practice, and, hence, to improve the quality and effective
ness of health services."25 Implementation science requires collabo
ration and teamwork to incorporate evidence-based interventions 
into practice. Implementation science helps to change practices 
and improve the quality of healthcare. Pharmacists are in an ideal 
position to take an active role in implementation science due to 
their increasing role in patient care. With the rapid expansion of 
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pharmacy services and increasing inter-profession collaboration 
of care, there is greater need for pharmacists to get involved and 
take the lead in implementation science to advance the profession 
of pharmacy. 

SCIENTIFIC BASIS OF PROFESSIONAL EDUCATION 

Scientific contributions are critical for pharmacy education and 
the profession. The evidence base and scientific innovations 
immensely contribute to the knowledge base for pharmacist train
ing and advancement of the pharmacy profession in the healthcare 
system. Pharmacy researchers, practitioners, and educators have 
an important role to play to generate and translate the evidence to 
patient care. Pharmacist involvement is needed across the research 
and practice continuum, from basic research to clinical and trans
lation research to evidence-based practice (Figure 1-6). 

Basic and clinical researchers are vital in developing the 
knowledge base relevant to the pharmacy profession. Scientific 
breakthroughs in the basic sciences such as biology, chemis
try, biochemistry, genetics, and microbiology are critical in the 
development of applications in biomedical sciences. The research 
support by the NSF and the NIH have been instrumental in trans
forming the basic biomedical research landscape in the United 
States. 26 Pharmacists can indirectly or directly contribute to basic 
sciences as they have a broad understanding of basic and applied 
sciences relevant to pharmacy practice. 

Applied scientists in pharmaceutical sciences such as medici
nal chemistry, pharmaceutics, and pharmacology are instrumen
tal in developing innovative healthcare products and services. 
The NIH and the pharmaceutical industry have played an impor
tant role in funding the applied biomedical sciences.26 Founda
tions such as American Cancer Society (ACS) and American 
Heart Association (AHA) are also making a difference in advanc
ing healthcare research. Pharmaceutical scientists have made 
immense contributions in developing and applying biomedical 
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knowledge to products and services. Pharmacists have made 
enormous contributions to applied biomedical sciences and have 
great potential to influence the future landscape of pharma
ceutical sciences. Although advanced training such as graduate 
degrees or fellowships are recommended to directly participate 
in applied research areas, pharmacists can make a difference in 
applied research owing to their broad understanding of basic and 
clinical sciences. 

Clinical research is the pathway to evaluate the safety and 
effectiveness of products and services. With increasing patient 
care responsibilities, the pharmacists' role in clinical research 
has evolved. The 1975 Millis Commission Report recognized the 
importance of clinical scientists that are well versed in pharma
cotherapy and biomedical research and recommended the devel
opment of training programs for clinical scientists.27 National 
organizations, such as the American Association of Colleges of 
Pharmacy (AACP) and the American College of Clinical Phar
macy (ACCP) followed up on these recommendations and devel
oped educational and training agenda for clinical scientists. 

In 2008, the ACCP Taskforce report on research in the 
PharmD curriculum detailed research content areas and compe
tencies.28 It required pharmacy students to 1) identify problems 
and research gaps, 2) design research to test hypotheses within the 
regulatory and ethical framework, 3) conduct analyses, 4) dissem
inate research findings, and 5) apply study findings to practice. 
The latest curriculum standards by the Accreditation Council 
for Pharmacy Education (ACPE) require pharmacist education 
and training to incorporate 1) principles of research design and 
methodology, 2) regulatory and ethical principles of research, 
3) methods in data management and statistical analyses, 4) prin
ciples of drug literature evaluation, and 5) practice implications 
of research.29 These content areas not only emphasize the drug 
literature evaluation component, but also principles of research 
design. Sound understanding of the scientific basis of evidence 
creation and provision of patient care is essential for pharmacists 
to succeed in the highly competitive healthcare arena. 
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T1: Applying discoveries of laboratory, preclinical studies, and animal research in humans 

T2: Adoption of best evidence in practices to improve patient care 

FIGURE 1-6: Research and Practice Continuum of Biomedical Sciences. 



With the recent impetus in clinical and translational research, 
there is increased interest in training clinical scientists. In the past 
decade, the NIH has created the National Center for Advancing 
Translational Sciences (NCATS) to support clinical and trans
lational research.30 Specifically, the Clinical and Translational 
Science Awards (CTSA) program was initiated as part ofNCATS 
to: 1) develop academic infrastructure for translating biomedical 
research to treatments, 2) involve community practitioners and 
industry in translational research, and 3) train the next genera
tion of clinical and translational researchers. Such programs are 
creating exciting collaborative opportunities across medicine, 
pharmacy, nursing, public health, and other disciplines. There are 
60 academic programs in 30 states funded by the NIH as part of 
CTSA consortium. Several colleges of pharmacy are part of the 
CTSA consortium. These programs are helping to create clinical 
research curriculum, training, and mentorship for pharmacy fac
ulty and practitioners. 

Practice-based research networks (PBRNs) have been instru
mental in conducting clinical and translational research. PBRN 
consists of a group of clinicians or practitioners involved in trans
lational research who adopt best practices and conduct clinical 
research.31 PBRNs started with primary care physicians; it now 
incorporates discipline-specific networks such as dentists, nurses, 
pharmacists, and others. These networks can be instrumental in 
1) identifying problems in patient care, 2) testing effectiveness of 
treatments in real-world settings, and 3) evaluating patients who 
can benefit from treatments. PBRNs are considered the '"blue 
highway" that link basic, clinical, and translational research. 31 

ACCP PBRN is one of the first clinical PBRN of clinical pharma
cists in inpatient and outpatient settings. The research findings 
from such networks are vital for developing evidence-based prac
tices in pharmacy. 

The healthcare industry is a highly competitive market
place with competing interests from providers, payers, and 
policy-makers. With the increasing pressure of costs and effi
ciency, there is a need for providers to demonstrate value for 
their services based on scientific evidence. Several recent studies 
demonstrated the value in terms of cost, quality, and outcomes 
for pharmacists' services. The Asheville project demonstrated 
the impact of pharmacist services for asthma on decreased 
costs and improved quality.33 The Fleetwood project showed the 

Review Questions 
1. Describe basic, applied, clinical, and translational research 

using examples. 

2. Discuss the steps in the scientific research process using an 
example. 

3. Explain the components of the research report using IMRaD. 

4. Describe the steps in evidence-based medicine using an 
example. 

5. Define implementation science and explain the role of phar
macists in implementation science. 

6. Explain why it is important for pharmacists to be involved in 
research. 
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pharmacists' positive impact on quality and costs in long-term 
care.34 A study by Chisholm-Burns et al. provided the best evi
dence for pharmacists' value in healthcare based on the data from 
298 studies.35 The meta-analyses found that pharmacist-directed 
patient care services have a positive impact on patient outcomes 
across settings and diseases. Such strong scientific evidence is 
vital to demonstrate pharmacists' contributions and to be recog
nized as healthcare providers. With increasing need for evidence 
for practice and policy, clinical and translational research and 
evidence-based practices are imperative for new models of phar
maceutical care. 

SUMMARY AND CONCLUSION 

The pharmacy profession is based on knowledge and evidence 
derived from scientific research. Sound understanding of the 
research process is critical for applying drug literature evaluation 
techniques for evidence-based practices. On other hand, practice
or patient-based considerations have become paramount in 
research due to emerging research paradigms of clinical and 
translational research and PCOR. Pharmacists are integral to both 
the creation and the application of evidence relevant to pharmacy 
practice. The goal of research is to provide evidence to improve 
clinical practice based on the following steps: 1) pose a research 
question and hypothesis, 2) develop and implement a research 
plan, 3) perform data collection and analysis, and 4) present a 
research report. Each of these steps is critical for scientific inquiry 
and discourse. The core of evidence-based practices is to translate 
evidence to patient care based on the following steps: 1) asking 
appropriate and answerable questions, 2) finding evidence, 
3) appraising evidence, and 4) applying evidence to practice. 
These steps ensure that relevant evidence is obtained and com
bined with clinical expertise and patient values to provide EBM. 
New paradigms of clinical research are emerging due to payer, 
patient, providers, and policy considerations. Pharmacists can 
immensely contribute to research and practice because of their 
broad range of understanding of basic and applied sciences. With 
changes in patient care models and evolving research evidence, it 
is critical that pharmacists be part of the creation and application 
of research evidence to improve healthcare outcomes. 

Online Resources 
ASHP Foundation Research Resources: 
http://www.ashpfoundation.org/MainMenuCategories/ 
ResearchResourceCenter/ResearchResources 

American College of Clinical Pharmacy (ACCP) Research 
Institute: http:/ /www.accpri.org/ 

University of Washington's Institute for Translational Health 
Sciences Clinical and Translational Sciences. Research Toolkit: 
http://www.researchtoolkit.org/ 

American Pharmacists Association. Conducting Research 
Projects: https://www.pharmacist.com/conducting-research
projects 
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Ethical Considerations 
in Clinical Research 
Sandra L. Alfano, PharmD, CIP, FASHP 

CHAPTER OBJECTIVES 

.,. Explain the clinical phases of the drug approval process 

.,. Understand the guiding ethical prtnclples In clinical 
research 

KEY TERMINOLOGY 

.,. Understand the regulatory framework governing cllnlcal 
research tncludlng Informed consent and data conftdentlallty 

.,. Explore key ethical challenges Involved In clinical research 

Belmont Report 
Beneficence 
Common Rule 
Conflfds of interest 

Human subjects research 

Informed consent 
Institutional Review Board 

Justice 

Phase Ill trials 
Phase IV trials or post-marketing study 
Respect for persons 
Therapeutic misconception 

Data and Safety Monitoring Board 
Ethical principles 

INTRODUCTION 

Phase I tTlals 
Phase II trials 

Clinical research, which involves testing interventions in 
humans to establish their effectiveness and safety. must involve 
careful design and implementation to ensure the protection of 
the human subjects. When applied to drug development, the 
focus of clinical research is on establishing the efficacy and safety 
of the new drug. Clinical resear<:h trials are tightly controlled 
for both inclusion and exclusion of the participants and design 
of the protocol, with strict control over study procedures and 
interventions. It is important to recognize that the overall goal 
of clinical research is to develop or contribute to generalizable 
knowledge, which is hoped to be useful to future patients and 
providers. Clinical research involves actual patients with a dis
ease; consequently. actual effects in terms of benefits and risks to 
these individuals also become relevant In clinical practice. the 
clinician has an obligation to always act in the best interest of the 
patient. In clinical research, conflicts may arise as the clinician/ 

researcher may have dual goals: to protect the patient/subject 
and to maintain research integrity. 

A case example may help illustrate some of the conflicts that 
can arise in the conduct of clinical researcb..1 In the late 1990s. 
researchers at the University of Pennsylvania were developing a 
gene-transfer intervention that was intended to target the under
lying pathology causing omithine transcarbam.ylase (OTC) defi
ciency syndrome, which is a rare metabolic disorder that leads 
to the accumulation of ammonia in the blood. An 18-year-old 
man with partial OTC deficiency was recruited and consented to 
research. He received an .infusion of the study agent and, after a 
short course, died. His family was distraught, claiming that they 
were never informed of the possibility of death from the study. 
A variety of very disturbing facts came to light as part of inves
tigating the death, including issues involving study design, con
sent, and conflict of interest It was wacovered that the researcher 
held patents on the technology being tested. and he had founded 
and held significant equity in the biotech company that stood ta 
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benefit from the clinical trial. The university also held very signifi
cant equity in the company. Troubling questions were raised about 
the researcher's conflicting interests and whether the young man 
had been inappropriately enrolled in the trial In addition to the 
death of this young man, this tragedy has been a devastating blow 
to the gene transfer scientific community as a whole. This case 
also illustrates a conflict for the clinician (ensuring the well-being 
of the patient) and the researcher (striving to get research results 
that may lead to a future product). 

In their editorial in the American Journal of Health-System 
Pharmacists, Cobaugh and Allison2 call on pharmacists to recog
nize their responsibility to thoroughly understand the evidence 
supporting therapy choices as part of the patient care provided. 
This chapter provides the ethical and regulatory framework 
for overseeing clinical research. Specifically, it reviews the drug 
development process in the United States, discusses the ethical 
principles in human subjects research, discusses the regulatory 
framework in which clinical research takes place, and explores 
several key ethical challenges that confront those involved in the 
clinical research enterprise. Through understanding these prin
ciples, clinicians will be better equipped to evaluate the ethical 
validity of research studies that may influence prescribing and 
drug therapy selection. 

THE DRUG DEVELOPMENT PROCESS 

The drug development process involves a long and expensive 
series of trials which are intended to lead to a commercial agent 
marketed for a particular indication or indications. Drug devel
opment begins with pre-clinical studies, which involve laboratory 
testing and animal testing. Suitable drug candidates identified in 
the laboratory are tested in animal models of the disease for phar
macologic effects, and toxicity studies are also conducted in these 
models. If a drug candidate is found promising after pre-clinical 
testing, then clinical research, which involves human testing, 

TABLE 2-1 • Clinical Drug Testing Process 

proceeds. See Table 2-1 for an overview of the clinical drug test
ing process. 

Clinical trials are conducted in phases that are sequential. 
Phase I trials involve testing a drug in humans with the intent 
of establishing the initial toxicity profile of the substance. The 
flip side of this concept is to establish the safety or, as it is some
times phrased, show that the drug is safe for human use. Safety is 
a rather elusive term, however. Perhaps a more accurate term is 
"tolerability," which better reflects that adverse effects do occur 
as a matter of course, but subjects (and then eventually; patients) 
are able to tolerate the agent. All types of adverse effects are 
monitored for, reported, and compiled in the information devel
oped about the agent. Typically, phase I trials are carried out in a 
cohort (group) of normal, healthy volunteers, although this is not 
always the case. Notably, phase I oncology trials are carried out 
in patients with cancer, often end-stage cancer. Phase I trials usu
ally involve small numbers of subjects who receive the drug in a 
dose-escalation-by-cohort fashion. That is, the first enrollees will 
receive a low dose of the agent (such that the dose is not expected to 
have much effect), and will be monitored for toxicity. If these sub
jects (typically three to six) tolerate that dose, then the next cohort 
of three to six subjects will be given a higher dose. This dose esca
lation and monitoring for toxicity continues until dose-limiting 
toxicity (DLT) is encountered. At that point, the previous dose 
level administered is called the maximum tolerated dose (MTD) 
and this is the dose that is generally recommended for the next 
phase of testing. The very first time a drug crosses from the lab
oratory or animal testing into the human testing realm, the trial 
is referred to as a "first in human trial" (FIHT}. For many drugs, 
there can be several phase I trials, testing different dosage forms, 
and beginning to generate pharmacokinetic data as well. 

Once a tolerated dose is determined, a phase II trial may pro
ceed. Phase II trials involve subjects with the disease in question, 
as these trials are designed to generate initial data on efficacy and 
continued safety/toxicity data. This phase is also designed to col
lect data on pharmacokinetics, pharmacodynamics, minimum 

Features of Clinical Trials Phase I Phase II Phase Ill Phase IV 

Primary Interest" Toxicity Preliminary efficacy Efficacy and safety Long-term data 
(tolerability) and safety 

Target Populatlon., Healthy volunteers or subjects Subjects with the Subjects with the disease Possibly subjects with 
with the disease in question disease in question in question other diseases 

Study Design• Dose escalation in cohort of Randomized, double- Randomized, double- Various depending on 
patients, generally unblinded, blind, placebo or active blind, placebo or active intent-experimental/ 
often uncontrolled controlled controlled observational designs 

Durationd (subject/overall) About 1 month/less than a year Months/a year or two 1-2 years/several years Variable 

Numben Small Medium Large Varies 
Enrolled• about50 about 100 1 OOs to 1 OOOs 

a. Phase I trials are intended to establish tolerability and focus primarily on toxicity. Al I phases. however, include reporting of toxicity data to build the profile 
of the drug. 
b. Phase I trials usually enroll healthy volunteers, although sometimes patients are enrolled, as in oncology phase I trials. and often in studying new drugs for 
Alzheimer's disease. 
c. A variety of designs can be and often are used. Placebo-controlled trials are considered strongest by Food and Drug Administration (FDA). 
d. Duration rs variable for each phase, but these are averages. 
e. Numbers of enrollees vary fn each phase, but these are typical. Overall, It Is not uncommon for a drug to be approved for marketing after having been stud
ied in fewer than 5,000 subjects. 



effective dose, and dose ranges that might be effective. Phase II 
trials are randomized trials involving fairly small numbers of sub
jects, about 100, and generally are short-term studies with a usual 
duration of months to less than a year. This phase is designed to 
provide preliminary evidence of efficacy and safety before large 
scale trials can be conducted. 

Phase III trials are designed to demonstrate efficacy in a statis
tically powered sample of subjects with the disease in question. 
The goals of phase III trials are to generate efficacy and safety 
data to allow evaluation of the overall risk-to-benefit relationship 
of the drug. Well-done phase III trials that generate statistically 
significant results can be used to secure marketing approval for 
a given indication. Generally, phase III trials are large, enroll
ing hundreds or thousands of subjects, and may be long-term, 
extending for many months or years. The usual trial is set up as a 
randomized controlled trial (RCT) often involving blinding and 
placebo controls. While establishing efficacy is the purpose, mon
itoring for safety/toxicity remains critical and will shape the even
tual approval and labeling of the drug. 

New drug substances for human use are under the regulatory 
oversight of the Food and Drug Administration (FDA), gov
erned by the Investigational New Drug (IND) regulations in the 
Code of Federal Regulations (CFR) at title 21 part 312.3 There 
are also regulations for biological substances at 21 CFR 600.4 

The regulations govern processes for submitting an IND appli
cation, responsibilities of sponsors and investigators, special pro
cesses for drugs intended to treat life-threatening and severely 
debilitating diseases, and expanded access for use of investiga
tional drugs for treatment All emerging information for a partic
ular investigational drug are compiled, beginning with laboratory 

5,000-10,000 
COMPOUNDS 
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and animal data, in an Investigator's Brochure, which serves as 
an encyclopedia for accumulating evidence about the new drug. 
Agents that are tested in humans must be filed under an IND 
application with the FDA, and each protocol that is developed is 
submitted as part of the IND filing. When a sponsor believes data 
are adequate to support approval, all these data are submitted as 
part of a New Drug Application (NDA) for FDA approval. 

Sometimes, as part of the FDA approval process, additional 
data collection is required by the FDA. This generally takes 
place as Phase IV trials or Post-Marketing studies and is often 
intended to generate longer-term safety/toxicity data. Rarely 
occurring adverse effects of a drug may not have been noted dur
ing the earlier phases, but become noticed as a new drug is pre
scribed to millions of patients. Collecting phase IV post-marketing 
safety data may help to establish the toxicity profile of the drug 
in a more robust manner. At times, a phase IV trial may involve 
cost-effectiveness comparisons that will help in therapeutic selec
tion among members of a drug class. 

The RCT is recognized as the gold standard for conducting 
clinical research, as it is the strongest design to allow conclusions 
about causality to be drawn. 5 Randomization works to minimize 
bias in selection of therapeutic arm for a given subject. Strict 
control in the protocol procedures, and the inclusion and exclu
sion of subjects serve to allow deduction about causality of the 
research intervention. The drug development process is a very 
long and costly enterprise (Figure 2-1). According to Kaitin,6 the 
average cost to bring one product to market, including failures, 
is $1.32 billion in 2005 dollars. For an excellent, more in-depth 
overview of the drug development process in the United States, 
consult Moore's review in Southern Medical Journal, 2003.7 

1,000-5,000 ~ 

! 
~ z 

6-7YEARS 0.5-2YEARS INDEFINITE 

FIGURE 2-1: Research and Development Process in Pharmaceutical Industry. (Reprinted with permission 2013 Profile: Blopharmaceutlc.al Research 
Industry, PhRMA; 2013.) 
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In 2018, a federal law, the Trickett Wendler, Frank MongielkJ, 
Jordan McLinn, and Matthew Bellina Right to Try Act of 2017 was 
signed into law.8 It is intended to allow patients to obtain investi
gational medications outside of clinical trials or current expanded 
access programs. The drug must have cleared phase I development 
to be eligible for use under the Right to 11y legislation. It is unclear, 
however, what the impact of this law will be, as manufacturers are 
not compelled to make drugs available via this mechanism. The 
expense of malting the drugs available this way, along with the 
often-limited supply of drug during clinical trials will likely limit 
the widespread use of this mechanism in the near future. 

Data and Safety Monitoring 
It is essential that data generated during the course of a clinical 
trial be monitored closely, especially the data related to adverse 
effects of the drug. Routine monitoring is a requirement as each 
clinical protocol must have a data and safety monitoring plan, 
which stipulates the responsibility for routine review, frequency 
of review, reporting responsibilities, and authority for modifying 
or stopping the study. In many large clinical trials, these respon
sibilities are assumed by a formal Data and Safety Monitoring 
Board (DSMB). The DSMB reviews aggregate data that have 
either been unblinded or are separated by study arm to allow 
ongoing oversight of emerging trends in the data. Silverman' pro
vides an in -depth analysis of the need for ongoing attention to 
ethical issues during the conduct of a clinical trial. 

ETHICAL PRINCIPLES IN HUMAN 
SUBJECTS RESEARCH 

The complex environment of clinical research and clinical drug 
development in particular highly depends on the participation of 
humans in clinical trials. However, a key fundamental concept is 
that participation in research is expected to be voluntary, not forced. 
Over the decades, there have been many examples of research
ers forcing participation or deceiving participants about the true 
nature of the research and the risks entailed therein. During World 
War II, Nazi physicians performed life-threatening experiments 
on unwilling concentration camp detainees. Worldwide outrage 
over these atrocities led to development of the Nuremberg Code10 

which emphasizes that participation in research must be volun
tary and should never cause deliberate harm. In the United States, 
beginning in the 1930s, Public Health Service physicians followed 
the natural history of syphilis over several decades in a cohort of 
African-American men, who subsequently were denied antibiotic 
use once it was shown penicillin could be an effective treatment for 
syphilis. This trial became known as the Tuskegee Syphilis Study. 
National outrage over this reckless behavior by government
funded researchers, once exposed in 1972, led to passage of the 
National Research Act in 1974, which required that institutions 
wishing to engage in federally funded research needed to set up 
an Institutional Review Board (IRB). The Institutional Review 
Board is charged with protecting the rights and welfare of human 
subjects of research, and ensuring that research is conducted in 
accordance with accepted ethical standards. 

The National Research Act also established the National 
Commission for Protection of Human Subjects of Biomedical 

RllPIOllDr • Individual autonomy ] ......... • Right to self-determination 

.......... • Maximize possible benefits 

J • Minimize possible harms 

.......... • Fairness in distribution ] 
• Emphasizes burdens/benefits 

FIGURE 2-2: Ethical Principles in Human Subjects Research. 

and Behavioral Research, which met over several years, and, in 
1979, issued a report entitled "'Ethical Principles and Guidelines 
for the Protection of Human Subjects of Research:' known as the 
Belmont Report.11 The Belmont Report articulates the funda
mental ethical principles that must be the underpinnings of all 
research with human subjects: Respect for Persons, Beneficence, 
and Justice (Figure 2-2). 

Respect for Persons 
This is a concept based on Western philosophy that values indi
vidual autonomy and the individual's right to self-determination. 
As the Belmont Report states, 

Respect for persons incorporates at least two ethical convictions: first, 
that individuals should be treated as autonomous agents, and, second, 
that persons with diminished autonomy are entitled to protection.11 

The principle of respect for persons is demonstrated through 
the informed consent process, which should be an ongoing 
dialogue intended to provide sufficient information so that the 
individual can make his/her own decision about research partici
pation. The process involves conveying information in a language 
that the subject can understand, assessing comprehension of the 
subject, and securing his/her voluntary agreement to participate. 
A written consent form is used to provide information and allow 
subjects to sign their agreement. Consent forms must explain the 
purpose of the study, procedures that will be used, potential risks 
and benefits, economic considerations, the voluntary nature of 
the study and the subject's right to withdraw at any time, and an 
explanation of what will happen and who will pay in case the sub
ject is injured in the study. 

There is a real struggle in clinical research when developing 
consent documents. While their intent is to inform subjects, they 
often are viewed as legal documents that must contain every pro
cedure and every risk ever possibly associated with the investiga
tional agent. As a result, consent forms for investigational drug 
studies have become very long, very technical, and potentially 
overwhelming to research subjects. Ethical concerns involving 
the consent process focus on possibilities that subjects may not 
fully comprehend what is involved in the study or what risks they 
willingly assume by agreeing to participate. 

In addition to those concerns inherent in clinical research with 
autonomous adults, it must be recognized that not every human 
being is capable of self-determination. Persons with diminished 
autonomy require special safeguards to prevent their exploitation 
in research. Such safeguards might involve limiting the degree of 
risk exposure that could be allowed, or providing for a consent 



monitor or advocate who would ensure the individual's welfare is 
protected. An example is the enrollment of adults with decisional 
impairment. In addition to seeking consent from the subject's 
legally authorized representative, limits might be placed on the 
acceptable levels of risk that a protocol may entaii especially if the 
protocol will not be of direct benefit to enrollees. 

Beneficence 
According to Belmont, 

Perwns are treated in an ethical manner not only by respecting their 
decisions and protecting them from harm, but also by making efforts to 
secure their well-being .... In this document, beneficence is understood 
in a stronger sense, as an obligation. Two general rules have been formu
lated as complementary expressions of beneficent actions in this sense: 
1) do not harm and 2) maximize possible benefits and minimize 
possible harms.11 

Application of this ethical principle generally takes place by 
doing a risk-benefit analysis, such that benefits must exceed the 
risks to undertake the research. Of course, such an analysis is 
imperfect, because research by its very nature has unknown risks 
and benefits. Part of the risk-benefit analysis includes deciding 
with imperfect knowledge when it is justifiable to seek certain 
benefits despite the risks involved, versus when the potential ben
efits are so small that the risks outweigh the benefits. It is impor
tant for each protocol that risks and benefits be monitored over 
time via an adequate data and safety monitoring plan. Researchers 
need to plan to detect and manage adverse effects as they occur 
and consider the need to modify or stop the research protocol to 
protect the study subjects. It must be recognized that research by 
its very nature involves risk. and indeed, subjects may be exposed 
to risk and may be harmed. The ethical obligation is to minimize 
probability of harm, while maximizing potential benefits, and to 
never knowingly cause (permanent) injury. Researchers are obli
gated to identify risks and objectively estimate their magnitude 
and likelihood. Both the risks and the benefits should be pre
sented to prospective subjects in the consent form. 

Several important features will influence how a protocol min
imizes the risk: start with a highly competent research team and 
a well-designed study that incorporates procedures that have the 
least likelihood of harm. Build in adequate monitoring so that 
adverse events are quicldy identified, managed, and reported. 
Incorporate provisions to protect privacy and confidentiality. 
Because clinical research, especially phase II and III trials, involves 
patients as research subjects, there are concerns that the research 
subject may suffer from the "therapeutic misconception."12 That 
is, these research subjects may be prone to misunderstand the 
risks and potential benefits associated with research participation 
and may have unreasonable expectations about potential individ
ual benefits. This misunderstanding may lead to discounting of 
risks and overestimating personal benefits, and can be especially 
problematic when the treating physician is the researcher as well 
Strict attention needs to be paid to accurately describing benefit 
only as a potential, not a guarantee. 

Justice 
According to the Belmont Report, there must be a sense of fair
ness in distributing the burdens and benefits of research. The eth
ical principle of justice. 
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... gives rise to moral requirements that there be fair proce
dures and outcomes in the selection of research subjects. 11 

Researchers have an obligation to make certain that no group 
inappropriately bears the burdens of research for the benefit of 
others. In the 1990s, this protectionist perspective underwent a 
paradigm shift when it was recognized that at times, clinical tri
als might be the best possibility of getting access to promising 
new drugs. An example was during the early days of the acquired 
immunodeficiency syndrome (AIDS) epidemic when no drugs 
were yet approved to treat AIDS. Activist groups lobbied to 
expand access to clinical trials, not from a protection perspective, 
but from a perspective of fairness in distribution of potential ben
efits. Thus, justice requires that researchers strive to balance dis
tribution of both the burdens and the benefits of research. 

The Belmont principles remain the essential ethical principles 
in place to guide human research. Their application to individual 
research protocols involves the need to understand the principles 
and deal with some situations in which conflicts arise among or 
between them. This is the ongoing work of the IRB. It is impor
tant to note that one ethical principle does not "trump" the others. 
Weighing and prioritizing conflicting ethical norms is a difficult 
task that must involve discussion, debate, and often struggle. 

REGULATORY FRAMEWORK FOR 
HUMAN SUBJECTS RESEARCH 

In addition to the previously discussed Nuremberg Code and 
Belmont Report, 10.11 a number of other ethical codes exist and 
provide rich resources for researchers. Professional societies 
and special interest groups should be consulted for codes of con
duct specific to specialties. In addition, several worldwide ethical 
guidelines exist, including the Declaration of Helsinki13 and the 
international ethical guidelines for biomedical research issued by 
the Council for International Organizations of Medical Sciences 
(CIOMS).14 

In the United States, the regulations for the protection of 
human subjects in research took shape largely after exposure of 
the problems associated with the Tuskegee Syphilis Study. The 
National Commission for the Protection of Human Subjects of 
Research issued the Belmont Report,11 which provided the eth
ical foundation of human research protection regulations in the 
United States. These principles became codified as law in the CFR 
at title 45 CFR 46.15 This set of regulations, adopted by 15 federal 
agencies, became known as the Common Rule. Notably, FDA 
did not adopt these regulations wholesale, but rather, has sim
ilar regulations regarding informed consent and the IRB struc
ture at 21 CFR 50 and 56, respectively.16

•
17 The Office of Human 

Research Protection (OHRP)18 provides oversight of human 
subjects research for the Department of Health and Human Ser
vices. The mission ofOHRP is to provide leadership in the pro
tection of subjects involved in research by providing guidance 
and educational sessions for the research community. In the 
international setting, drug regulatory bodies have collaborated 
on the International Conference on Harmonisation of Technical 
Requirements for Registration of Pharmaceuticals for Human Use 
(known as ICH).19 This is a collaboration ofEurope, Japan, and the 
United States to achieve harmonization in regulatory approaches 
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to oversight of the drug approval process in an efficient manner. 
While largely focused on drug regulatory standards, ICH also 
incorporates the requirement for ethical review and approval of 
clinical research protocols before beginning the research. 

Human Subject Research and 
Institutional Review Boards 
Human Subjects Research is defined in the Common Rule as 
research on: 

. .. a living individual about whom an investigator (whether professional 
or student) conducting research obtains 
1) data through intervention or interaction with the individuals or 
2) identifiable private information." 

While most researchers who interact or intervene with living 
individuals recognize they are doing human subjects research, 
those who only work with identifiable private information often 
do not and may inadvertently fail to comply with applicable 
human subjects regulations. For example, conducting medical 
record reviews for research purposes and recording identifiable 
private information involve the need for review and approval of 
the research by the IRB. Although not strictly required by the reg
ulations, most IRBs require that researchers submit proposals so 
that the IRB can evaluate whether the proposal involves human 
subject research or not. 

IRBs are charged with protecting the rights and welfare of research 
subjects and ensuring sound ethical research design. By regulation, 
an IRB must be comprised of at least five members, at least one of 
whom is a scientist and one a non-scientist. In addition, there must 
be at least one member who is not otherwise affiliated with the insti
tution. Membership is required to be diverse, including multiple sci
entific disciplines, genders, and races. The diversity of perspectives 
is what makes the IRB review valuable. In many IRBs reviewing bio
medical research, a pharmacist serves as a member who adds value 
because of his/her understanding of good research design and how 
to evaluate risks and benefits of drugs or interventions. 

Researchers must submit information in sufficient detail in the 
IRB application to allow IRB review and approval. Typically for 
clinical trials, this will involve submission of a detailed clinical 
protocol, a consent form, a sponsor's protocol, and an Investiga
tor's Brochure. To approve research, an IRB must make determi
nations that the following criteria are met:15 

• Risks to subjects are minimized 
• Risks to subjects are reasonable in relation to anticipated 

benefits to subjects, if any, and the importance of the knowl
edge that may reasonably be expected to result 

• Selection of subjects is equitable 
• Informed consent will be sought from each prospective subject 

or the subject's legally authorized representative 
• Informed consent will be appropriately documented 
• The research plan makes adequate provision for monitoring 

the data collected to ensure the safety of subjects 
• There are adequate provisions to protect the privacy of subjects 

and to maintain the confidentiality of the data 
• When some or all of the subjects are likely to be vulnerable to 

coercion or undue influence, additional safeguards have been 
included in the study to protect the rights and welfare of these 
subjects. 

In addition to initial review and approval of protocols, IRBs 
are required to provide continuing review at appropriate inter
vals for the degree of risk associated with the protocol, but not 
less than once a year. If approval of a given protocol ends, all 
research activities must cease until re-approval is secured from 
the IRB. Approved research must be conducted according to 
the approved protocol. Any changes to the protocol must be 
reviewed and approved by the IRB prior to implementation, 
except when necessary to eliminate apparent immediate hazards 
to the subject(s) . 

In clinical drug trials, monitoring for, assessing and managing 
adverse events or adverse drug reactions takes a central role. All 
clinical drug trials must be vigilant in soliciting adverse event infor
mation from subjects, and reporting these events to the sponsor, 
who then reports to the FDA. Only a subset of the large constella
tion of adverse events must be reported to the IRB: those involving 
unanticipated problems involving risks to subjects or others. 

There are various types of review that an IRB may use, includ
ing exemption determination, expedited review, or review by full 
board. The Common Rule notes six exemption categories, all 
involving minimal risk, such as surveys/interviews, use of existing 
data, or specimens without identifiers. If the IRB determines the 
project is exempt, it does not undergo full review and may be car
ried out without IRB oversight. For other minimal risk protocols 
that do not meet one of the exemptions, it is possible that the IRB 
may conduct an "expedited" review, meaning it may be reviewed 
by the IRB Chair or designee. Such protocols need to meet the 
full approval criteria as outlined above. For all protocols involving 
greater than minimal risk, review and approval by a full board 
must be secured before starting the research. Byerly2° provides an 
in-depth discussion of the review types and IRB functions to help 
the practicing pharmacist understand these issues. 

The regulations governing human subjects protection 
remained unchanged for decades until the federal government 
issued an Advanced Notice of Proposed Rulemaking (ANPRM) 
in 2011, describing potential changes to the Common Rule. 
Through a series of revisions, a final rule has been issued in 2017, 
but the implementation date has been delayed. The new rule 
attempts to reduce burden in regulatory oversight while main
taining ethical protections. Once effective, some of the processes 
for IRB review are likely to become more streamlined than the 
existing practices. 

Around the turn of 21st century, institutions wishing to 
strengthen protections for research subjects began to form 
Human Research Protection Programs (HRPPs). These programs 
seek to create a culture of respect for, and awareness of, the rights 
and welfare of human research participants at the institution level 
while advancing scientific knowledge and facilitating the highest 
quality research. Such goals transcend traditional personnel and 
departmental jurisdictions, so the program involves integration of 
review and oversight functions from a number of key stakeholder 
groups essential to the research enterprise. In addition to proto
col review and approval by IRBs, the HRPP establishes a formal 
process to monitor, evaluate, and continually improve the protec
tion of human research participants. This involves oversight of 
research protection at the institution, and education of investiga
tors and research staff about their ethical responsibility to protect 
research participants. 



Data Confidentiality 
Since its inception, the Common Rule required that research must 
include adequate provisions to protect the privacy of subjects and 
to maintain the confidentiality of the data (discussed previously). 
Research interactions with human subjects should be conducted 
privately, and the data generated should be held confidentially. 
Due to electronic record keeping, data security measures to ensure 
confidentiality have increased, including use of secure servers and 
encryption software. In addition to the Common Rule require
ments, the standards for protecting patient health information 
are described in the federal law known as the Health Insurance 
Portability and Accountability Act (HIPAA). HIPAA limits how 
health information can be used and disclosed to a set of activities 
that mainly encompass activities related to treatment, payment 
for treatment, and healthcare operations. Use of protected health 
information for research requires that the participant consents to 
its use through a research authorization that spells out the pur
pose of the research and how the data will be secured and shared. 

KEY ETHICAL CHALLENGES IN 
CLINICAL RESEARCH 

Although underlying ethical principles have been elucidated, and 
regulations have been implemented, challenges remain in the con
duct and oversight of clinical research. Some ongoing challenges 
involve when it is appropriate to use a placebo control, how to eth
ically conduct phase I trials, how to avoid or manage investigator 
conflicts of interest ( COI) in clinical research, how to differentiate 
research from quality improvement (QI) activities, how best to 
inform participants when genetic research is done, how to ensure 
appropriate registration of clinical trials, and dealing with myriad 
issues involved in clinical trials conducted in foreign countries. 

Placebo use: While the RCT, which often includes a placebo 
control, is considered the gold standard for clinical research, the 
use of a placebo control is not without ethical controversy. A pla
cebo is generally considered an inactive or inert substance which is 
made to appear identical to the investigational drug being tested. 
According to the FD.Ks Robert Temple, 21 placebo-controlled trials 
generate the strongest efficacy data with fewest numbers of sub
jects. Concerns arise, however, regarding the ethics of enrolling 
subjects with a disease into a placebo (or no real treatment) arm. 
When is this justified? According to the Declaration of Helsinki 13 

" ' the benefits, risks, burdens and effectiveness of a new interven-
tion must be tested against those of the best current proven inter
vention, except in the following circumstances: 

• The use of placebo, or no treatment, is acceptable in studies 
where no current proven intervention exists; or 

• Where for compelling and scientifically sound methodological 
reasons, the use of placebo is necessary to determine the effi
cacy or safety of an intervention and the patients who receive 
placebo or no treatment will not be subject to any risk of seri
ous or irreversible harm. Extreme care must be taken to avoid 
abuse of this option." 

Researchers wishing to use a placebo arm must provide a jus
tification in terms of the above factors for the IRB to consider in 
approval of the study. 
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Phase I trials: Phase I trials themselves may raise ethical con
cerns. If phase I trials are done in healthy volunteers, they cannot 
bring direct benefit to these participants. If phase I trials enroll sub
jects with disease (such as oncology phase I trials), then perhaps 
a direct benefit may result; however, it is recognized that phase I 
trials are not designed to be of direct benefit to the participants, but 
rather, are designed to test safety and establish a possibly tolerable 
dose for future study. So why do people enroll in phase I studies? 

The answer is complex and not well elucidated. Both types 
of subjects may enroll for altruistic reasons, in that they want to 
help others in the future who may suffer from debilitating disease. 
But as an incentive to enroll and assume the risks associated with 
new drug testing, healthy subjects are generally paid rather hand
somely. This raises the concern that some subjects, especially those 
with limited means, may discount the potential risks to reap the 
financial reward. Conversely, patients with the disease being stud
ied usually are not paid, and may be subject to additional co-pays 
or other charges from a clinical trial. Although not much empirical 
data addresses their reasons for participating, Glannon22 examined 
this and found several motivators, such as altruism, wanting to 
fight as long as possible, or "therapeutic optimism" (weighing the 
low potential for benefit against risk when the person is facing near 
certain death) at play in decisions to participate in phase I trials. 

Conflicts of interest: Another critical issue at play in conduct
ing human clinical trials involves the potential for Conflicts of 
interest to affect study results. A COi is a situation in which a 
researcher's financial or other personal considerations may com
promise, or appear to compromise, the investigator's professional 
judgment in conducting or reporting research. Financial interests 
held by those conducting research may compromise or appear 
to compromise the fulfillment of ethical obligations regarding 
the well-being of the research subjects.23 Financial COI, where 
the researcher receives large sums of money from the research 
sponsor, or has equity interest in a sponsor, raises the specter of 
concern about possible undue influence on subjects to participate 
in the research or bias in analysis of the data toward favorable 
results. Either of these behaviors will lead to concern about safety 
of the human subjects or concern regarding validity of the study 
findings. COI are ubiquitous. The challenge is to recognize, iden
tify, and manage them. The IRB will need to understand when 
a researcher's personal financial interests might have the ability 
to distort or affect the safety and rights of the human subjects or 
the integrity of the research, such that disclosure of the COi to 
research subjects, or management of the conflict is necessary. 

Quality improvement (QI): Another area that is often sur
rounded by controversy and confusion involves questions about 
QI projects, especially in clinical settings where patients and their 
therapy may be involved. As QI practices have evolved to become 
more rigorous and controlled, they can begin to look like research 
studies and it becomes difficult to differentiate between the two. 
It is important to differentiate between human subjects research, 
which entails a commitment to the concept of voluntariness in 
participation, and QI, which explicitly is not done on a voluntary 
basis but rather is an operational implementation on the part of 
healthcare organizations.24 Consumers as patients should have 
an expectation that the healthcare organization is committed to 
constantly improving its operations. As such, implementation 
of a QI project is not an optional process, but rather part of the 
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healthcare operations. IRB review requirements are not in place 
for these types of projects, as they are not considered human sub
jects research. 

Genetic research: In the age of genomics, most clinical drug 
research studies include a component that tests samples such as 
blood, saliva, cerebrospinal fluid, or tissues, such as biopsy tissues, 
for a variety of biomarkers or genetic makeup and mutations. 
Often these studies are done on left-over samples, such as samples 
drawn for clinical purposes, or an additional draw is added onto 
that done for clinical reasons. These procedures generally involve 
minimal risk of physical harm. Instead, the primary concern is 
with informational risks, such as discrimination, psychological 
harm, or harm to family relationships if the results of the genetic 
testing became known to outsiders in case of a failure to keep the 
information secure. Another concern involves controversy over 
whether the results of the research testing will be shared back with 
the participants. Because the testing involves research, which does 
not necessarily yield results of known validity, research of this 
type usually does not share results with participants. However, 
as certain genetic mutations are becoming better associated with 
disease prediction, many argue that researchers and, in particu
lar, biobanks must find a mechanism to ethically share clinically 
actionable information with research participants.25 

Public registration of clinical trials: Proponents advocate the 
development of clinical trial registries for a variety of reasons. 
Originally, registries were proposed to let investigators and review
ers know about all trials, whether published or not.26 In 2004, the 
International Conference of Medical Journal Editors (ICMJE) 
made registration of certain trials a condition of publication in 
an effort to encourage publication of both negative and posi
tive trial results. More recently, there is a new FDA Amendment 
Act requirement for public registration of trials prior to subject 
enrollment, as well as a requirement to post results. The overall 
goals are to increase access to trials and create transparency in 
access to results (both positive and negative). ClinicalTrials.gov 
is an example of a registry, although many others exist. While 
the goals of increasing public access to trials and malting results 
available publically may seem on the surface to be good, several 
concerns arise in how these registries perform. In 2012, Dickers in 
and Rennie26 noted that ClinicalTrials.gov is coming up short in 

Review Questions 
1. What are the fundamental ethical principles detailed in the 

Belmont Report, and how are they implemented in clinical 
research? 

2. In what phase of clinical trials does the evaluation of safety 
data take place? 

3. Informed consent is a concept critical to enrollment of human 
subjects in clinical trials. Is there an ideal way to convey 
information? 

4. Placebo controls lead to the best scientific data, but may lead 
to ethical concerns. What are these concerns and how should 
they be handled? 

5. What factors are necessary for an IRB to approve a protocol? 

that most posted trials are not sharing results. But concerns arise 
in simply posting results without commentary, interpretation, or 
context. This remains an area of interest for both researchers and 
the public funding the research. 

Globalization of clinical research: In the 21st century, due to 
a burgeoning global research enterprise, there have been efforts 
to streamline regulatory approval in many countries. Numer
ous ethical concerns come into play, including whether there 
is adequate infrastructure for oversight/monitoring of clinical 
research in foreign countries; whether there are cultural differ
ences that may make acceptance of Western ethical principles 
difficult; and concerns about exploitative "parachute research,"27 

where research is conducted in an ethically suspect manner by 
researchers swooping into an underdeveloped country, yet once 
the research is concluded, the resultant pharmaceutical product 
is marketed in the wealthier nations and never becomes available 
in the locale where it was tested. IRBs are often confronted with 
diverse cultural practices such that it is difficult to decide whose 
ethical principles apply. There is a general recognition of the need 
for local review to evaluate the research project for cultural, politi
cal, and legal issues. There is also increased awareness about some 
sponsors who may use vulnerable foreign populations for risky 
research with little potential for future benefit. 

SUMMARY AND CONCLUSION 

Clinical research in the 21st century holds much promise for the 
alleviation of pain and suffering associated with many diseases. 
Along with such promise comes responsibility to respect the human 
participants in the research and make rigorous efforts to protect 
their rights and well-being. This chapter provided a review of the 
drug approval process in the United States and the regulatory and 
ethical principles that guide research with human subjects. Phar
macists who are involved in the drug prescribing/selection process 
need to understand the clinical drug development process and 
the implications of ethical responsibility in the conduct of clinical 
research. Ethical challenges that confront the practitioner need to 
be considered thoughtfully as research projects are contemplated, 
developed, reviewed, conducted, and published. 

Online Resources 
Office for Human Research Protections: http://www.hhs.gov/ 
ohrp/ 

Food and Drug Administration: http://www.fda.gov/ 

Bioethics Resources on the Web, National Institutes of Health: 
http:/ /bioethics.od.nih.gov/ 

Yale University Human Research Protection Program: 
http://www.yale.edu/hrpp/ 

Collaborative Institutional Training Initiative (CITI): 
https://www.citiprogram.org/ 

Protecting Human Subject Research Participants: 
http://phrp.nihtraining.com/ 
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CHAPTER OBJECTIVES 

.,. Understand research design and methodology 
terminology 

.,. Discuss common research methodologies In cllnlcal 
research 
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INTRODUCTION 

Research design and methodology constitute the critical back
bone for a sound scientific investigation. A good design increases 
the validity of research findings, whereas a flawed design could 
cast doubts on those findings. Well-designed clinical studies pro
vide valuable evidence to assist practitioners in making decisions 
that best suit the needs of the patients. When practicing evidence
based medicine (EBM), clinicians integrate their own clinical 
expertise with the best available clinically relevant research.1 

For a study to be considered as "best available clinically relevant 
research," it should have a sound research design and method
ology. Poorly designed studies have limited scientific value, and 
when incorporated into evidence-based practice, they could be 
wasteful or sometimes harmful to patients. Consequently, an 
understanding of research designs and methodology is essential 
to evaluate and apply research evidence. 

The purpose of this chapter is to introduce key issues related 
to clinical research design and methodology for research imple
mentation and evaluation. This chapter describes the common 
terminology used for clinical research designs and methodolo
gies. It provides a brief description of different clinical research 
designs, using various criteria such as purpose, time orienta
tion, and investigator orientation for classification. It also dis
cusses research methodologies with an overview of primary 
data collection and secondary research methods. Methodolog
ical issues related to measurement such as validity and reliabil
ity are also discussed. This chapter concludes by describing the 
different data collection methods that are commonly used in 
clinical research. 

RESEARCH DESIGN 

Research design refers to the overall plan that allows researchers 
to seek answers to study questions and test study hypotheses.2 

In other words, the research design is the means through which 
a researcher can answer the question under consideration. A 
researcher evaluates the available study designs and selects the 
most appropriate design to answer the research question. The 
decision to use a particular study design hinges on the ability of 
that design to provide valid results. At its core, validity reflects 
the accuracy of study results.3 Validity can be further distin
guished into internal validity and external validity. 2 Internal 
validity reflects the extent to which the clinical outcome of inter
est (dependent variable) in a study is caused by the treatment 
(independent variable). A robust design increases internal valid
ity by controlling the extraneous factors that may influence the 
clinical outcome of interest. Internal validity typically implies the 
degree of confidence a researcher has that the changes observed 
in the dependent variable (clinical outcome) are because of the 
independent variable (treatment). External validity refers to 
the extent to which the results of a study can be generalized to 
other settings. It reflects the degree of confidence a researcher 
has that the results can be replicated in other situations, settings, 
and populations. Both internal and external validity are essential 
parameters that enable researchers to evaluate the usefulness of 
a study design. 

CAUSALITY 

Causation is one of the most commonly used terms in the sci
entific literature. Cause and effect relationship or causality exists 
if there is a causal relationship between the treatment (cause) 
and the clinical outcome (effect). No topic has received more 
attention in epidemiological research than the study of the causal 
relationship between smoking (cause) and lung cancer (effect). 
Given the numerous articles that have been published in scien
tific journals over the past few decades, 4 it is now well known that 
smoking (exposure) can cause lung cancer (disease). However, 
for an exposure (smoking) to be considered as cause for a dis
ease (lung cancer), there needs to be strong evidence. In 1965, Sir 
Austin Bradford Hill listed a set of nine criteria that should be ful
filled for the relationship between two variables to be considered 
as potentially causal.5 As acknowledged by Hill, fulfillment of the 
nine criteria does not automatically imply causation but rather 
assists researchers in making decisions regarding the presence or 
absence of the causal mechanism. The nine criteria proposed by 
Hill are listed in Table 3-1. 

According to Hill, experimentation is the key requirement and 
strongest case for establishing causality. 5 Consequently, research 
designs can be broadly categorized into two types-observational 
and experimental designs. The key element that distinguishes 
these designs is the extent of involvement of the researcher in 
controlling the key independent variable (treatment) by ran
domization. In observational designs, as the name suggests, the 
researcher merely observes the interplay of independent variable 
(drug exposure) with the dependent variable (outcome ofinterest). 
The variations in exposure and outcomes are observed to eval
uate their relationship or association. In experimental designs, 
the researcher controls the independent variable (treatment) that 
is likely to have an impact on the dependent variable (outcome). 
This is achieved in experimental studies through randomization. 
In addition, the other criteria, such as temporality, strength, and 
biological gradient, can easily be achieved in experimental stud
ies to demonstrate causality. Consequently, evidence from ran
domized controlled trials (RCTs) is used by the Food and Drug 
Administration (FDA) to establish the efficacy of a drug. 

RESEARCH DESIGN CLASSIFICATION 

Research designs can be classified using different sets of crite
ria, which include study purpose, time orientation, investigator 
orientation, and experimental setting (Figure 3-1). Although 
these classifications capture different dimensions of research 
approaches, these classifications are interlinked and sometimes 
overlap. As a result, a particular research design may fall under 
more than one category based on the approach incorporated in 
the study designs. 

Purpose 
The purpose of the study could be either descriptive or analyti
cal. A researcher may decide on a particular design to describe 
a phenomenon (descriptive) or provide causal interpretation 
of an existing phenomenon (analytical). Descriptive studies, 
as the name implies, describe or summarize information about 
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TABLE 3-1 • Criterion for Causation Proposed by Sir Austin Bradford Hill (1965)4 

Criterion Description 

Temporality For causation, it is essential for the cause to occur before the effect. This is a strong criterion to judge the presence 
or absence of causality. The fulfillment of this criterion is essential for a relationship to be termed causal. For exam
ple, an individual should be treated with medication before the occurrence of clinical outcome. 

Strength This criterion contends that the plausibility of causation increases with the strength of relationship between two 
variables. For example, ifthe clinical outcome is significantly better among individuals treated with medication as 
compared to those not treated (controls), a causal relationship between treatment and outcome is likely. 

Biological Gradiant Presence of a dose-response curve is an indicator of causation, wherein a linear relationship is observed between 
treatment and clinical outcome. Based on this criterion, causation is a plausible explanation for association between 
treatment and outcome if there is improvement in outcome with an increase in the dose of treatment. 

Consistency This criterion determines whether the relationship between cause (independent variable) and effect (dependent 
variable) is observed consistently across different settings (population, ti me, place). If the relationship between 
treatment and clinical outcome is observed across different populations, time periods, and places, then causation 
becomes a likely explanation. 

Specificity This criterion assumes a single cause for an effect or one-to-one relationship between cause and effect. The associa
tion between treatment and clinical outcome can be explained by causation if there is only one cause for the effect. 

Plausibility For a cause to lead to an outcome, there should be a biologic possibility for the relationship between the cause and 
the effect. In clinical research, pharmacology and disease pathology are often used to provide a biological rationale 
for the relationship. 

Coherence This criterion implies that the relationship between the cause and effect should be consistent with the existing 
knowledge. There should not be a conflict between the causal interpretation ofthe relationship and the knowledge 
concerning the natural history and biology ofthe disease. 

Analogy This criterion implies that similar commonly accepted phenomenon may show causation. For example, it can be 
causal if the effect on medication on adverse outcome is similar to the effects seen in preclinical testing. 

Experiment The strongest case for causal mechanism is made when the researcher controls the changes in the causes (treat
ment) leading to changes in effect (clinical outcome). For example, causation becomes a highly plausible explana
tion when a randomly assigned treatment results in changes in clinical outcome. 

the diseases, events, or characteristics of study subjects without 
making any causal inferences. Descriptive studies incorporate 
five important elements pertaining a new disease or event-who, 
what, why, when, and where.6 "Who" refers to the demographic 
characteristics, such as age and gender of the study population. 
"What" details the case definition of the disease based on specific 
inclusion and exclusion criteria. With respect to the third element, 
·whY, descriptive studies provide clues about the possible causal 
mechanism, which can be further studied using more advanced 
analytical designs. "When" pertains to the time period related to 
the occurrence of the disease. The last element "where" relates to 

the place of occurrence of the disease. Knowing the location could 
provide important clues to help ascertain the causation. Grimes 
and Schulz (2002)6 added a sixth element "so what" to descrip
tive studies. This element relates to the role played by descriptive 
studies in improving public health and providing information 
that is important in gaining insights into the disease. For exam
ple, a descriptive study published in 1981 reported the occur
rence of Pneumocystis pneumonia among males with homosexual 
lifestyle.7 This study was the first reported documentation of 
the occurrence of a disease that is now recognized as acquired 
immunodeficiency syndrome (AIDS), and it laid the foundation 

Research 
Design 

I I I 

Study Time Investigator Clinical 
Purpose Orientation Orientation Setting 

I I I I 
I I I I I I I I 

lnterventional Quasi- Randomized 
De~tive Analytical Prospective Retrospective 

Randomized experimental Controlled Observational 
Trials 

FIGURE 3-1: Research Design Classification. 
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for studying the cause associated with this illness. Analytical 
studies are aimed at understanding the relationship and/or causal 
mechanism that may exist between two or more variables.8 Con
sequently, they involve experimental or observational designs to 
incorporate the nine criteria proposed by Hill. These designs are 
often complex and resource intensive. Unlike descriptive studies, 
which are used to generate data for hypothesis, analytical studies 
are used for testing a hypothesis. The usefulness of these studies 
lies in their ability to test the relationship and causal pathways. 

Time Orientation 
Based on time orientation, research designs may be classified as 
prospective or retrospective. Prospective studies are those where 
the researcher collects the data after the study onset by follow
ing individuals over a period of time. The main strength of this 
design is to determine and define the research variables and pro
spectively collect relevant data to achieve the objectives. The main 
limitation of prospective design is that they are resource (time 
and cost) intensive. All experimental designs and some obser
vational designs are prospective designs. Retrospective studies 
involve evaluation of data for past events or existing data such as 
medical records to achieve the research objective. In retrospective 
research, the event of interest has already occurred, and research
ers go backward in time to determine the relationship between 
cause and effect. The main advantage of retrospective designs is 
that they are minimally resource intensive as they only involve 
analysis of existing data or past events. However, retrospective 
designs have some limitations. The researcher cannot control past 
events or data collection methods. Consequently, they have to rely 
on existing data or previous events without any say on what vari
ables are needed and how they are defined and collected. 

Investigator Orientation 
Another classification criterion for research designs is based on 
the role played by the investigator in relation to control of the 
independent variables of interest. Based on investigator orienta
tion, research designs may be classified as intervention studies. 
Intervention studies are those where the researcher controls the 
treatment; this involves defining the treatment and provision of 
treatment randomly or non-randomly. If the intervention involves 
randomization, it is considered as an experimental study like in 
RCTs. If there is no randomization in the provision of treatment, 
it is called quasi-experimental as it looks like experimental with
out randomization. The landmark study in pharmacy practice, 
Ashville project, which assessed long-term clinical and economic 
outcomes following the initiation of community-based pharma
ceutical care services among patients with diabetes was a quasi
experimental study.9 Quasi-experimental studies are analytically 
similar to observational studies as the impact of nonrandomized 
intervention is observed. 

CLINICAL RESEARCH DESIGNS 

There are several research designs that are available to researchers 
to select based on the research objective and other practical con
siderations. Each of these designs has certain strengths and weak
nesses. The choice of the research design and complexities of these 

designs often vary with the topic of research. Basic researchers 
often rely on experimental designs to test their research hypoth
eses. In clinical research, both experimental and observational 
designs are used to achieve research objectives. Although there 
are numerous study designs, the most commonly used exper
imental design is the RCT. The commonly used observational 
designs in clinical research include cohort, case-control, cross
sectional, case series, and case reports. Each of these designs is 
briefly explained below. 

Randomized Controlled Trials 

The RCT is an experiment that involves randomization of inter
vention(s) to two or more groups. The RCT is considered to be 
the gold standard in evaluating the safety and efficacy of an inter
vention.10 There are two essential elements of RCTs.11 The first 
element involves the randomization of study participants to inter
ventional and control groups. The former represents the group 
in which participants are provided an intervention (also called 
"experimental" or "treatment" group), while those in the later are 
provided conventional or no intervention (also called "control" 
group). Randomization is critical to the strength of RCTs, and 
the primary reason that contributes to RCTs being the strongest 
research design. Because of randomization, all observed as well as 
unobserved baseline characteristics are distributed evenly among 
the experimental and control groups, which thereby alleviates the 
systematic differences among participants in influencing study 
results. Thus, randomization increases internal validity of RCTs.10 

As a result, any difference observed in clinical outcomes between 
the two groups could be causally attributed to study intervention. 
The second essential element of RCTs is that they are always pro
spective; patients in the study groups are followed after the inter
vention to evaluate changes in the clinical outcome. Together, 
the two elements increase the confidence among researchers in 
making causal inferences. The elements of RCTs that increase the 
internal validity of study results also contribute toward restrict
ing their external validity (generalizability). Since RCTs are con
ducted in tightly controlled clinical settings, the results may not 
be generalizable to routine (real-world) settings. 

Observational Designs 

In observational studies, as the name suggests, a researcher 
observes the relationship between the study variables, mainly 
independent (intervention or exposure) and dependent (outcome 
or disease), in a natural setting. Unlike experimental studies, there 
is no randomization of participants into experimental and control 
groups. Consequently, the independent variable is an exposure of 
interest like medication use or an intervention. The key element 
in observational studies is nonrandomization of the independent 
variable of interest. In observational studies, investigators collect 
data regarding exposure and outcomes using primary data tech
niques like interviews and surveys or use data collected previously 
for other purposes (secondary data) like medical charts.1z.13 Com
mon observational studies include: case reports, case series, cross
sectional studies, case-control studies, and cohort studies. 

A case report involves a study of a single case of a new disease 
or manifestation, while a case series involves a study of multi
ple similar cases. Because of their simple descriptive nature, case 
reports (or series) are widely considered to be at the bottom of 



research hierarchy and EBM. However, they serve a useful pur
pose by bringing attention to unusual clinical situations that 
otherwise may have been missed. Case reports provide clinical 
insights into rare events and adverse or beneficial drug effects. 
The information provided by case reports is instrumental in the 
development of new subject areas, and it enables the generation of 
a hypothesis, which can then be tested using more rigorous pro
spective designs.14 Case reports are credited with the discovery of 
AIDS and identification of the relationship between thalidomide 
and birth defects.15- 17 

Cross-sectional studies are those wherein the exposure and 
outcome of interest are measured at the same point in time and 
are used to ascertain the relationship between the variables of 
interest. Cross-sectional studies provide a snapshot of the pres
ence of outcome and/or exposure status in the population.18 These 
studies are often used to determine prevalence, that is, the propor
tion of individuals with a disease or outcome of interest at a given 
point in time.19 As a result, they are also referred to as prevalence 
studies. For example, a cross-sectional design is likely to be used 
by a researcher who aims to assess the prevalence of rheumatoid 
arthritis among recipients of a state Medicaid program. The main 
limitation of cross-sectional studies is that they cannot be used to 
infer causation, since both exposure and outcome are measured at 
the same time point. The inability to capture temporal precedence 
(exposure preceding outcome) renders cross-sectional designs 
inappropriate to study causality. 

Case-control studies involve comparison of exposure status 
among individuals with the disease or outcome of interest (cases) 
and those without the disease or outcome (controls). Cases and 
controls are both identified from the same source population, 
with the only difference being that the former experienced the 
outcome of interest while the latter did not. Thus, the two groups 
are defined by the presence or absence of outcome. Cases and 
controls should ideally be identical in all aspects except for the 
occurrence of outcome, so much so that if controls were to have 
the outcome, they could be classified as cases. The investigator 
determines the exposure history for both cases and controls going 
back in time (retrospectively). The likelihood ratios (rates of 
exposure) are statistically compared in cases and controls to eval
uate the relationship between exposure and outcome. Case-con
trol studies are the design of choice to study a rare outcome and in 
situations where there is a long latency period between exposure 
and the occurrence of outcome. However, bias can creep in case
control studies if there are methodological flaws in identification 
of the control group or determination of the exposure status. 

Cohort studies are observational studies wherein two groups, 
the exposed and the unexposed, are followed (prospectively or 
retrospectively) over a period of time until the development of 
outcome of interest. At baseline, none of the individuals in the 
two groups have the outcome. The two groups are defined based 
on the exposure status (exposed versus unexposed) and observed 
for a given time period going forward. The frequency of occur
rence of outcome among the exposed group is compared to the 
unexposed group. Cohort studies determine the incidence of 
the outcome among exposed and unexposed groups, and there
fore provide a measure of relative risk. Since exposure precedes 
outcomes, cohort studies are considered to be the most power
ful observational design to study causation. It should be noted 
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though that unlike RCTs, there is no randomization involved, and 
classification of individuals into exposed and unexposed groups 
is based on patient/provider choice. Consequently, the two groups 
can have different characteristics due to selection bias. 

Cohort studies can be divided into two types: prospective 
and retrospective. In both prospective and retrospective cohort 
studies, exposure classification (exposed and unexposed) pre
cedes ascertainment of outcome. In prospective cohort study, 
the exposed and unexposed groups are classified at baseline and 
these groups are then followed in future to determine the occur
rence of outcome of interest in the two groups. In retrospective 
cohort study, a researcher uses previously collected (historical) 
data to identify exposure status and occurrence of outcome in the 
study group. The main strength of cohort studies is their ability to 
ascertain temporality when examining the relationship between 
exposure and outcome. 

RESEARCH METHODOLOGIES 

Research methodology focuses on data collection and measure
ment techniques. Data collection is a critical step in the research 
process as the collected data are analyzed to accept or reject the 
research hypothesis. Research data can be quantitative or quali
tative. Quantitative data involve numerical or countable infor
mation to study research phenomenon whereas qualitative data 
involve words or textual information. Quantitative data are based 
on the philosophy of positivism which states that all information 
derived from sensory experience should be empirical evidence. 
Qualitative data are based on the philosophy of constructivism 
which states that the phenomenon of interest is socially con
structed and therefore subject to multiple realities or interpreta
tions. Mixed methods involve use of qualitative and quantitative 
data in the same study to achieve the research objectives. 

Quantitative Approaches 
Quantitative data collection techniques can be broadly classified 
into primary and secondary methods. Primary methods collect 
data specifically for the research question under consideration. 
Techniques such as surveys and observations are considered as 
primary data collection methods. Secondary methods for data 
collection involve the use of data that were collected for a differ
ent purpose such as medical charts and medical claims. Although 
these data systems capture valuable information regarding med
ical and reimbursement purposes, secondary sources do not 
collect data specifically for research purposes. Researchers often 
use the available data from these sources to investigate a research 
problem. 

The choice of a particular data collection method is guided 
by several factors including the research question, population of 
interest, availability and feasibility of method, and cost. 20 Primary 
and secondary data collection methods have their own strengths 
and weaknesses.21 Primary methods enable researchers to collect 
data that fit the needs of the study and can be tailored in accor
dance with the research design. However, primary data collection 
can be resource intensive, and may require considerable cost and 
time. Since secondary method employs the use of data that are 
already available, they are easier to conduct and are less costly. 
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The limitation of secondary data is that they may not include 
certain variables needed for the purposes of the study. Also, sec
ondary data may be difficult to interpret as they may lack com
plete information, definition, or documentation of variables. For 
example, prescription records captured in Medicaid claims data 
may lack all details of medication regimen such as frequency of 
dosing. The decision to use a particular data collection technique 
is also guided by reliability and validity of collected data. These 
factors refer to the consistency and accuracy of results (discussed 
below). 

Reliability and Validity 

The most important consideration that a researcher has to make is 
whether the measurement approach is reliable and valid irrespec
tive of the approach taken for data collection. Reliability refers to 
the consistency and reproducibility of results. 2.20 Results obtained 
from a measurement instrument should be consistent when mea
sured repeatedly over different time periods. A commonly used 
metric of reliability is the test-retest reliability. It refers to the 
extent to which answers to the same instrument correlate when 
measured in the same sample over different time periods. For 
example, an electronic blood pressure monitor should give con
sistent blood pressure readings for the same patient over a short 
time period. The blood pressure measurement should consistently 
provide the same value for a patient at two different time periods 
(say Tl and T2) that are minutes apart barring any external factor 
that causes substantial changes in the disease state. 

Another parameter to adjudicate reliability is through the 
assessment of inter-rater reliability, which refers to the extent 
to which results are consistent when the same measurement 
instrument is used by multiple investigators (reproducibility). For 
example, the electronic blood pressure monitor will be considered 
reliable if it shows similar readings for the same patient when used 
within few minutes by two different pharmacists. The internal 
consistency method is often used to assess the reliability of sur
vey instruments like Medical Outcomes Short-Form 12 (SF-12). 
It involves calculating correlation coefficients of survey items or 
questions from the scale. A good correlation (>0.80) between the 
survey questions provides evidence of reliability. Other reliability 
evaluation methods can also be used based on the measurement 
purpose.2,20 

Validity refers to the extent to which an instrument mea
sures what it is intended to measure. Validity reflects whether 
the measurement is accurate or not. For example, it pertains to 
the extent to which a survey instrument like SF-12 purporting to 
measure quality of life actually does so. Commonly used forms of 
validity assessments are: face validity, content validity, criterion 
validity, and construct validity. In face validity, the appearance 
(or face) of the instrument is used to evaluate its validity. It is the 
first step in evaluation and the most basic of the validity assess
ments. A researcher can consider a generic quality of life survey 
instrument to be valid if it appears to contain questions related to 
quality of life. The content validity assesses if the measurement 
contains required domains or areas to accurately measure a con
cept. In content validity, the researcher evaluates if the survey 
instrument contains questions in specific areas, such as physical 
functioning, general health, and mental health, for it to be con
sidered valid. 

Construct validity refers to the extent to which an instrument 
measures the underlying construct that it purports to measure. 
The construct validity of an instrument can be further classi
fied into criterion validity, convergent validity, and discriminant 
validity. Criterion validity refers to the ability of an instrument 
to correlate well with a criterion or standard. A newly developed 
general quality of life instrument should correlate well with a 
standard quality of life instrument like SF-12 to be considered 
as valid. Convergent validity reflects the extent to which simi
lar constructs correlate. Constructs that are similar in nature are 
expected to have high correlation. For example, a new quality 
of life instrument should correlate well with other measures of 
health like the Quality of Well-Being Scale. Discriminant validity 
reflects the extent to which an instrument purporting to measure 
a construct is able to differentiate it from a theoretically unrelated 
construct. For example, a new quality of life instrument should 
not correlate highly with intelligence quotient (IQ) of patients as 
they are theoretically unrelated constructs; a low correlation is 
expected between the two constructs. Other evaluation methods 
for validity can also be used based on the research purpose.2.20 

Quantitative Methods Classification 

Research data can be collected using various techniques, which, 
as described earlier, can be categorized into primary and second
ary methods (Figure 3-2). The common primary methods of data 
collection include self-reports, observation, and biological mea
surement. These three approaches differ by the level of participa
tion by patients (subject of investigation) and researchers in terms 
of gathering information. The level of participation of subjects is 
the highest under self-report collection techniques and the lowest 
under observation techniques. The secondary data involve use of 
data collected for other purposes. The secondary data collected 
can contain self-reports, observations, and biological measures. 
In clinical research, the most often used secondary data sources 
include medical charts (data collected by clinicians for patient 
care), medical claims (data collected by insurance for payment/ 
reimbursement), national surveys (data collected by governmen
tal agencies for policy), and research data (data collected by other 
researchers for different research purpose). A brief description of 
the three primary data collection techniques is provided below. 

.,....., Bec:mmr 
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FIGURE 3-2: Data Methods Classification and Sources for Clinical 
Research. 



Self-reports. Self-reports involve data collection by direct ques
tioning of patients. Using self-reports, data concerning patients' 
thoughts and perceptions, attitudes, and behaviors can be col
lected. There are two types of self-report data collection strategies: 
surveys and interviews. 

Surveys A survey instrument includes a set of questions aimed 
at collecting data relevant to the purpose of the study. Questions 
included in the survey instrument could be either open-ended or 
close-ended. 2.22.2' Open-ended questions provide the flexibility to 
the patients (participants) to write responses in their own words. 
They lack answer choices that patients (participants) could select 
An example of open-ended question is: "What side effects of the 
medication are you experiencing?" Open-ended questions are 
intended to elicit thoughtful responses from the patients in their 
own words. These questions enable researchers to gather in-depth 
information on patient experiences and opinions. The disadvan
tage of open-ended questions is that they can be challenging and 
time consuming for patients to answer as they require patients 
to contemplate and provide a coherent response. Some patients 
may feel apprehensive of sharing their experiences and feelings 
in detail. The multitude of responses written could create coding 
challenges for the researcher. The open-ended format also makes 
these questions unsuitable for statistical analysis. Close-ended 
questions present respondents with a specific set of response 
choices from which they have to choose an answer. An example 
of close-ended question is: "Did you experience any side effects 
from the medication? [ ] Yes or [ ] No." Since these questions 
provide patients with options, they are easy and take less time to 
answer. These questions are also easy for the researchers to code 
and use in the statistical analysis of the data collected. The disad
vantage of these questions is that they limit the option choices. 
As a result, potentially useful information may be missed if the 
response options do not capture the gamut of possible answers. 
Most of the research survey instruments involve close-ended 
questions for ease of coding and analysis. 

A survey can be administered through different modes includ
ing mail, Internet, telephone, or face-to-face interview (discussed 
under Interviews). Mail surveys involve mailing of question
naire along with a cover letter and postage paid return envelope 
to selected participants.22 Researchers typically select a sample 
from the list of populations of interest for time and cost consid
erations. The United States Census Bureau mostly relies on mail 
surveys to collect national level census data. To conduct online 
or internet surveys, researchers typically use web-based survey 
solution systems such as SurveyMonkey (www.surveymonkey 
.com) and Qualtrics (www.qualtrics.com). These systems pro
vide researchers with considerable flexibility in survey design and 
deployment. Most course evaluations in colleges are conducted 
using the Internet platform. Surveys conducted through tele
phones solely depend on verbal communication. The process of 
telephonic surveys has been made more efficient with the advent 
of computer-assisted telephonic interviewing (CATI). It is an 
interactive system that assists interviewers in asking questions to 
participants. Data are entered and stored simultaneously on the 
computer as the interview progresses. The State and Local Area 
Integrated Telephone Surveys (SLAITS) like National Immuni
zation Survey (NIS) that collect valuable immunization data are 
telephone-based surveys. 

Chapter 3 / Research Design and Methods 29 

Interviews Interviews provide an opportunity to researchers to 
ask questions and listen to participant responses. Face-to-face 
interviews can be structured, semi-structured, or unstructured.24 

Structured (or standardized) interviews are those wherein the 
same set of questions are presented to all the participants.25 The 
set of questions and the sequence in which the questions are pre
sented to the participants remains consistent in structured inter
views.u Questions in structured interviews often have precoded 
response categories. The disadvantage of structured interviews is 
that they do not provide researchers with the opportunity to pro be 
the participants on their responses. Semi-structured interviews 
include both structured and unstructured questions; they often 
include follow-up and/or clarifying questions.24 Unstructured 
interviews are nonstandardized and flexible, wherein the ques
tion and answer categories are not predetermined.25 As a result, 
the depth and breadth of information collected from one inter
view to another tends to vary. The main advantage of unstructured 
interviews is that they help researchers in generating detailed data 
and provide in-depth information on a phenomenon. The dis
advantage of unstructured interviews is that they could be time 
consuming. These interviews require highly skilled and trained 
interviewers who are able to control the direction of conversation. 
Most of the research interviews are structured for ease of coding 
and analysis. The National Center for Health Statistics (NCHS) 
annually conducts the National Health Interview Survey (NHIS) 
to collect valuable healthcare data for national healthcare policy 
purposes. 

Observation. Another mode of data collection commonly used 
in clinical research is through observation of the participant's 
behavior. Researchers use observational techniques to gather data 
on participant activities, characteristics, communication, interac
tion, and time taken to complete a given task. 2.27 Using observa
tional technique, the phenomenon of interest is watched, listened, 
and recorded by the researcher.24 Observation can be of two 
types: obtrusive and unobtrusive. In obtrusive observation, the 
participant is aware that he/she is being observed. The obtrusive 
observation method works well in situations where the researcher 
wants to gain insights into the participant thought process dur
ing the performance of an activity. The disadvantage of obtrusive 
observation is that the participant may alter normal behavior in 
the presence of the observer to appear socially desirable. 

In unobtrusive observation, the participant is unaware of 
the observer who may be either hidden or under disguise. Par
ticipants are less likely to alter their behaviors or activities when 
they are unaware that they are being observed. For example, 
unobtrusive observation may work well if a researcher wants to 
determine whether pharmacists counsel patients when filling pre
scription medications. In such a scenario, a researcher may put on 
a disguise as a pharmacy customer and observe the pharmacist
patient interaction from a distance. Both obtrusive and unobtru
sive observation techniques have certain disadvantages,28 which 
may limit their usefulness to only specific research settings. These 
techniques require highly skilled and trained observers. 

Biological Measures. Biological assessments are made using 
biophysical, biochemical, and microbiological methods. Such clin
ical or laboratory tests require specialized instruments or devices 
such as electrocardiograms, glucometers, and microscopes. 



30 Principles of Research Design and Drug Literature Evaluation 

Biological assessments require skilled and knowledgeable tech
nicians and allied healthcare professionals. These clinical tests 
are often conducted in laboratory settings or other specialized 
departments. Some consider these clinical tests as unbiased scien
tific assessments as observations are made using clinical practice 
standards and guidelines. In recent years, there has been increas
ing development and marketing of devices for biological assess
ment that require minimal expertise. Some of these devices can 
be used even by patients, such as glucometers and various test 
kits. Biological measures are objective markers of a disease state 
or patient's health, and thus play a critical role in clinical research. 
The clinical tests are often validated before they are used in clini
cal practice. However, the reliability should be ascertained before 
they can be used for research or practice. 

Biophysical assessments measure physical characteristics such 
as bone density, blood pressure, and forced expiratory volume. 
Examples of biophysical devices include x-ray, sphygmomanom
eter, electrocardiographs, ultrasound, and magnetic resonance 
imaging. Biochemical methods measure chemical constituents 
in bodily fluids such as blood or urine. Blood glucose, urine cre
atinine, and serum drug levels are examples of biochemical mea
sures. These clinical tests require chemical analysis or assays using 
instruments, such as spectroscopes and chromatography systems. 
Microbiological methods evaluate microorganisms such as bac
teria or virus in bodily fluids, such as blood or urine. These tests 
are based on the growth of bacterial cultures with evaluations 
involving microscopic examinations. In general, reliability and 
validity of biophysical, biochemical, and microbiological methods 
do not pose a problem in clinical research as these methods are 
based on standard and established laboratory practices. 

Qualitative Approaches 
The information obtained from qualitative research helps in 
understanding why certain events occur and the consequences 
of the events from the perspective of the participants involved.29 

Qualitative research originated in the social sciences disciplines 
and was not initially recognized by the medical community as 
a scientific method due to its anecdotal nature, lack of scientific 
rigor, and inability to provide generalizable fmdings.3

()...
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ever, in recent years, with the growing emphasis toward a more 
patient-centric approach in healthcare, qualitative research is 
gaining immense importance due to the rich qualitative data 
about patient experiences and perspectives. Qualitative research 
can be particularly helpful in exploring areas of research where 
there is limited literature/evidence, probing views/perceptions, 
expectations and experiences of individuals on certain issues, and 
delving deeper to understand the reason behind certain decisions/ 
behaviors in individuals.30 As healthcare systems are becoming 
increasingly complex, researchers are keen to understand the 
dynamic interplay of patient care with social, environmental, cul
tural, and economic elements from patient, and provider perspec
tives using various qualitative approaches. 

Methods in Qualitative Research 

Data for qualitative research are often derived from interviews, 
focus groups, observations, speeches, written notes, and other 
audio/visual content.32 Qualitative interviews and focus groups 
are the most commonly used data collection techniques in 

qualitative research. 33 Interviews of individual study participants 
form the preferred mode of data collection when there is already 
some preliminary understanding of the research topic, or when 
detailed insights are required from individual study participants, 
or when there is a need to explore sensitive topics where partic
ipants may not feel comfortable to open up in a group forum. 34 

Focus groups consist of group discussions on a particular topic 
where the discussion is guided, monitored, and recorded by the 
researcher, also referred to as the moderator or facilitator.35 While 
qualitative interviews are conducted to explore the attitudes, 
views, and beliefs of individual participants, focus groups employ 
group dynamics to generate rich qualitative data. The composi
tion of focus groups is therefore crucial to achieve the best qual
ity of discussion.34 The decision to whether pursue interviews or 
focus groups is often guided by the research question. 

Design and Approaches in Qualitative Research 

The three approaches that are commonly used in qualitative 
research are grounded theory, ethnography, and phenomenology.33 

Each approach provides the framework that in tum informs 
the research question, the method of data collection, and data 
analysis. Grounded theory aims to build a theory about social 
processes from real-world observations that are grounded in 
the study data. In ethnography, the researcher aims to gain an 
in-depth understanding of the culture and process of a partic
ular context by immersing themselves in the participants' envi
ronment for extended periods of time. In phenomenology, the 
researcher aims to better understand/describe a particular event, 
activity, or phenomenon. 

In qualitative research, where researchers intend to explore a 
relatively novel area, it is important to identify those participants 
who can best inform the researchers what they want to know. 
Therefore, unlike quantitative research sampling, qualitative 
research employs nonprobability-based sampling techniques to 
select participants with the set of characteristics that are relevant 
to the study. Some of the most common types of sampling used 
by qualitative researchers include purposive sampling, quota sam
pling, convenience sampling, snowball sampling, and theoretical 
sampling.35 Purposive sampling, also referred to as judgmental 
or selective or subjective sampling. allows researchers to select 
participants based on the research question. Purposive sampling 
aims to focus on the specific characteristics of a population that 
are of interest to the researcher. In quota sampling, representa
tive individuals are selected from mutually exclusive subgroups in 
such a way that the final assembled sample has the same propor
tions of individuals as the entire population with respect to one 
or more characteristics, traits, or phenomena of interest. Conve
nience sampling, as the name suggests, involves selecting study 
participants based on the researcher's convenience in recruiting 
them. In snowball sampling, also known as chain or referral 
sampling, existing study participants nominate, refer, or recruit 
future participants in the study from among their acquaintances, 
thereby making the sample grow in size like a rolling snowball. 
Snowball sampling is usually used to identify participant samples 
which are difficult to access for the researcher (such as sex work
ers, shoplifters, illicit drug users). Theoretical or theory-based 
sampling is an iterative process where participants are sampled in 
order to develop an emerging theory or concept. 36 This approach 



is mainly used when the researcher is interested to develop an 
in-depth understanding of the underlying theory or concept 
derived from real life events, and therefore forms an integral part 
of the grounded theory approach in qualitative research. 

Analysis 

Qualitative data analysis can be defined as the set of processes and 
procedures that are used to provide some level or explanation, 
understanding, or interpretation to the data originating from 
qualitative research. Qualitative data analysis typically goes hand 
in hand with the data collection. The key steps that are involved 
while analyzing qualitative data are37

-
38 

1. Getting familiar with the collected data to determine which 
pieces of data have value based on to a particular question or 
topic, time period, or event; 

2. Focusing the analysis on the answers by examining the data 
as it pertains to a particular case, an individual, or a particular 
group; 

3. Categorizing the data and creating a framework by identifying 
themes or patterns, and coming up with a coding plan to pro
vide a framework guided by the research question; 

4. Identifying patterns, making connections and explanations 
from the data; 

5. Interpreting the data and explaining the research findings. 

Mixed Methods Research 
Mixed methods research entails collecting and analyzing qual
itative as well as quantitative data in the same study, and there
fore combines the strengths of both approaches.39 Meaningful 
combination of the two approaches in a study enables researchers 
to address research questions in totality and "produce a whole 
through integration that is greater than the sum of the individual 
qualitative and quantitative parts."40 Basic mixed methods designs 
comprise the following three types: exploratory sequential, explan
atory sequential, and convergent design. In exploratory sequen
tial design, the study starts with a qualitative data collection and 
analysis phase, which informs the subsequent quantitative phase. 
The explanatory sequential design involves an initial quantitative 
phase of data collection and analysis, followed by the qualitative 

Review Questions 
I. What are the nine criteria of causation that were proposed by 

Sir Austin Bradford Hill (1965}? 

2. What is the difference between prospective and retrospective 
study designs? 

3. Explain case-control and cohort study designs. How do the 
two designs differ? 

4. Define validity and reliability using examples. 

5. What are the different modes of survey administration? 

6. List some biological measures and the methods used to collect 
the data. 

7. What are the various approaches to conduct qualitative research? 
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phase. In convergent design, the qualitative and quantitative data 
collection and analysis phases occur at similar time points, which 
lead to the integration analysis phase. Although integration forms 
the foundation of mixed methods research and its use has been 
strongly advocated by methodologists, there is currently a lack 
of understanding on how integration can be best implemented 
by researchers to address complex research problems. Interested 
readers can refer to the works by Fetters and colleagues41 to gain 
a preliminary understanding of how to accomplish integration 
in mixed methods research through various steps such as study 
methodology, design, reporting, and interpretation. 

SUMMARY AND CONCLUSION 

Research design and methodology represent the plan and means 
through which a researcher intends to collect data to address the 
research question. The choice of the study design and methodol
ogy are guided by several factors including the research area, avail
ability and feasibility, and investigator expertise. Research designs 
can be classified based on different parameters including purpose 
of the study, time and investigator orientation, and experimental 
setting. The most common research design classification is the 
experimental and observational design. In experimental design, 
a researcher randomly allocates study participants into treatment 
and control groups, whereas in observational designs, relation
ships are observed in natural setting without any randomization. 
Research methodology provides the means through which data 
are collected qualitatively, quantitatively, or both. Quantitative 
data may be collected through primary or secondary techniques. 
When choosing quantitative methods, researchers need to con
sider implications in the context of reliability and validity. Qualita
tive approaches involve considerations in terms of data collection 
methods, sampling, and design and analytical approach. Mixed 
methods research entails collecting and analyzing qualitative as 
well as quantitative data in the same study, thereby combining the 
strengths of both approaches. A thorough understanding of the 
techniques of research design and methodology is important not 
only for researchers but also for clinicians to evaluate the validity 
of research findings. 

Online Resources 

eSource: Introductory Social and Behavioral Science 
Training Material: https:/ /obssr.od.nih.gov/training/ 
online-training-resources/ esource/ 

Introduction to Methods for Health Service Research and 
Evaluation: http://ocw.jhsph.edu/index.cfm/go/viewCourse/ 
course/HS RE/ coursePage/index/ 

American Pharmacists Association. Conducting 
Research Projects: https://www.pharmacist.com/ 
conducting-research-projects 

Best Practices for Mixed Methods Research in the 
Health Sciences: https:/ /obssr.od.nih.gov/training/ 
online-training-resources/mixed-methods-research/ 
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CHAPTER OBJECTIVES 

.,. Describe the characteristics of randomlzed-controlled 
trials 

.,. Briefly explain key analytical aspects of randomized
controlled trlals 

.,. Discuss validity Issues assoclated with randomlzed
controlled trials 

.,. Discuss the strengths and weaknesses of randomized
controlled trlals 

.,. Descrlbe common randomized-controlled deslgns 
(parallel, crossover, adaptive) 

KEY TERMINOLOGY 

Absolute risk difference External validity 
Active control Factorial randomized trials 
Adaptive designs Hawthorne effect 
Allocation concealment Historical control 
Ascertainment bias History bias 
Attrition bias lndusion criteria 
Bias Instrumentation bias 
Blind Ing Intent-to-treat analysis 
Block randomization Interim analysis 
carTyOver effect lntemal validity 
Clinical research protocol Investigator bias 
Cluster randomization design Maturation bias 
Crossover deslgn Non Inferiority trlal 
Data and Safety Monitoring Board Number needed to harm 
Detection bias Number needed to treat 
Double-blind trial Open label 
Drug effectiveness Parallel study design 
Drug efficacy Per-protocol analysis 
Effect size Placebo 
Exduslon criteria Power 

Primary outcome 
Randomization 
Regression to the mean 
Relative risk 
Relative risk difference 
Risk difference 
Sample size 
Selection bias 
Simple randomlzatlon 
Single blind trial 
Stratified randomization 
Study sample 
Subgroup analysls 
Surrogate endpoints 
Target population 
Testing 
To the mean 
Validity 
Washout period 
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INTRODUCTION 

Randomized-controlled trials (RCTs) are widely regarded as the 
strongest type of primary study design to support evidence-based 
medicine and practices related to the beneficial and detrimen
tal effects of novel drug therapies. 1-3 The goal of these trials is to 
measure a primary outcome in a highly selected group of indi
viduals, or study participants, that are given an equal chance of 
being assigned to receive one or more clinical interventions. In 
medicine, interventions may include drug therapies, prevention 
strategies, or medical procedures, and may occur in a variety of 
settings in which healthcare is provided, including academic set
tings. Most RCTs are designed to determine the effect of a specific 
intervention on health-related outcomes, including disease pre
vention and progression. 

The RCT is the most common type of trial that is used to 
determine the efficacy of an experimental intervention compared 
to a standard therapy or placebo. A key requirement by the Food 
and Drug Administration (FDA) in the clinical drug development 
cycle is the RCT as part of a new drug application (NDA).4 They 
are often referred to as Phase III studies or "pivotal trials," since 
they are used to establish the relative efficacy and safety of an 
investigational drug compared to a control group. Adherence to 
very strict selection criteria, proper trial design, and minimization 
of bias are all critically important to establish the relative efficacy 
and safety of a drug. This chapter will review the most common 
characteristics of RCTs, including common variations on study 
design, sampling strategies, biases, and errors. This chapter will 
also address different ways to analyze the study data, including 
intention to treat and subgroup analysis. 

MAXIMIZING VALIDITY AND MINIMIZING BIAS 

Few, if any, clinical studies, including RCTs, are designed per
fectly, despite having a highly qualified and dedicated research 
team assigned to conduct them. Therefore, a study must be 
designed and implemented very carefully to ensure that the 
results obtained are valid and that the appropriate conclusions 
are inferred. The validity of a study refers to the degree to which 
the findings represent the truth.3.s Rather than simply asking how 
valid the results of a study are, the focus is often on how biased are 
the results. Bias refers to systematic errors that can occur during 
the implementation of a study. In other words, what factors are 
present that pull the results away from the true value, leading to 
incorrect findings.6 It is important to realize that there are many 
factors that can introduce bias into a study. This type of consistent 
deviation from the true scenario can have disastrous effects on 
trial outcomes, leading to underestimation or overestimation of 
the true effects of the treatment. 

In reality, the true outcome of any medical intervention will 
never be known. Through employment of the experimental 
method, researchers try their best to measure the outcomes of 
a treatment and control bias in the study to yield a valid set of 
results from the study. However, it is never fully possible to know 
whether or not the results of a particular study are biased because 
the true results are unknown. Therefore, the design and imple
mentation are critical to minimize biases in RCTs. 

There are two areas of validity that are important with regards 
to clinical trials: internal and external validity.3 Internal valid
ity focuses on the degree to which the study outcomes can be 
explained by the differences in the assigned intervention. This 
is determined by how well the study is designed and conducted. 
External validity focuses on the degree to which the study out
comes can be generalized to a larger population from which the 
study sample was drawn. Ideally, a study should be both internally 
and externally valid5

•
7 Unfortunately, attempts to make a study 

more internally valid often occur at the expense of the external 
validity and vice versa. Given that studies need to be well con
ducted to obtain FDA approval and influence policy and practice, 
significantly more focus is placed on planning and implementa
tion of the RCT to ensure internal validity over external validity. 

Internal Validity 
Evaluating the internal validity is focused on how well the study 
was designed, prior to implementation, and conducted, includ
ing patient recruitment, data collection, and data analysis. 3.s.6 The 
best clinical trials are designed to have strong internal validity, 
in an effort to maximize the signal-to-noise detection, meaning 
determining the true effect from effects that have been influenced 
by outside factors. One way to strengthen internal validity in a 
study is to include a control group, or a group of individuals that 
are studied under the same experimental conditions as the treat
ment group. To maximize the positive influence of the control 
group, study participants should be randomized to receive inter
ventions so that the observed changes in the outcome (e.g., blood 
pressure) can most likely be explained by the new intervention. 
Some of the most important factors that may threaten the internal 
validity of a study include biases due to: selection, history, matu
ration, attrition, testing, instrumentation, regression to the mean, 
investigator, and detection or surveillance. Each of these biases is 
described below. 

Selection Bias 
Selection bias refers to the preferential enrollment of specific 
patients into one treatment group over another.8 Selection bias 
often leads to differences in patients' baseline characteristics (such 
as disease severity and demographics), which are likely to impact 
the validity of the study. These baseline differences can be the rea
son why there are differences in the study outcomes between the 
groups, thus making researchers think there is a real difference 
when there is not.2.3.6 The issue of selection bias is most problem
atic in retrospective trials or in observational designs because of 
the inability to control known and unknown baseline characteris
tics that influence the outcome. 

During the recruitment and enrollment phases of the trial, 
selection bias may be introduced during patient allocation if the 
patients do not have equal probabilities to be allocated to the treat
ment or the control arms. If patients with more disease severities 
or clinical complexities are allocated to the control group, then 
the treatment arm may appear to be less effective, and vice-versa. 
The most effective way to reduce selection bias is randomization, 
where each subject has an equal and known chance to be enrolled 
in any study group. This is often accomplished using a computer 
algorithm to generate random numbers that are allocated to each 
subject. In addition to randomizing patients, it is important to 



keep the randomization allocations concealed so that those 
responsible for enrolling patients into the study are unaware of 
which group the patients will be placed into. 3.6.s This helps ensure 
that randomization remains intact and that patients who are eligi
ble for the study are actually enrolled. 

Hawthorne and Placebo Effect 

During controlled trials, it is also possible that subjects become 
more compliant to prescribed regimens or study-related proce
dures as a result of longitudinal learning that takes place during 
the trial. This is typically referred to as the "Hawthorne effect," 
where study subjects modify their behavior because of the fact 
that they are being studied or observed. In clinical research, sub
jects that are singled out for participation in clinical trials often 
have better outcomes than those in routine practice.3•

9 The pla
cebo effect can lead to favorable response to treatment, even 
though it is inert, simply because patients believe it should work.3 

The best way to minimize these are to use a control group and 
blind participants to the treatment allocation. 

History Bias 

Another factor that can alter the outcome of a study is related to 
external events that occur during the course of the study; this is 
referred to as history.10 Here, changes in the study outcome may 
be attributed to these external events (such as death of a family 
member or loss of a job) that occurred between study entry and 
evaluation time points. Thus, it may not be possible to distinguish 
whether or not the observed changes in outcome (blood pressure) 
were due to the intervention (medication) or the external events. 
Such external influences in the study can be minimized by the 
inclusion of a control group in a prospective clinical trial design. 

Maturation Bias 

Another way that study validity can be compromised is related to 
normal changes in study participants over time, often referred to 
as maturation.10 If there are changes that occur over the course of 
the study timeline, these must be accounted for at the outset of the 
study. Some examples of longitudinal maturation would include 
increase in disease severity or complexity in hypertensive patients 
during a study or worsening cognition over time in populations 
such as the elderly or those with dementia. The effect of matura
tion is best addressed by the use of a randomized-control group, 
where similar changes are occurring over time in both the treat
ment and control groups. 

Attrition Bias 

Attrition bias (or loss to follow-up) refers to differential dropout 
of patients from the treatment and/or control groups, or when a 
significant portion of the study population drops out, especially if 
it occurs more as the study progresses. 3,Jo This may occur due to 
death of participants (when death is not the outcome being mea
sured), adverse events, or lack of efficacy. This attrition poses a 
particular problem if it occurs to a greater extent in one group 
compared to another (e.g., more dropouts in the treatment group 
due to adverse events than in the control group), if it occurs in a 
nonrandom fashion (e.g., more patients drop out toward than end 
of the study than in the beginning), or when there is a very large 
overall dropout rate in the study. The attrition rates have to be 
monitored and controlled by design (i.e., enrolling more patients 
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than the minimum needed to see a true treatment effect) or statis
tical analyses (i.e., data imputation for missing patient data, dis
cussed later on in this chapter) when they are a potential threat to 
the internal validity of a study. 

Testing Bias 

Studies that require participants to take tests or participate in their 
own assessment repeatedly over time are susceptible to problems 
with internal validity due to potential improvements that can 
occur simply by repeated testing. For example, patients can have 
improvements in IQ scores with repeated testing, because they are 
able to learn how to take the test better.10 Such testing effect due 
to physiological or biological reasons can be "reactive" or "unre
active." A reactive effect of testing refers to situations where taking 
the "test" or assessment can influence subsequent tests and the 
outcome of the study. Studies that require self-monitoring, such 
as blood pressure measurements or tobacco use over time, are 
often considered highly reactive since the participant may alter 
their behaviors because of monitoring. Testing is a significant 
issue in psychological measurements and the testing effects are 
minimal in most biophysical measures. These types of threats to 
internal validity can be minimized by having consistent assess
ment methods by unbiased investigators or research team mem
bers, or by using a control group that is similarly influenced by 
reactive testing. 

Instrumentation Bias 

Many types of studies are conducted over long periods of time 
and require the use of instruments to measure outcomes in the 
study participants over time. It is therefore possible that the 
changes in the instrumentation can influence the outcomes 
rather than a true effect of the intervention being studied.10 This 
is referred to as instrumentation bias and may include changes 
in the sensitivity of the instrument, improvements in technology, 
and changes in the measurement techniques over time. There are 
significant concerns in studies involving survey instruments to 
evaluate symptoms or disease severity for psychiatric diseases, 
such as depression. Consistent measurement processes in the 
study groups is a critical component of determining the efficacy 
of the study interventions. 

Regression to the Mean 

The phenomenon of regression (or reversion) to the mean refers 
to cases where initial measurements of a variable are extremdy 
different, either higher or lower, from the population mean, but 
then subsequent measurements are closer to the average.10 Such 
highly extreme values can often be attributed to a rare series of 
events that are unstable. Thus, subsequent measurements in that 
individual will be closer to the mean of the population of measure
ments, irrespective of the effects of the intervention. Sometimes 
this regression to the mean has been attributed to physiological 
processes. Avoiding extreme groups and using control groups can 
minimize this internal validity problem. 

Investigator Bias 

Investigator bias refers to errors in study design, implementa
tion, or analysis by the investigator. The research team is responsi
ble for assessing and recording the outcomes of patients in a trial. 
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These same investigators may also be aware of which patients are 
allocated to treatment and control groups. This can lead to them 
knowingly or unknowingly probing patients differently in the 
intervention and control groups and/or recording the outcomes 
for patients being treated with the intervention in a more favor
able way than for patients in the control group.3

"' 

If the study has already been completed, then the investiga
tor may also be susceptible to ascertainment bias, where those 
responsible for analyzing or evaluating the study data are aware 
of which participants received the active intervention versus 
placebo. In this case, the effects of the new drug can be exagger
ated if the investigators choose only those time points where the 
measured outcomes show the most benefit for the new drug, and 
ignore the data showing less impact of the new drug on the dis
ease being treated. This type of bias can be minimized by keeping 
those involved in data analysis and those involved in assessing 
the patients during the study unaware of the treatment allocation 
(blinding),3- 5 

Detection or Surveillance Bias 

Detection bias refers to systematic differences between groups in 
how outcomes are determined.3 It can occur when the investiga
tor is aware of the study treatment allocation while making an 
assessment of the outcome in a given patient. Here, an objective 
assessment of the outcome cannot be made and systematic bias 
can lead to overestimation of the true effect of the intervention. 
This type of bias can be minimized by the use of blinding the data 
collectors to the treatment allocation, which can include using 
blinded nonstudy personnel to assess patient outcomes. 

External Validity 
Issues with external validity, or the ability to extrapolate the infor
mation from the study population to the general population, 
arise when the patients in the study are not fully representative 
of the general population that would use the intervention.3-

5 For 
example, if a study is conducted in a small and selected group 
of patients with hypertension who were not previously treated 
with medications, can the findings from this study be applied to 
all individuals with hypertension? The most common threats to 
external validity occur in the areas of subject selection, treatment 
of patients within the study, study location or setting, and histori
cal factors.6 Each of these factors is explained below. 

Subject Selection 

This threat occurs if the effects of treatment on selected sub
jects differ from that of others within the general population.3- 5 

For example, this can occur if the study is conducted in military 
veterans who are mostly males and older adults. Clinicians often 
ask the following question while reading the results of a study: 
"How can I apply the results to my patients' care?" The basis for 
this question is whether or not the subjects selected in the clinical 
trial, and the results obtained in that trial, can be generalizable to 
other patients in different geographic regions or those with differ
ing demographic backgrounds. Two areas that will help clinicians 
assess this are to evaluate the inclusion/exclusion criteria (see 
further for a more detailed description of the inclusion/exclusion 
criteria) and the baseline characteristics of the patient population. 
The closer a patient's characteristics are to the patients that were 

in the study; the more likely the intervention is going to work sim
ilarly in that patient. Issues in determining this can arise when 
the reporting of the baseline characteristics are minimal or miss
ing. It is important to note that interventions can still be given to 
patients that look very different from the study patients. It may be 
just that the intervention will not work as well or it may not be as 
safe as it was in the study. 

Treatment of Patients within the Study 

How individuals are treated within the study can have a significant 
impact on how generalizable the study findings are. If patients are 
given pretests or measured with instruments/evaluation tools that 
are designed for clinical research or only available in certain set
tings, then it is hard to know how effective the treatments will 
be when those conditions are not met in real-world settings. For 
example, when a pretest is utilized, it is possible that the treat
ment will only work in those individuals that took the pretest. 
The process of pretesting may therefore sensitize the subjects to 
the treatment, and without the pretest it would be less effective or 
ineffective. This will make the findings not generalizable to those 
who were not pretested. This issue is more of a concern in studies 
evaluating psychological measures than studies examining bio
physical measures. 

Study Location or Setting 

Some clinical trials are conducted in highly specialized academic 
or research settings, thus making it hard for the results of these 
studies to be extrapolated to real-world practice settings. For 
example, a study on a new alcohol addiction treatment requires 
patients to remain in the hospital for the entire study when the 
patients would normally be treated in the outpatient setting. 

Historical Factors 

It is possible that the results of a study conducted in the past may 
not apply today or in the future. The reason for this is that there 
are many factors that change in healthcare systems as time pro
gresses, including access to care, standards of practice, and socio
economic issues. 

Multiple Treatments 

The complexity of the treatment regimens or multiple treatments, 
either as part of the standard of care or the intervention, can have 
a high impact on the results obtained. The study findings can 
be generalized to those with multiple treatments. Diseases often 
have multiple treatment approaches, where the doses and timing 
of a medication may be important determinants of the outcome. 
In such complex treatment designs, containing a number of ele
ments, or where the study outcomes depend on factors that are 
outside the control of the researchers, the external validity can be 
challenged. 

RANDOMIZATION 

Randomization is the process of assigning patients to a treat
ment or control group by chance alone, and is highly effective in 
reducing biases and confounding in a study.1- 3.s.6.9.u The process 
of randomization can occur in several ways. Below are the most 
common ways that randomization occurs in clinical trials. 



Simple Randomization 
Simple randomization involves the use of a random number 
generator to allocate participants to study groups.12 This is equiv
alent to flipping a coin in a case of two treatment groups, where 
heads receives Treatment A and tails receives Treatment B. This 
is the simplest form of randomization, but it is also susceptible to 
flaws. For example, this approach can lead to unequal numbers 
of subjects assigned to two groups in studies with a small sample 
size. Having unequal numbers in each group can influence the 
distribution of baseline characteristics across the two groups. 

Block Randomization 
To ensure that treatment groups have an equal number of patients, 
block randomization is utilized. 6•12 With this type of randomiza
tion, the total number of subjects to be enrolled in the study is 
divided into a series of "'blocks:' Blocks should be a multiple of 
the number of groups and kept on the smaller side to help ensure 
this equal placement into the treatments. For example, blocks of 
4, 6, or 8 may be used for studies with two groups and blocks of 
6 or 9 may be used for studies with three groups. Once all blocks 
are assigned, the study will have equal numbers of subjects in each 
treatment group. Blocks are also needed in situations where the 
study design calls for a ratio different than an equal number of 
patients in each treatment (e.g., treatment: control ratio in a 2:1 
or 3:1 fashion). 

Stratified Randomization 
Stratified randomization is the process of ensuring certain base
line characteristics are equal between the groups of a study.6•

11
•
12 

For example, if Treatment group A has more patients over the age 
of 60 than Treatment group B, the difference seen between the 
groups could be due to the difference in age rather than a true dif
ference between Treatments A and B. To achieve balance within 
each group, patients are divided into different strata, in this case, 
one stratum for age above 60 and one for age below 60. The 
patients within each stratum are then randomized using blocks 
to ensure there are equal numbers of patients in each group below 
and above the age of 60. This is why it is important that base
line measurements be taken before randomization, especially in 
smaller trials so that stratified randomization can occur. In very 
large randomized trials, stratification is not usually required 
because the risk of imbalanced groups is less likely. 

Group or Cluster Randomization 
In a cluster randomization design, a specific group of subjects 
are selected for randomization such as those enrolled in a clinic 
or hospital. These groups are then randomly selected to a specific 
sequence of treatments or study procedures. All members of the 
cluster would receive the same treatment sequence. 

ALLOCATION CONCEALMENT 

Allocation concealment occurs when those enrolling patients 
into the study are prevented from knowing which group the 
patients are allocated the study.3•13 It is important to conceal 
the allocations prior to enrolling patients to help prevent selec
tion bias. When the concerned personnel enrolling patients 
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already know which group the patient will be placed in, they 
tend to not enroll patients who are otherwise eligible to partic
ipate based on the inclusion and exclusion criteria. For exam
ple, a physician is enrolling patients into a study and believes 
the current patient will benefit from receiving the intervention. 
The physician finds out before entering the patient into the 
study that the patient will be getting placebo. The physician then 
decides not to enroll the patient in the study and makes sure that 
the patient receives treatment. Given that this patient should have 
been enrolled, the physician is cherry picking who is going to be 
in the study, thereby introducing selection bias. 

There are two main ways that allocations can be appropri
ately concealed.13 They can be created and managed by someone 
at a central location, which includes hiring a company to man
age the allocations. The person enrolling the patient then calls 
and once the patient is enrolled, the allocation is provided. The 
other method is to use sequentially numbered, opaque envelops 
where the person enrolling would write the name of the patient 
on the envelope before opening it. Both methods can be done in a 
blinded manner to minimize bias. 

BLINDING 

Blinding or masking is a process by which those involved in the 
trial are unaware of what treatment the patients are receiving. This 
includes patients, investigators (including data analyzers), and the 
providers of care/data collectors (if different from the investiga
tors). Blinding is used to help prevent biases due to investigator, 
Hawthorne, placebo, and detection. Blinding is different from 
allocation concealment in that allocation concealment occurs prior 
to the patients being enrolled in the study and stops once they are 
enrolled. Blinding starts as soon as the patients are enrolled in the 
study. It is important to note that improper allocation concealment 
can affect blinding, depending on who is entering the patients into 
the study. There are a number of ways that blinding can be imple
mented in a clinical trial.sA11 

Open Label 
The least objective type of design is the open label study. In an 
open label study, all individuals in the study are aware of what 
treatment the patients are receiving. This type of design should be 
avoided in studies that involve subjective assessments or outcome 
measurements comparing different treatments due to the poten
tial for patient reporting and investigator bias. The open label 
design is usually restricted to early pharmacokinetic studies, or 
Phase I trials, where objective information about drug exposure 
(such as absorption, distribution, metabolism, and excretion) and 
safety about the investigational agent is learned during the course 
of the study. 

Single Blind 
In a single-blind trial, only one set of individuals is unaware 
of what the patients are receiving. For example, the patients are 
blinded to the treatment allocation, whereas the investigators and 
providers of care are aware of the intervention. There are some 
instances where it is not possible to blind the patients nor the pro
viders of care. At a minimum, those analyzing the data should be 
blinded, if at all possible. 
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Double Blind 
In a double-blind trial, two sets of individuals are unaware of 
what the patients are receiving. Generally, this refers to the 
patients and the providers of care/data collectors. 

Triple Blind 
The most objective type of trial design is the triple-blinded study. 
A triple-blinded design is an extension of the double-blind study 
where all sets of individuals involved in the study are unaware of 
what the patients were receiving. An advantage of the triple-blind 
study is that all individuals involved in the implementation, eval
uation, design, and monitoring are able to objectively review the 
study results. 

Double Dummy 
The double-dummy design is when more than one placebo is 
used to help the treatments look the same in all the groups.4 This 
is important when there are differences in dosing and administra
tion. For example, the intervention is oral and the comparator is 
given via an IV infusion. The patients receiving the oral therapy 
will have a placebo IV infusion and those in the IV group will 
receive an oral placebo. This can also be utilized in instances where 
there are different dosing schedules or in trials where they are 
comparing combination therapy and the individual components. 
In this latter case, there can be four groups: placebo, Treatment A, 
Treatment B, and Treatments A and B. The double-dummy blind
ing will be as follows: Group 1 receives placebo A and placebo B; 
Group 2 receives Treatment A and placebo B; Group 3 receives 
Treatment B and placebo A; and Group 4 receives Treatment A 
and Treatment B. 

SAMPLE SIZE 

The number of participants to be enrolled in each treatment 
group in a study, or sample size, must be determined before the 
study is conducted. The sample size is estimated using a series of 
mathematical equations based on several statistical assumptions 
and the difference that can be expected between the groups.14 The 
goal is to determine the appropriate number of subjects that are 
needed to test the primary study hypothesis. The specific calcu
lations of sample size are addressed in more detail in Chapter 13: 
Sample Size and Power Analysis of this book. Some important 
considerations for estimating sample size are briefly described 
below. 

Effect Size 
The effect size is a statistical estimation of the magnitude of effect 
due to treatment or the association between two or more vari
ables that is likely to occur. It can be thought of as the degree of 
difference between treatment groups that is clinically important; 
for example, a blood pressure difference of 10 mm Hg. The effect 
size is usually estimated at the beginning of the study, and the 
sample size is calculated taking the effect size into consideration. 

Power 
Power measures the capacity to detect a difference in the study 
groups if a true difference exists. 3-

5 The number of participants 

(sample size) in a clinical trial has a significant impact on the 
ability to detect differences between groups, where a large study 
infers greater power to detect the true impact of the new drug 
or intervention than a small study. Studies with smaller numbers 
of subjects often suffer from low power, making it more likely to 
fail to find differences that truly exist (false negative). Studies are 
typically designed to have 80% power to detect the difference in 
treatments equal to the "effect size" as discussed above. Often the 
power is set at 80% and used, along with the effect size, to deter
mine the sample size needed. Researchers often enroll additional 
patients in the study to account for attrition that is likely to occur. 

RESEARCH PROTOCOL 

A clinical research protocol is the standardized document 
that provides instructions to the investigators on all aspects of 
carrying out the study (Table 4-1). The protocol gives specific 
details on the scientific rationale, the study objectives, hypothe
sis to be tested in the study, inclusion and exclusion criteria, the 
study design and methods, statistical information, monitoring of 
adverse events, and regulatory oversight. The protocol is designed 
so that all investigators can understand and implement the study 
in the same manner at a single site or multiple study sites. For 
investigational drugs, the FDA must review and approve all clin
ical protocols before administering the investigational agent to 
humans. As mandated by federal regulations, all protocols involv
ing human subjects must also be approved by an institutional 
review board (IRB).1s 

TABLE 4-1 • Essential Elements of a Research Protocol 

1. Introduction 
a. Background/rationale 

2. Clinical Study Objectives 
a. Primary and secondary objectives 

3. Study Design 
a. Study schematic 
b. Allocation to treatment 
c. Decision mechanism for breaking blinding 

4. Subject Selection 
a. Subject inclusion and exclusion criteria 

5. Study Drugs 
a. Study drug compliance/adherence 
b. Withdrawal of subjects due to noncompliance 
c. Study drug supplies 

i. Formulation and packaging 
ii. Preparing and dispensing 
iii. Drug administration 

d. Storage and accountability 
e. Concomitant medications 

6. Research Study Procedures 
7. Safety and Effectiveness Assessments 
8. Adverse Event Reporting 
9. Recording/Reporting Requirements 

1 O. Statistical Methods/Data Analysis 
11. Quality Control and Quality Assurance 
12. Data Handling and Record Keeping 
13. Institutional Review Board Documentation 
14. Study Discontinuation Criteria 
15. References 



SELECTING THE PARTICIPANTS 

Target Population 
The target population is defined as the group of people with 
desired clinical and demographic characteristics that will ulti
mately benefit from generalization of the study findings. For 
example, adults over 18 years of age with hypertension would be a 
target population for a study to evaluate the effectiveness of a new 
antihypertensive drug. 

Study Sample 
The study sample refers to a more specific subset of the target 
population that participates in a study. For example, a group of 
older adults over 60 years of age receiving care from the Univer
sity of Maryland Hypertension Clinic in Baltimore, MD, would be 
a study sample from the target population above. 

Inclusion/Exclusion Criteria 
To control the clinical and demographic characteristics in a study 
sample, a set of inclusion/exclusion criteria is applied during 
study enrollment. Here, inclusion criteria relate to the specific 
characteristics that the investigator is most interested in study
ing. For example, a study may include patients with hypertension 
(BP > 130/80 mm Hg}, over the age of 60 years, and receiving an 
ACE inhibitor for at least 2 months to evaluate the efficacy of a 
new antihypertensive intervention. .Exclusion criteria relate to 
factors that would confound or impair the ability to interpret the 
study results or eliminate patients that should not be receiving 
the intervention or an active control. For example, patients with 
severe kidney disease might be excluded from a study to evaluate 
the efficacy of a new antihypertensive agent, where drug safety 
may be an issue. Studies with fewer exclusion criteria are more 
likely to be generalizable than those with an extensive list of exclu
sion criteria. 

Recruitment 
The plan for study recruitment is an important part of the clinical 
protocol. The size and quality of the study sample for randomiza
tion depends on the success of the recruitment plan. The details 
of the recruitment strategy should be clearly described so that all 
personnel are able to consistently carry out the recruitment plan. 
The recruitment strategy is also a requirement for IRB approval, 
and is based on ethical principles.16 The approach for recruiting 
potential subjects for a given clinical trial depends entirely on the 
inclusion and exclusion criteria in the protocol. For example, a 
randomized-clinical trial to evaluate a new hypertension drug 
may recruit patients from an ambulatory clinic that includes a 
target population of patients being treated for hypertension. 

Patients may also take an active role in seeking out clinical 
trials by searching the internet For example, the largest data
base of ongoing clinical trials in need of volunteers is located at 
·clinicalTrials.gov;'° which is published by the National Institutes 
of Health (NIH). Subjects are often recruited to participate in 
clinical trials by posting of advertisements or using other media 
outlets linked to medical research centers, ambulatory care clinics, 
and other hospital settings. All information and research-related 
data obtained by the research team about potential subjects dur
ing the recruiting process must remain confidential in order to 
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minimize the risk of revealing sensitive health information to 
those not approved to handle this data. Additional places to find 
information about patient recruitment into clinical trials can be 
found in the Online Resources section. 

SELECTION OF CONTROL GROUP 

Control groups in a study need to be carefully selected. There are 
a variety of different controls that can be utilized in a clinical trial. 
The three most common types of control are listed below. 

Placebo Concurrent Control 
One of the most challenging aspects of designing an RCT is the 
selection of a control intervention.• In cases where there is no 
known effective therapy, an identical-appearing placebo is the 
most appropriate control to utilize. A placebo consists of an inert 
substance (such as lactose powder), that is identical in appearance 
(shape, form, taste, color, etc.) to the active treatment Use of a 
placebo is preferred to the absence of giving a dose, because it 
reduces the risk of bias and un-blinding. 

Active Controls 
In cases where there is a known or accepted standard of care or 
treatment, then participants are randomized to either the inter
vention or an active control group that is consistent with rec
ommended therapy.4 The use of active controls often occurs in 
disease states where it is not ethical or possible to administer an 
inert placebo to these patients that require treatment The active 
control should be the standard of care, when available. It is impor
tant that the active control is of equivalent dosing so that a true 
treatment effect can be assessed. If an inferior dosing is chosen, 
then the intervention may appear to be better than it truly is. 

Historical {External) Controls 
In some cases, a group of participants receiving the interven
tion may be compared to an external group of patients that were 
observed at a different time (historical control) or in a different 
treatment setting.4 For example, a group of patients receiving the 
intervention (new antihypertensive combination) in an ambula
tory clinic that is not related to the study site may be selected as 
an external control group. An advantage of this type of trial is 
that all participants in the study receive the intervention. Such 
studies involving external controls generally require larger num
bers of subjects than placebo-controlled trials. A disadvantage of 
externally controlled studies is that participants and investigators 
are unblinded, and the results are susceptible to a variety of biases 
as described above. Generally, historical controls are not well 
accepted in the scientific community due to significant internal 
validity concerns. 

STUDY DESIGN DESCRIPTION 

Parallel 
In a parallel study design, each subject is only randomized to 
either to a treatment group or a control group (Figure 4-1).4 All 
members of the group receive the treatment/placebo over the 
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FIGURE 4-1: Parallel Randomized-Clinical Trial. 

duration of the study. This is the most common design that is 
used for Phase III comparative trials, where patients with a given 
disease are randomized to receive either the experimental drug 
or the control (placebo or active control), and followed over a 
specified period of time. Advantages of a parallel study include 
strength of the design and shorter time needed to conduct the 
trial. However, this type of design usually requires a larger sample 
size when compared to crossover designs. 

Crossover 
In a crossover design, each subject receives all of the interven
tions based on a specified sequence of events (Figure 4-2).2.4 For 
example, if two interventions are to be studied, subjects will be 
randomized to receive the treatment first and then the control 
after a given washout period or vice versa. Crossover designs 
should be reserved for diseases that are stable and consistent over 
time. They can help avoid some issues with baseline differences 
between groups since the patients serve as their own control. 
Problems with crossover studies are finding the proper length for 
the washout period, which can increase the length of the study 
compared to parallel studies, and the risk oflarger dropout rates. 

Carryover and Washout 

Crossover studies are susceptible to problems related to carry
over effect and washout period. Carryover effect refers to out
comes that remain or persist after the first treatment phase {such 
as Treatment A) is completed.4 These effects can carry over into 
Treatment B, which alters the baseline and subsequently alters the 
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true treatment effect of Treatment B. The second problem relates 
to washout period, which is the time needed for the outcomes 
of Treatment A to dissipate prior to beginning Treatment B. This 
is particularly problematic for studies involving drugs with slow 
elimination or long half-lives, where washout periods are typically 
extended over weeks or months. 

Factorial Design 
Factorial randomized trials are designed to evaluate multiple 
interventions in a single experiment.2 Factors to be studied can 
include multiple dose levels and multiple drug regimens. For 
example, in the simplest 2 x 2 factorial design, patients would be 
assigned to one of the two dose levels {e.g., 100 mg or 200 mg} and 
one of the two drug choices (Drug A or Drug B). 

Adaptive Design 
Adaptive design refers to the process of assigning patients to a 
treatment group based on previous success of the treatment as the 
trial progresses.11- 19 At predetermined time points in the study, the 
collected data are analyzed and the study protocol can be adapted 
based on the results. These changes to the protocol can include 
changes to medication doses, study hypotheses, sample sizes, 
adding/dropping/changing treatments, randomization, switching 
treatments, and differences in biomarkers. Adaptive designs have 
been around for decades, as far back as the late 1970s, but have 
been increasing in number over the past decade. The methods of 
adaptive randomization are not yet widely accepted in the scien
tific community and their value has yet to be determined. 
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FIGURE 4-2: Crossover Randomized-Clinical Trial. 



Non inferiority Trials 
The most common type of RCT is a superiority trial, which aims 
to determine whether or not one treatment is better than another. 
In contrast, a noninferiority trial aims to determine whether or 
not two interventions are equivalent or nearly equivalent based on 
a set of acceptance criteria. Noninferiority trials may also set out to 
show that the effect of a new treatment is not worse than that of 
an active control by more than a specified margin. For example, an 
investigator may want to know if an alternative treatment has similar 
clinical benefit to treat hypertension (i.e., reduce systolic blood pres
sure by 20 mm Hg) when compared to the current standard of care. 
Noninferiority trials typically have fewer patients than superiority 
trials, and may be used when a placebo group is not ethically allowed. 

DESIGNING THE INTERVENTION 

Effediveness versus Efficacy 
Defining the relationship between the dose of the drug and the 
efficacy (or toxicity) requires a well-designed clinical trial. This 
type of trial is called a dose-response study. Addition of a placebo 
arm in a dose-response study is helpful to further characterize 
the treatment efficacy and safety of the new drug. The goal of a 
drug efficacy study is to determine the effects of an intervention 
under tightly controlled conditions, where the study is designed 
to have very narrow inclusion and exclusion criteria. 2 Most RCTs 
conducted during drug development (Phase II/III) are designed 
to determine the efficacy of the new drug compared to placebo 
(or standard of care). The measures of efficacy usually include 
physiological measures (e.g., blood pressure, number of seizures), 
survival (yes/no), and quality of life (survey/questionnaire). 
These can be objective or subjective in nature. In contrast, drug 
effectiveness studies are designed to determine the effects of the 
intervention under the conditions that the drug is most often used 
in the clinical setting. For example, compliance to prescribed drug 
regimens in efficacy studies is closely monitored, whereas compli
ance assessment in effectiveness studies occurs in a less stringent, 
real-world setting. 

Safety 
Evaluation of patient safety is an important aspect of RCTs. 
The measures of safety are often chosen based on the results 
of preclinical toxicology studies, and may include plasma and 
urine biochemistries (such as liver and kidney function), phys
ical assessments, and number of hospitalizations. Safety is often 
assessed using different dosages of the drug being investigated. 

Adherence 
Lack of adherence to prescribed drug regimens can be detri
mental to the success of a randomized trial. Some examples of 
nonadherence include taking the wrong dose at the wrong times, 
stopping drug therapy early, or never initiating drug therapy. The 
common reasons for nonadherence are low health literacy, physi
ological factors (e.g., loss of vision or hearing), behavioral factors 
(e.g., socialJliving conditions, low motivation), inconvenience, 
financial constraints, and perceived risks of adverse events. This 
ultimately leads to inaccurate dosing histories, contributes to vari
ability in observed drug response, and confounds the assessment 
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of dose-response. Taking accurate dose histories is an important 
aspect of monitoring during the clinical trial. Some strategies to 
improve adherence, including education, counseling, and compli
ance aids (such as pill box}, can be most effectively carried out by 
a clinical pharmacist. 

STUDY MEASUREMENTS 

Baseline Measurement 
It is important to accurately characterize a study population 
before beginning an intervention trial. This is accomplished by 
collecting important baseline information on all study partic
ipants in a clinical trial prior to randomization. Various types 
of baseline information include demographic information (age, 
height, weight, sex), co-existing conditions (diabetes, heart dis
ease, hyperlipidemia), current medications, social history (alco
hol, smoking history), and any other variables that may impact 
the outcome of interest This baseline information is also impor
tant for subgroup analysis of the primary and secondary outcome 
variables. An important baseline variable may also be selected for 
the purpose of stratified randomization, to ensure that the poten
tial confounding factor (such as smoking history) is evenly dis
tributed between groups, since a balance between groups would 
not likely occur based on chance alone. Finally, the baseline char
acteristics help us determine how generalizable the data will be to 
the rest of the target population. 

Process Measurement 
Process data are collected during the postrandomization period 
and provide important information on the degree of adherence to 
a study protocol. Examples of process variables include adherence 
rates, protocol deviations, attendance at study visits, and safety 
monitoring. Process data can also provide important insights into 
the degree of confounding that may be present in a study. 

Outcome Measurement 
Outcome variables, or endpoints, are the dependent variables that 
are measurements taken to assess the impact of the intervention 
(independent variable). An RCT generally only has one primary 
outcome (usually efficacy}, which is the main outcome of inter
est. It is specified before the trial begins and forms the basis for 
the main study hypothesis and sample size calculation. Since this 
primary outcome is of utmost importance, it should be described 
in detail in the study protocol. For example, the exact time for 
measuring the primary outcome may be specified, such as mea
suring the urine albumin concentration in the first morning urine 
sample using a specific urine detection assay at 30 days after initi
ating the drug therapy. 

Surrogate Endpoints 
Intermediate markers that measure disease progression are often 
employed as surrogate markers in clinical trials. 3•

5 These surro
gate endpoints are outcomes that usually do not concern the 
patients, but are substitutes that are easier to measure. There are 
many surrogate markers that exist but they are only good end
points to utilize when they are clearly linked to outcomes that 
patients care about. The benefits of using surrogate endpoints are 
that they often require fewer patients and lesser time to evaluate 
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than primary outcomes. A classic example of an effective sur
rogate endpoint would be using CD4 cell counts and HIV viral 
load to assess the efficacy of antiretroviral therapy in patients 
with HIV. This is because there are strong data to support that 
controlling these factors lead to better patient outcomes. Other 
examples of biomarkers include cystatin-C to assess kidney 
function and LDL cholesterol for cardiovascular disease. Data 
obtained from trials using surrogate markers as primary out
come variables may be considered controversial if the biomarker 
is not closely linked to the clinical outcome being evaluated. 

Safety Monitoring 
Monitoring the safety of each patient enrolled in an RCT is 
extremely important. Adverse events are documented and 
reviewed by a physician investigator, along with the temporal 
relationship and likelihood of association with the intervention. 
For example, an adverse event may be classified as unlikely, pos
sibly, probably, or definitely related to the study intervention. The 
appearance of serious and unexpected adverse events could lead 
to early discontinuation of the trial and, in the case of an FDA 
regulated trial, an update to the product label. Another avenue for 
safety monitoring in a clinical trial is through a Data and Safety 
Monitoring Board (DSMB). The DSMB is a committee of scien
tists not associated with the conduct of the study, who evaluate 
adverse events at regularly scheduled intervals during the course 
of the study and provide feedback to the investigator and the IRB 
regarding continuation of the study as planned.15 

ANALYZING THE RESULTS 

When to Analyze 
Evaluation of the study endpoints usually occurs after all assess
ments are completed in the study sample. Some trials may have 
multiple measurements that were taken over a specified time 
frame during the study, or longitudinal assessments. Interim anal
ysis plans are often included in protocols that allow for stopping 
the trial early due to clinically meaningful efficacy or major safety 
concems.20 This is often employed in studies where there is a high 
risk of disease progression or serious adverse events (e.g., HIV and 
cancer therapies). The concern about continuing therapy is related 
to the ethical concerns about keeping a patient from receiving a 
very beneficial treatment or exposing patients to a very dangerous 
medication. The decision to conduct an interim analysis is made 
by the external scientific review board (or the DSMB) at prespeci
fied intervals based on statistical principles related to assumptions 
about the differences expected between interventions. The con
ditions under which a study is stopped early should be specified 
prior to the implementation of the study. Potential problems with 
interim analyses include relatively few data points, inexact infer
ences, and errors of interpretation. Also, interim results that are 
conveyed to investigators could lead to introduction of bias during 
the remainder of the study. 

How to Analyze 
Intent-to-Treat Analysis 

The intent-to-treat analysis approach analyzes patients as if they 
completed the study in their originally assigned group. '.s For 

example, if patients are allotted to a high-dose group, but then 
drop out or took a lower dose for safety reasons, they are still ana
lyzed as part of the high-dose group. This type of analysis gives 
a better indication of the effectiveness of the initial treatment. In 
order to successfully complete this analysis, the researchers will 
need to impute missing data based on how the data are missing 
in the study. The main reasons the intent-to-treat analysis is uti
lized are to maintain the randomization and account for attrition. 
Additionally, it is argued that the intent-to-treat analysis more 
mimics what will occur in the real-world. The major disadvan
tage to this type of analysis is that it is very difficult to accurately 
impute the missing data. 

On Treatment (Per Protocol) Analysis 

On treatment analysis, or per-protocol analysis, occurs when 
only those subjects who completed all aspects of the protocol 
are evaluated.M This type of analysis is at risk of having a lower 
number of subjects than the total number enrolled due to proto
col deviations, early withdrawals, or those lost to follow-up. This 
type of analysis is often used in broader sensitivity analysis, where 
the "per protocol" and intent-to-treat data sets are compared to 
investigate any losses to internal validity. A pitfall of this type of 
analysis is that any exclusion of patients compromises the ran
domization and does not account for significant patient dropouts, 
which may lead to bias in the results. 

Interim Analysis 

An important ethical responsibility of the study investigators is 
to include only the minimum number of participants in a trial 
needed to achieve the primary objective of the study. It is possible 
that the initial assumptions made during the design of the study, 
such as the variability in treatment response or safety signals may 
not hold true during the course of the study. It may, therefore, be 
necessary to conduct an interim analysis-to monitor study out
comes at periodic times during the course of the study.15

•
20 This 

type of periodic monitoring is conducted by an independent 
committee or the DSMB. The purpose of the DSMB is to deter
mine whether or not the trial is meeting the primary objective 
and is safe to continue as planned. The DSMB reviews certain 
aspects of the study such as the rates of subject inclusion, rates 
of adverse events, outcomes based on previous experience with 
the drug, and statistical analysis of outcomes in the intervention 
and control groups. If safety concerns exist, then the DMSB com
mittee may recommend early stopping of the trial and closure of 
the study. 

Subgroup Analysis 

Subgroup analysis is accomplished by analyzing the outcomes 
within categories or subgroups of participants, based on demo
graphics or other important characteristics. 21

•
22 The purpose is to 

compare the primary outcome among subgroups of participants 
that completed a given study. For example, subgroups can be 
based on gender, ethnicity; race, comorbid conditions, or severity 
of disease. This approach is particularly useful in very large ran
domized trials, where the degree of response or nonresponse to 
treatment can be determined according to baseline demograph
ics or clinical characteristics. Differences between subgroups are 
most appropriately assessed using statistical analysis to test for 



interactions between groups. Subgroups can also be classified into 
those that responded to treatment (responders) and those that did 
not (nonresponders). A disadvantage of dividing the study partic
ipants into many subgroups is that the probability of a false pos
itive finding increases. The subgroups can also suffer from small 
sample sizes, which could be insufficient to detect true differences 
between groups. 

ANALYTICAL APPROACH 

Relative Risk and Risk Difference 
When a study compares the risk of the outcome in two or more 
groups, statistical tests are necessary to rule out variations due to 
chance. A detailed discussion on statistics and various statistical 
techniques is provided in Section II of book. The simplest way 
to report the difference between groups involves the use of rel
ative risk or absolute risk difference (ARD).3.23 The relative risk 
(RR) is calculated as a ratio between the rate of the outcome in 
the treatment and control groups. For example, in a clinical trial 
to determine whether a new blood pressure lowering medica
tion has a greater relative risk of a positive outcome (controlled 
hypertension) compared to a control group, the following 2 x 2 
table is generated: 

Treatment 

Control 

Controlled HTN 
(BP S140/90) 

18 (A} 

6 (C) 

Uncontrolled 
BP (> 140/90) 

32 (8) 

44(0) 

Here, relative risk is calculated as: 

Relative Risk= A/(A + B)/C/(C + D) 
= 18/50/6/50 
= 0.36/0.12 = 3.00 

Total 

50 (A+ B) 

50 (C+D) 

In addition to looking at the relative risk itself, many will also 
look at the relative risk difference (RRD). This is the how far 
away the relative risk is from the no difference mark of 1. The 
RRD can be calculated as follows: 

The RR is >1: RRD = RR-1 
The RR is <I: RRD = 1- RR 
In this example, the RRD = 3 - I= 2 (or a 200% increase) 

The effect of a specific treatment on an event can be also 
calculated in terms of absolute risk difference (ARD) or risk 
difference (RD). This calculation is simply the difference in rates 
of outcomes in treatment and control groups. Here, the is calcu
lated as: 

Rate in control group (CER) = C/(C + D) = 6/50 = 0.12 
Rate in experimental group (EER) = A/(A + B) = 18/50 = 0.36 
ARD= IEER- CERI = I0.36 - 0.121=0.24 (or a 24% increase) 

Number Needed to Treat 
The effectiveness of an intervention can be assessed using a math
ematical calculation called the number needed to treat (NNT). 3.23 

The NNT refers to the number of patients that must receive the 
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treatment in order to for one patient to experience a desired out
come. It is calculated as: 

Number Needed to Treat= I/ARD 
In the above hypertension example, the ARD was 0.24 
Number Needed to Treat= l/ARD = 1/0.24 = 4.16 

Here, the NNT is 4. This means that about one in every four 
patients will achieve positive blood pressure control by using 
the treatment instead of control. The number needed to harm 
(NNH) is calculated similarly. The NNH reflects the numbers of 
patients that must receive the treatment in order to for one patient 
to experience an adverse outcome. Obliviously, the NNH should 
be high to be considered as a safe medication. Often NNT and 
NNH are compared to understand relative benefit of treatment. 
These should only be calculated when the difference between the 
groups are considered statistically significant. 

STRENGTHS AND WEAKNESSES 

Randomized-clinical trials have an inherently strong ability to 
determine the unbiased efficacy of an intervention. The prospective 
design allows for tight control of design, setting, and environment 
of the study. Stringent prestudy and protocol specifications allow for 
balance of the baseline variables between study groups, minimiza
tion of investigator and systematic bias, and a strong ability to iden
tify causal relationships between the intervention and the outcome. 
It is methodologically and statistically strong research design. 

However, the tenet that these trials remain the "gold standard" 
for evidence-based medicine has been criticized. The process of 
ensuring high internal validity and randomly assigning subjects 
to an intervention or control group can have significant limita
tions on generalizability.1 For example, the randomized trial does 
not provide information about which specific patients will bene
fit from the intervention, only that a subset of patients on average 
will benefit from treatment Thus, decisions about evidence-based 
medicine should not be limited to only RCTs, but include additional 
data obtained from Phase II studies, epidemiological studies, and 
Phase IV post-marketing surveillance studies. Other limitations 
include the expense and time commitment required by investigators 
and participants, ethical concerns related to randomization, high 
drop-out rates during the study, and potential Hawthorne-type lon
gitudinal learning that limits generalizability of the results. 

SUMMARY AND CONCLUSION 

Well-designed and rigorously conducted RCTs provide critical 
information that can significantly impact the clinical practice 
of medicine. Well-designed trials that are conducted wisely can 
accurately determine the efficacy of a new drug or intervention. 
Various types of randomizations and designs, active or placebo
control groups, recruitment strategies, and data analysis approaches 
are used to ensure that RCTs are as free from bias as possible. A 
thorough understanding of these clinical design issues is use
ful for clinicians as they take part in clinical research. It is also 
important to evaluate all aspects of the trial design to interpret the 
results of published research and consider the applicability of the 
study findings to practice evidence-based medicine. 
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Review Questions 
I. Describe the impact of using inclusion and exclusion criteria 

on the validity of a clinical trial. 

2. Discuss ways to minimize attrition and selection bias in clin
ical trials. 

3. Briefly outline an optimal study that could be conducted to 
evaluate the effect of Drug X on Alzheimer disease progression 
and justify your choice of design, blinding, internal/external 
validation, and outcome measures. 

4. Compare and contrast factorial, sequential, crossover, and 
adaptive designs in clinical trials. 

Online Resources 
Clinical trials.gov: http://www.clinicaltrials.gov/ 

Introducion to the Principles and Practice of Clinical 
Research (IPPCR) https:// ocr.od.nih.gov I courses/ippcr.html) 

NIH Clinical Trials Website: http://www.nih.gov/health/ 
clinical trials/ 

Consolidated Standards of Reporting Trials (CONSORT): 
http://www.consort-statement.org/home/ 

CenterWatch Website for Clinical Trials: 
http://www.centerwatch.com/clinical-trials/ 

References 
1. Williams BA. Perils of evidence-based medicine. Perspect Biol Med. 

2010;53( 1): 106-120. 
2. Stolberg HO, Norman G, Trop I. Randomized controlled trials. Am J 

Roentgenol. 2004;183(6):1539-1544. 
3. Guyatt G, Rennie D, Meade MO, et al. Users' Guides to the Medical 

Literature: A Manual for Evidence-Based Clinical Practice. 3rd ed. 
New York. NY: McGraw-Hill Education; 2015. 

4. Guidance for Industry. ElO Choice of Control Group and Related 
Issues in Clinical Trials. FDA: May2001. 

5. Appel LJ. A primer on the design, conduct, and interpretation of 
clinical trials. Clin J Am Soc Nephrol. 2006;1:1360-1367. 

6. Kendall JM. Designing a research project: randomized controlled 
trials and their principles. Emerg Med J. 2003;20(2):164-168. 

7. Green LW. Glasgow RE. Evaluating the relevance, generalization and 
applicability of research: issues with external validation and transla
tion methodology. Eval Health Professions. 2006;29(1):126-153. 

8. Berger VW. Exner DV. Detecting selection bias in randomized clini
cal trials. Control Clin Trials. 1999;20(4):319-327. 

9. McCamey R, Warner J, Iliffe S, et al. The Hawthorne Effect a ran
domised, controlled trial. BMC Med Res Methodol. 2007;7:30. 

10. Campbell DT, Stanley JC. Experimental and Quasi-experimental 
Designs for Research. Boston, MA: Hougton Miftlin; 1963. 

11. Stanley K. Design of randomized controlled trials. Circulation. 
2007;115(9):1164-1169. 

12. Suresh KP. An overview of randomization techniques: an unbiased 
assessment of outcome in clinical research. J Hum Reprod Sci. 
2011;4(1):8-l l. 

13. Dettori J. The random allocation process: two things you need to 
know. Evid Based Spine Care J. 2010;1(3}:7-9. 

14. Lader EW, Cannon CP, Ohman EM, et al. The clinician as investiga
tor: participating in clinical trials in the practice setting: Appendix 1: 
fundamentals of study design. Circulation. 2004;109(21):e302-e304. 

15. Silverman H. Ethical issues during the conduct of clinical trials. Proc 
Am Thorac Soc. 2007;4:180-184. 

16. Behnont Report. 1979. The Belmont Report: Ethical Principles 
and Guidelines for the Protection of Human Subjects of Research. 
hhs.gov/ohrp/humansubjects/guidance/belmont.html. Accessed 
December 18, 2012. 

17. Bothwell LE, Avron J, Khan NF, et al. Adaptive design clinical 
trials: a review of the literature and ClinicalTrials.gov. BMJ Open. 
2018;8:e018320. 

18. Korn EL, Freidlin B. Outcome-adaptive randomization: is it useful? 
J Clin Oncol. 2011;29( 6) :771-776. 

19. Guidance for Industry. Adaptive Design Clinical Trials for Drugs and 
Biologics. FDA: February 2010. 

20. Fossa SD, Skovlund E. Interim analyses in clinical trials: why do we 
plan them? J Clin Oncol. 2000;18(24):4007-4008. 

21. Wang R, Lagakos SW, Ware JH, et al. Statistics in medicine
reporting of subgroup analyses in clinical trials. N Engl J Med. 
2007;357(21):2189-2194. 

22. Peduzzi P, Henderson W. Hartigan P, et al. Analysis of randomized 
controlled trials. Epidemiol Rev. 2002;24(1):26-38. 

23. Tripepi G, Jager KJ, Dekker FW, et al. Measures of effect: relative 
risks, odds ratios, risk difference, and number needed to treat. Kid
ney Int. 2007;72(7}:789-791. 



Cohort and Case-Control Studies 
Lori A. Fischbach, MPH, PhD • Bradley C. Martin, PharmD, PhD 

CHAPTER OBJECTIVES 

.,. Describe the design characterlstlcs of case-control and 
cohort designs 

.,. Identify common biases In case-control and cohort 
designs 

.,. Describe the strengths and limitations of case-control and 
cohort designs 

.,. Calculate and interpret common measures of association 
used in case-control and cohort designs 

KEY TERMINOLOGY 

Attributable fraction in the exposed 
Attributable risk 

Attributable risk percent 
Base population 
Bias 

Case-control 
Cases 
Closed cohorts 
Cohort study 
Concordant pair 

Confounding factor (or confounder) 
Controls 
Detection bias 

Diagnostic bias 

Differential mlsclasslflcatton of the 
exposure 
Discordant pair 

Effectfveness 

INTRODUCTION 

Efficacy 
Exposure 
Exposed group 
Fixed cohort 
Hospital or clinic-based case-control 
lnddent cases 
Induction period 

Information bias 
Latency period 
Matching 
Measures of association 
Measures of effect 
Nested case-control 
Nondlfferentlal mfsclasslflcatlon 
Odds 

Odds ratio 
Open cohort 

Population-based case-control 

Prevalent cases 
Prevented fraction in the exposed 
Primary data 
Prospective cohort studies 

Rate ratio 
Recall bias 
Reporting bias 

Retrospective cohort studies 

Risk difference 

Risk factor 
Risk ratio 
Secondary data 
Selection bfas 
Source population 
Temporal ambiguity 
Unexposed group 
Yalidity 

the only ethical way to gain insights on the effects of exposures 
known to have harmful effects that would be of interest to di-

Observational epidemiologic studies such as the cohort and nici.ans. For example, the effect of exposure to tobacco smoke, 
case-control designs are used to inform patients, clinicians, and illicit drug use, or a nutrient poor diet on disease risk cannot be 
policy makers on a wide variety of topics, including the effects examined using RCTs because it would be unethical to purpose
of drugs and the influence of different pharmacy services on a fully expose persons to these types of conditions that pose harm
range of outcomes in humans. Though there are more challenges ful effects while having virtually no health benefits. The only 
in establishing cawal inferences with observational studies com- ethical way to estimate the effect of these exposures on disease 
pared to randomized-controlled trials (RCTs), these studies are risk in humans is by carefully conducting observational studies. 
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Although RCTs are considered the "gold standard" to estimate 
the effect of an exposure (or treatment) on a disease outcome in 
humans, they are still subject to bias and other limitations. RCTs 
often have limited generalizability; they are primarily designed to 
assess efficacy, the effect of a treatment in ideal settings on dis
ease outcomes, rather than effectiveness, the effect of the treat
ment in typical clinical settings on disease outcomes. Most often 
clinical trials are not adequately powered to estimate the effects 
of treatment on rare clinical endpoints and side effects (adverse 
events). For example, a cohort study detected an elevated risk of 
cardiac death associated with azithromycin that was undetected 
in clinical trials.1 RCTs also often do not follow study subjects 
long enough to estimate the effect of treatments on clinical end
points which take a long time to develop. 2 Further, if patients in 
clinical trials do not adhere to (or comply with) their randomly 
assigned treatment, then the intention-to-treat analyses which are 
commonly used can produce biased estimates of effect. 2 

There is a growing emphasis on observational epidemiologic 
designs to answer important clinical questions where there are 
knowledge gaps in the comparative effectiveness framework.3 

For example, a comparative effectiveness cohort study provided 
evidence that a newer and more expensive radiation therapy 
(intensity-modulated radiation therapy) was more effective than 
traditional radiation therapy in prostate cancer patients to prevent 
recurrent cancer and with fewer side effects.4 These designs can 
also be used to identify new uses of existing therapies that can be 
confirmed by clinical trials. By using observational epidemiologic 
designs, safety and effectiveness can be ascertained by using data 
sources that represent typical care. This chapter describes two 
prominent and often used observational epidemiologic designs, 
the cohort study and the case-control study, and discusses the 
design, analysis, and interpretation of the results that use these 
approaches. 

COHORT STUDIES 

General Design Framework 
A cohort study typically consists of subjects at risk for a disease( s) 
whose exposure status, such as aspirin use, is assessed at baseline, 
and who are followed-up over time to detect incident (new cases 
of) disease, such as cardiovascular disease. The term "exposure" 
or "exposure status" is typically used to describe an innate trait, 
or contact, experience, consumption, etc. with a potential risk or 
protective factor whose effect on the outcome is being examined 
in the study. Figure 5-1 provides an illustration of a cohort study 
comparing two groups: one exposed to a treatment of interest and 
another that is unexposed. 

Cohort studies can be used to assess the influence ofbiomark
ers or risk factors such as Apolipoprotein E (ApoE) e4 alleles 
or body mass index on the occurrence of a disease. It can also 
compare the effect of two or more treatments (e.g., clopidogrel 
compared to aspirin) on clinical outcomes. The latter parallels a 
clinical trial where treatment groups are formed based on whether 
or not they received a certain treatment versus another treatment 
and then are followed forward in time (or followed-up) to com
pare the frequency of outcome(s) between the treatment groups. 

FIGURE 5·1: Diagram of Hypothetical Cohort Study. 

Unlike a clinical trial, however, the investigator does not allocate 
or assign subjects to treatment groups, but rather observes and 
compares the outcome(s) between two or more groups that hap
pened to be exposed to the treatment( s) of interest. 

Types of Cohort Designs 
Cohort studies may be considered retrospective or prospective 
depending on whether the subjects' current exposure and/or 
outcome status is being measured while the study is being con
ducted (prospective) or whether the subjects' past exposure 
and/or outcome status is being used (retrospective). Prospective 
cohort studies typically rely on actively recruiting and screen
ing subjects, assessing baseline exposures and risk factors, and 
subsequently assessing the development of outcomes over a 
follow-up period at regular intervals. Prospective cohort studies 
may recruit subjects participating in surveys, from healthcare 
facilities, or from other sources. Retrospective cohort studies, 
sometimes referred to as historical cohort studies, use the same 
general framework as the prospective cohort study, but previous 
exposures and disease outcomes are typically measured using 
stored biological samples or existing records. Retrospective 
cohort studies measure the exposure of interest using past expo
sures and are then followed for the incidence of the outcome after 
the members of the cohort are exposed. These studies commonly 
take advantage of existing data such as administrative claims 
data, medical records, or patient registries. 

Well-designed prospective cohort studies have several advan
tages over retrospective cohort studies which may include 1) tai
loring the study measures specific to the research question(s), 
2) purposefully capturing data on important risk factors (expo
sures, outcomes, confounders, etc.), 3) using reliable and validated 
techniques to assess exposure and outcome measures, and 4) mea
suring the exposure before the disease occurs, which can lead 
to more valid and reliable research findings. On the other hand, 
prospective cohort studies incur the expense of actively recruiting 
subjects and may take considerable time to complete, particularly 
for studying outcomes that take a long time to develop. Retro
spective cohort studies have the advantage of being able to quickly 
produce study results, but can only be used to investigate expo
sures that have previously existed in the population or, in other 
words, studying treatments that have been on the market for a 
sufficiently long time to observe the effect of the treatment(s) 
on the outcome(s). Retrospective cohort studies may also have 



some limitations due to errors in the measurement or omission of 
important factors (e.g., exposures, outcomes, confounders, etc.) 
in some retrospective data sources. 

Cohort studies may include closed or open cohorts. Closed 
cohorts, such as birth cohorts, start with a set group of individuals 
who are followed forward in time to determine if they develop the 
disease outcome. When this follow-up time is fixed for all indi
viduals in the cohort, the closed cohort is called a fixed cohort. 
Open cohorts, for example, a cohort of persons with commercial 
insurance, permit persons to come in and dropout of the cohort 
over time and contribute variable follow-up time for the duration 
they are in the cohort. 

Exposure Evaluation 
Typically, a cohort study is initiated by a cross-sectional study 
to determine the baseline exposure status and to exclude sub
jects who are not at risk for the disease. There are important 
considerations to make when measuring this exposure status: 
the validity (accuracy) and the reliability (reproducibility) of the 
measure. In its simplest form, the exposure status can have two 
levels, those who are observed to have the exposure at baseline 
(the exposed group), and those who are observed to not have the 
exposure (the unexposed group). For example, for a cohort study 
examining the effect of azithromycin use on heart disease, those 
who were already identified as having heart disease in a base
line cross-sectional study would be excluded. The remaining sub
jects who take azithromycin would form the exposed group and 
those who do not take azithromycin would form the unexposed 
group. Both groups would then be followed over time to assess 
differences in the development of heart disease. 

Exposure status is not always classified as simply exposed or 
unexposed; it may also be classified by different levels (e.g., dos
ing or durations of therapeutic drug[s]) or types of exposures 
(e.g., different drugs within a therapeutic class) to explore how the 
intensity or type of exposure influences the outcome. For example, 
in a study examining the effect of calcium supplementation on 
postmenopausal bone fractures, the exposure over a year could 
be defined by the level or frequency of calcium supplementation 
intake per year, where once a day, once a month, once a year, and 
never would correspond to a value of 365, 12, 1, and 0 times per 
year, respectively. 

Sometimes the exposed and unexposed groups are chosen 
separately. In those instances, it is important that the unexposed 
group is similar to the exposed group with respect to important 
predictors of disease incidence, independent of the exposure 
so they have the same background risk for the outcome as the 
exposed group. 

Outcome Evaluation 
A central goal of epidemiology is to identify causes (or exposures) 
that can explain outcomes such as disease occurrence, which are 
referred to as the "outcome" or "disease." The Economic, Clini
cal, and Humanistic Outcomes (ECHO) model classifies health 
outcomes into economic, clinical, and humanistic categories. 5 

Economic outcomes include direct costs (e.g., costs from hospi
talization), indirect costs (e.g., lost wages due to hospitalization), 
and intangible consequences of exposures such as treatments 
(e.g., pain and suffering). Clinical outcomes include measures of 
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morbidity, mortality, or positive health outcome such as the reso
lution of a disease. Humanistic outcomes include measures from 
a patient perspective such as functional status, quality of life, and 
satisfaction. 5 Cohort studies can examine the effect of an exposure 
on more than one outcome. For example, death, diseases, quality 
of life, and adverse effects of treatment can all be outcomes within 
a single cohort study. 

Analytic Framework for Cohort Studies 
The most basic presentation of a cohort study with two groups 
(exposed and unexposed) in a fixed cohort (e.g., of people with 
very high risk for human immunodeficiency virus [HIV]) with 
cumulative incidence (incidence over a fixed period of time) data 
begins with a 2 x 2 table to estimate the effect of the exposure 
(e.g., preexposure prophylaxis [PrEP]) on the outcome (e.g., HIV 
diagnosed by periodic testing of the cohort) (Table 5-1). 

The risk or incidence of the outcome, in this example, the risk 
of HIV, for exposed persons is: 

R (exposed)= A/(A + B) 

The risk of HIV for unexposed persons is: 

R (unexposed)=C/(C+D) 

These risks represent the risk of the outcome (HIV) over a 
fixed time period for subjects who were followed to detect the 
development of the outcome. If all subjects were followed for one 
year, these risks represent the annual death rates for the exposed 
and unexposed, but the fixed follow-up time in a cohort study 
may also be shorter or longer than a year. 

Measures of Effect from Cohort Studies 

The measures of association such as risk ratios (RRs) and rate 
ratios are used to estimate the effect of an exposure on a disease 
outcome (measures of effect such as causal RRs and causal rate 
ratios, respectively). Risk ratios and rate ratios, which are also 
called relative risks, compare the estimated risk or rate of the 
outcome in the exposed group relative to that in the unexposed. 
The null value where the exposure is not associated with the out
come is reflected by a value = 1.0. Unbiased RRs greater than 
1 correspond to the exposure increasing the risk for the outcome 
(the exposure being associated with an increased likelihood of the 
outcome or being a "risk factor" for the outcome) and unbiased 
RRs less than 1 would correspond to the exposure decreasing 
the risk for the outcome (the exposure being associated with a 

TABLE 5-1 • Cohort Control 2 x 2 Table 

Exposed 
(e.g., PrEP)* 

Unexposed 

Total 

Outcome 
(e.g., HIV 
Diagnosed) 

A 

c 
A+ C 

No Outcome 
(e.g., No HIV 
During the Fixed 
Time Period) 

B 

D 

B+D 

Total 

A+ B 

C+D 

A+ B+C+D 
HIV: human immunodeficiency virus; PrEP: pre-exposure prophylaxis. 
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decreased likelihood of the outcome). For a fixed cohort, the for
mula for the unadjusted RR is simply the estimated risk or incidence 
of the outcome in the exposed group divided by the estimated risk 
or incidence of the outcome in the unexposed group: 

Risk Ra 
. R (exposed) 

tio"" ---=-----
R (unexposed) 

A/(A+B) 

C/(C+D) 

If the risks are measured as incidence rates in an open cohort 
where person-time of follow-up varies, then a rate ratio can be 
calculated to estimate the relative effect of exposure on the out
come. The rate ratio would be interpreted similarly as the RR 
with the null value corresponding to 1.0, where the estimated rate 
would be the same in both exposure groups. In an open cohort, 
the follow-up time varies from person-to-person and the sum of 
all the time that the subjects are followed before they develop the 
outcome or leave the study is called the person-time of follow-up 
which is frequently expressed as person years or person months. 
The following is the formula for the unadjusted rate ratio: 

Ra Ra 
. Rate of Outcome (Exposed) 

te tio=~~~~~~---'----=-~---'--

Rate of Outcome (Unexposed) 

A/Person-Time in the Exposed group 

Cf Person-Time in the Unexposed group 

The risk ratio or rate ratio provide an estimate of the effect 
of the exposure on disease outcome in relative or proportional 
terms, but one could also consider an estimate of the effect mea
sure in absolute terms. A factor or exposure may have a strong 
relative effect on an outcome as indicated by having a large RR, 
but if the outcome is rare, the absolute risk associated with the 
exposure may be fairly small. The risk difference, which is also 
called the attributable risk, is the difference in risk for the out
come between an exposed and an unexposed group and is calcu
lated as follows: 

Risk Difference (RD) = R (exposed)- R (unexposed) 

""(A/[A+B])-(C/[C+ D]) 

Another measure of effect, one that provides an indicator for 
the public health impact of a risk factor, is the attributable frac
tion in the exposed (AFE), which expresses the risk difference 
relative to the risk in the exposed group. The AFE is expressed 
as a percentage of the incidence of disease in the exposed group 
due to the exposure, which is sometimes referred to as the attrib
utable risk percent (ARP). For an exposure that causes disease, 
this measure indicates the proportion of risk in the exposed group 
that would not have occurred in the exposed group if they were 
not exposed. The higher the ARP, the greater burden the expo
sure contributes to the risk of the outcome in the exposed group, 
whereas ARPs that approach 0 indicate that almost none of the 
disease in the exposed group is attributable to the exposure. Sim
ilarly, an ARP that approaches 1.0 would indicate that nearly all 
the disease in the exposed group is attributed to the exposure. The 
ARP is estimated as a percentage as follows: 

ARP= R(exposed)-R(unexposed) XlOO 
R(exposed) 

A/(A+B)-C/(C+D) 
"" xlOO 

A/(A+B) 

TABLE 5-2 • Cohort 2 x 2 Table' 

Any Influenza No Influenza Total 

Fully Vaccinated A""7 8;;;; 147 154 

Unvacclnated c;;;; 61 D;;;;395 456 

Total 68 542 610 

For an exposure that is protective for a disease outcome, the 
proportion of potential cases in the exposed group which were 
prevented by being exposed can be measured; this is called the 
prevented fraction in the exposed (PFE). When expressed as 
a percentage, the PFE can be interpreted as the percentage of 
potential cases in the exposed group that were prevented by being 
exposed. The PFE can be estimated as follows: 

PFE = 1-Risk Ratio= 1- A/(A + B) 
C/(C+D) 

Using a cohort study that assessed the effectiveness of inacti
vated influenza vaccine in children less than three years of age, the 
RR and risk difference (RD) were estimated.6 Table S-2 shows how 
these are calculated when the follow-up time is fixed, where all 
children were followed for 3 months from January to April, 2008. 

RiskRatio= A/(A+B)"" 71154 =0.34 
C/(C+D) 61/456 

Risk Difference =(A/[A + B])-(C/[C+ DJ) 

= (7 /154)- (61/ 456) = --0.088 

Prevented Fraction in the Exposed= 1-0.34 = 0.66 

The RR "" 0.34 corresponds to the estimate that children who 
were vaccinated were 34% (about one-third) as likely to develop 
influenza from January to April, 2008 compared to unvaccinated 
children. The RD = -0.088 corresponds to the estimate that the 
risk of influenza among vaccinated children was approximately 
9% less than it was for unvaccinated children (4.5% versus 13.4%) 
from January to April, 2008. In other words, for every 100 children 
that were vaccinated, 9 fewer cases of flu were observed compared 
to 100 children who were not vaccinated in this 3-month period. 
Since the exposure (vaccination) in this case is protective for the 
outcome (influenza), the PFE instead of the AFE is estimated. The 
PFE of 0.66 suggests that 66% of potential cases of influenza in 
the vaccinated group were prevented by being vaccinated. 

If the above study was conducted in an open cohort with 
children with various follow-up times, the results could look like 
those in Table S-3. 

TABLE 5-3 • Open Cohort Table 

Person-lime 
Any Influenza (PT In Months} 

Fully Vaccinated A""7 308"" PT in exposed 

Unvaccinated (;;;;61 684"" PT in 
unexposed 

Total 68 992 



In this example, the sum of the follow-up times for the 154 vac
cinated children was 308 person-months (which corresponds to a 
mean follow-up time = 2 months), and for the 456 unvaccinated 
children it was 684 months (mean follow-up time = 1.5 months). 

Rate Ratio= A/Person-Time in exposed 7 /308 = 0_26 
C/Person-Time in unexposed 61/684 

Rate Difference = (A/Person-Time in exposed) 

-(C/Person-Timein unexposed) 

= (7 /308)-(61/684) =--0.066 

The analyses described thus far provide unadjusted estimates 
of the effect of an exposure on an outcome. Because of the obser
vational nature of cohort studies, there is almost always a chance 
that exposed and unexposed groups may differ by risk factors for 
the outcome (described later in this chapter) which could distort 
(or confound) the true association between the exposure and the 
outcome. For example, vaccinated young children may be more 
likely to attend a day care center where the chances of getting 
influenza would be more likely. In this case, failure to account for 
or control for being in day care (a confounder) may understate the 
true effect that the vaccine has on the incidence of influenza in 
this population. A confounding factor (or confounder) is asso
ciated with both the exposure (e.g., treatment) and the outcome. 
The issue of confounding and other biases is covered more exten
sively at the end of this chapter. 

Drug B 

Drug B 
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CASE-CONTROL STUDIES 

General Design Framework 
As the terms case and control imply, a case-control study design 
seeks to compare the frequency of exposure among subjects or 
"cases" that experience an outcome event, most commonly a 
disease, and "controls" who do not have the outcome event or 
disease. One of the distinguishing features of this type of design 
is that the investigator starts by selecting subjects on the basis of 
the outcome event Typically, the investigator then compares the 
observed level of exposure in the cases and controls to estimate the 
effect the exposure(s) has (have) on the event or disease. The out
come is always defined by the case definition, and one or more 
exposures can be compared between cases and controls. Thus, 
by definition, cases are those that have already developed some 
outcome, such as gastric cancer, and past exposure(s), such as 
nonsteroidal anti-inflammatory drug (NSAID) use, are usually 
measured. Most case-control studies are inherently retrospective 
where the outcome and exposure have occurred prior to the initi
ation of the investigation. Figure 5-2 provides a diagram of a case
control study that estimates the effect of two different exposures 
on the disease outcome. Once cases and controls are assembled, 
the researcher can also collect data on a wide range of exposures, 
and estimate their effect on the outcome. One cannot, however, 
explore alternative outcomes or case definitions without includ
ing an additional case group. 

Drug B 

( DrugA ) 

CASES 

Subjects with 
outcome (disease) 

of interest 

<-------Look back time to assess exposure to drugs of interest 

DrugA 

Drug A 

Drug B ( DrugA ) 

FIGURE 5-2: Diagram of a Typical Case-Control Study Assessing the Effects of Exposure to Two Drugs. 

CONTROLS 

&mJect8 without 
outcome (claeaae) 

of lnte1881 
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Selection of Cases and Controls 
'fypically. cases are identified by searching existing records where 
events would be recorded from some source population. The sourc.e 
population is defined based on the sampling procedures and the 
eligibility criteria, for example, residing in a geographic area, having 
benefits with a particular insurer, or seeking care at a health facility. 
The records searched might include claims data, disease registries, 
or inpatient or outpatient medical records where disease events 
are routinely recorded. Cases may include newly diagnosed cases 
(incident cases) or persons with existing disease (prevalent cases). 
When feasible, incident cases are usually preferred since the associ
ation between an exposure and a prevalent disease could reflect the 
exposure's association with the duration of the disease and not with 
disease occurrence. Ideally. the case definition should be based on 
the best measure of the disease outcome or a less expensive mea
sure(s) with a high sensitivity and high specificity. 

A sample of controls, or those without the event or disease, 
should then be selected to estimate the exposure distribution in 
the base population. The base population is the population at 
risk for the outcome who, if they were to have the disease or event, 
would be selected to be a case in the study. For example, suppose 
a researcher is interested in examining the effect of NSAIDs on 
gastric cancer. Suppose a case-control design was used and cases 
with gastric cancer were selected from those who had undergone 
an upper endoscopy at a medical center in the United States, the 
source population. Controls should then be selected to represent 
the distribution of the exposure in the base population. Controls 
should not be selected to represent the exposure distribution in 
the source population, if it differs from the base population. Also, 
controls should not be selected to represent those who do not 
experience the outcome or disease in the base population. Return
ing to the gastric cancer case-control example, since patients who 
undergo an upper endoscopy may have other disease conditions 
which are associated with NSAIDs (e.g., peptic ulcer disease, etc.), 
randomly selecting controls from this endoscopy center source 
population would likely not represent the exposure in the base 
population and, therefore, would likely introduce selection bias. 
In this example, the base population may not be identifiable unless 
it is known who would get an upper endoscopy at this particular 
medical center, if they had gastric cancer. Suppose that the cases 
were chosen from all gastric cancer patients in the Kaiser Perma
nente Southern California insurance system. If it is known that 
most people with this insurance will seek care within the Kaiser 
Permanente Southern California system and people without this 
insurance will not seek care within this system, then the base pop
ulation can be defmed as Kaiser Permanente Southern California 
insurance holders, and controls can be randomly selected from 
these insurance holders. 

Types of Case-Control Designs 
Case-control studies may have an identifiable base population 
or cases and controls can come from nonidentifiable base pop
ulations. A case-control study that identifies cases and controls 
in a defined base population is called a population-based case
control study. A nested case-control study is a type of population
based case-control study where the study is nested within a 
cohort. Typically all the incident cases from the cohort form 
the case group, while controls are randomly selected from: 1) all 

subjects (case-base sampling), 2) subjects without the disease at 
the time the case was identified (density sampling), or 3) subjects 
who do not develop the disease over the entire follow-up period 
of risk (cumulative sampling). 

Random control selection from the base population can be 
made in population-based case-control studies without intro
ducing selection bias. However, base populations are often not 
identifiable. In hospital or clinic-based case-control studies, 
cases are typically selected from individuals with the relevant 
disease of interest at a hospital or clinic and controls are 
selected from the same institution without the disease. These 
institutional-based studies usually do not have an identifi
able base population. In these studies, the controls, by virtue of 
being a patient in a hospital or clinic, are ill and their illnesses 
may be related to the exposure status and, therefore, can lead to 
selection bias. Selection bias is discussed in more detail at the 
end of this chapter. 

Defining Exposure Time Windows 
Exposure status for cases and controls is often assessed by con
ducting a patient or caregiver survey or interview; searching med
ical, occupational, or other records; collecting biological samples; 
or linking by geographic residence to assess environmental expo
sures. Measuring and categorizing the appropriate time frame 
during which the exposure could affect the outcome, or the time 
at risk for the outcome is important in order to obtain a valid 
measure of the exposure. The time at risk for the outcome can 
be assessed by evaluating related a priori information regarding 
a plausible clinical and pathophysiologic relation between the 
exposure and the outcome. This includes the latency period, the 
time period between when the disease starts and the disease is 
detected, and the induction period, the time period between 
when the person is exposed and the disease is initiated. 

The most basic approach to measuring exposure in cases and 
controls is to construct a binary measure for categorizing exposed 
and unexposed groups. This binary measure of exposure can take 
on several definitions including, currently exposed (exposed on 
or immediately prior to the index case definition), ever exposed 
(exposed at any time previously in the look back time window), 
and formerly exposed (not currently exposed but exposed at some 
prior time period). In addition to defining exposure according to 
these time windows, exposure can be measured or categorized 
based on the intensity of exposure considering the duration and 
dose of exposure. 

Analytic Framework for Case-Control Studies 
The starting point for an analysis of an unmatched case-control 
study is to construct a 2 x 2 table that describes the exposure 
status for cases and controls as depicted in Table 5-4. 

TABLE 5-4 • Unmatched Case-Control 2 x 2 Table 

Case Control 

Exposed A B 

Unexposed c D 

Total A+C B+D 



The cells represent the numbers of cases and controls that are 
exposed and unexposed. Since the number of controls selected is 
chosen by the investigator, one cannot calculate the prevalence or 
incidence of disease from these data alone. The primary analysis 
is based on comparing the odds of exposure for cases and controls 
and calculating an odds ratio (OR). The odds of exposure simply 
refers to the ratio of the number of people with exposure to those 
without exposure, calculated separately for cases and controls. 
The OR is calculated by taking the odds of exposure among the 
cases and dividing that by the odds of exposure among the con
trols. If the odds of exposure for the cases is higher than the odds 
of exposure for the controls and the OR is an unbiased estimate 
for the association between the exposure and the outcome, then 
that exposure is positively associated with the outcome or a risk 
factor for the outcome (OR > 1}; conversely, if the odds of exposure 
for the cases is lower than the odds of exposure for the controls 
and the OR is an unbiased estimate of the association between the 
exposure and the outcome, then that factor is negatively associ
ated with the outcome or is protective for the outcome (OR <1). 

A/(A+C) 
Odds of being exposed among the cases= C/(A + C) A/C 

B/(B+D) 
Odds of being exposed among the controls D/(B+ D) = B/D 

Odds of being exposed among cases 
OddsRatio=-~~~-=-~~~~~~-

Odds of being exposed among controls 

A/C AxD 
=--=--

B/D BxC 

In a case-control study that explored the association between 
statins (~-Hydroxy ~-methylglutaryl-CoA [HMG CoA] reductase 
inhibitors) and prostate cancer, the following data were collected.7 

Using the data from the 2 >< 2 Table 5-5, the following unad
justed measures can be calculated: 

Odds of being exposed among the cases= 34/66 = 0.52 

Odds of being exposed among the controls= 99/103 = 0.96 

Odds Ratio= 0.52 = 34 x 103 - 0.54 
0.96 66x99 

In this study, the OR suggests that statin use was inversely asso
ciated with prostate cancer where the odds of statin use among 
prostate cancer cases is approximately half the odds of statin use 
among controls. The authors also estimated the effect of duration 
and cumulative dose and adjusted for a range of potential dietary 
and pharmacologic confounders and consistently found that sta
tins and higher levels of statin exposure were inversely associated 
with prostate cancer.7 

TABLE 5-5 • Statin Exposure among Cases and Controls' 

Prostate cancer Control 

Stetln ExpoHd A=34 8=99 

Unexposed C=66 D= 103 

Total 100 202 

Chapter 5 I Cohort and Case-Control Studies 51 

Confounder Adjustment 
Confounding may occur using any study design including a 
RCT, a cohort study, or a case-control study. One approach to 
more efficiently control for confounding in the analysis is to 
match or restrict the selection of the controls based on char
acteristics of the cases that are likely to confound the relation 
between the exposure and the disease outcome. Matching is a 
process of making the cases and controls similar (or balanced) 
with regard to this confounding factor so that there will be 
enough information in the analysis to adequately control for the 
factor. For example, in a study examining the effect of a new 
topical ointment on pressure ulcer healing in a nursing home 
population, each control (without pressure ulcer healing) could 
be selected so that the location of their pressure ulcer matched 
the location of the pressure ulcer for a certain case (whose pres
sure ulcer had healed). In matching a control to every case, there 
would be enough data to control for confounding by location 
on the body more efficiently in the analysis. Without matching, 
there may not be enough information on pressure ulcers from 
certain locations to control for location in the analysis. Case
control studies that use matching cannot estimate the influence 
of the matched factor on the outcome. So in the pressure ulcer 
example, the influence of the location on pressure ulcers healing 
could not be assessed. 

If a case-control study uses matching, the analysis should 
account for the matched dependent sampling of controls. If the 
case-control study uses one-to-one matching, the unit of anal
ysis becomes the matched case-control pair. Table 5-6 displays 
a framework for analyzing one-to-one matched pairs, which is 
quite different than the framework for unmatched studies. To cal
culate the OR, each case-control pair is placed into one of four 
categories: two concordant pair categories where the exposure 
status was the same for both cases and controls and two discor
dant pair categories where the exposure status for the case was 
different than for the matched control. The OR can be estimated 
by dividing the number of pairs where the case was exposed and 
the control was not, by the number of pairs where the case was 
unexposed and the control was exposed. 

Using a multivariable technique, such as logistic regression 
or, in the case where there are matched sets, conditional logis
tic regression, will often be required to control for multiple con
founders simultaneously. The logistic regression model can be 
used to estimate an OR while controlling for confounders. In its 
basic form, the crude OR can be obtained by exponentiation of 
the logit coefficient of a binary exposure variable in a model that 

TABLE 5-6 • One-to-One Matched Case-Control Paired Analysis 

Control Control 
Exposed Unexposed Total 

Case Exposed w x W+ X 

Case Unexposed y z Y+Z 

Total W+Y X+Z W+X+Y+Z 
W = Exposed Concordant Pair; Z = Unexposed Concordant Pair; 
X =Case Exposed, Control Unexposed Discordant Pair; 
Y = Case Unexposed, Control Exposed Discordant Pair; 
Odds Ratio=X/Y. 
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contains only the exposure variable as an independent variable 
and the binary disease status (case versus control) as the depen
dent variable. The adjusted OR is obtained the same way except 
that it is obtained from the exponentiated exposure coefficient 
from a model that includes a set of confounders. The logistic 
regression models are addressed in more detail in Chapter 12: 
Logistic Regression and Survival Analysis of this book. Selection 
bias, exposure misclassification, misclassification of cases and 
controls, and temporal ambiguity are additional biases that could 
prevent the OR from being a valid measure of the effect of an 
exposure on a disease outcome. 

ADVANTAGES AND DISADVANTAGES OF COHORT 
AND CASE-CONTROL DESIGNS 

There is no one universally superior approach that should be used 
to estimate the effect of an exposure on an outcome as the choice 
of the epidemiologic design will be influenced by the availability 
of data, the frequency and course of the disease being studied, 
how frequently persons are exposed, and the time and budgetary 
resources available to conduct the study, among other factors 
(Table 5-7). Cohort studies can be designed to assess the effect of 
exposures that do not frequently occur by intentionally sampling 
those persons that are exposed to those factors. Cohort studies, 
unlike case-control studies, also have the advantage of providing 
data to directly estimate measures of risks, including incidence 
rates, RRs, rate ratios, and risk differences. One drawback of 
cohort studies is that exceptionally large cohort studies followed 
for many years are required to estimate the effect of an exposure 
on rare disease outcomes or when it takes a long time for the 
exposure to cause a detectable disease. Because the case-control 
approach does not require following individuals forward in time, 
it is particularly well suited to study disease outcomes that are rare 
or take a particularly long time to develop. A case-control study 
design allows these studies to be conducted relatively quickly at 
significantly lower cost compared to cohort studies, and in partic
ular prospective cohort studies which usually include regular lon
gitudinal assessments. However, case-control studies are typically 
more prone to biases than cohort designs. 

TABLE 5-7 • Advantages of Cohort and Case-Control Studies 

Advantage of Cohort Studies 

Directly estimate rates, risks, 
rate ratios, risk ratios, and risk 
differences 

Studying rare exposures 

Studying multiple outcomes 

Less prone to recall biases 

More opportunity to validate 
study measures, if prospective 

Less risk of selection bias and 
temporal ambiguity 

Advantage of case-Control 
Studies 

Typically quicker and less 
expensive to conduct 

Studying rare outcomes 

Studying outcomes with long 
latency/induction periods 

Studying multiple exposures 

Usually requires fewer subjects 

DATA SOURCES FOR CASE-CONTROL AND 
COHORT STUDIES 

Primary data obtained directly from subjects for the purpose of 
the study and secondary data obtained from existing records or 
data sources can be used for either cohort or case-control studies. 
The type of data must be considered in assessing the validity of a 
study, particularly as it relates to the measurement of exposures, 
outcomes, or variables used to control for confounding. Pri
mary data sources have the advantage of being able to precisely 
tailor the study measures to the specific study objectives, and can 
include behavioral and social measures which can often confound 
exposure-outcome associations and are rarely available in second
ary data sources. Primary data can permit collecting information 
on exposures not commonly recorded in secondary data such as 
the use of over-the-counter or illicit drugs. 

Secondary data sources such as medical records or adminis
trative claims data can be used without any direct involvement 
of the subject which may greatly speed the investigation, but are 
limited in scope to measures that were routinely collected from 
the data source. Because secondary data from administrative 
claims data typically do not directly involve the subject or their 
caregivers, the estimates of the effect of an exposure on a disease 
may be less likely to be biased due to the fallibility of subject recall 
being different by disease outcome, but these estimates can be 
subject to measurement errors due to coding and other inaccura
cies particularly for outcomes which require additional informa
tion not included in the existing database. Studies should clearly 
define study measures and offer some rationale for choosing and 
defining study measures (e.g., the exposure, the disease outcome, 
confounders) including estimates of the validity of the measures, 
particularly for measures defining outcomes and exposures that 
were not collected for research purposes. 

BIASES AND APPROACHES FOR MINIMIZING 
BIASES IN EPIDEMIOLOGIC STUDIES 

A central goal in epidemiology is to identify causes that can 
explain outcomes such as disease occurrence. Since it is not pos
sible to observe disease occurrence in the same population during 
the same time frame with and without the exposure (no person 
can be exposed and unexposed at the same time), the risk of dis
ease in subjects exposed versus those without the exposure is 
estimated. In RCTs, randomization of study subjects to treatment 
groups can help make the unexposed group "comparable" to the 
exposed group when the sample size is large enough; thus, the 
study population receiving treatment becomes similar to the pop
ulation not receiving treatment with respect to the risk of disease 
occurrence in the absence of the exposure. Since observational 
designs do not involve randomization, it is important to control 
for confounders that may distort the study findings. 

In case-control and cohort studies, measures of association, 
such as RRs, rate ratios, risk differences, and ORs, are used to 
estimate measures of effect (causal RRs, causal rate ratios, and 
causal risk differences). Causal inferences can only be made if the 
findings are not explained by systematic errors in the measures of 
association; in other words, if the measures of association provide 



a valid (or unbiased) estimate of the effect of the exposure on the 
disease outcome. Different studies, even different RCTs, can show 
substantial differences in causal interpretability due to differences 
in validity. 

Bias occurs when the estimate of the effect of the exposure on 
disease does not represent the true effect of the exposure on the 
disease outcome. A valid estimate of effect represents, aside from 
random error, the true effect that the exposure has on the disease 
in the base population. A valid estimate of the effect refers to one 
that is internally valid, or unbiased. This differs from an exter
nally valid estimate, which is one that is internally valid and can 
be generalizable to a population outside of the study population. 
Common biases can be classified into three nonmutually exclusive 
types: 1) confounding, 2) selection bias, and 3) information bias. 

Confounding can occur in any type of study design. The exam
ple used earlier in this chapter identified that attending a day care 
center (confounder) could distort or bias the estimate of the effect 
of a vaccine (exposure) on influenza (outcome). For a factor to be 
a confounder, it needs to be 1) associated with the exposure (e.g., 
attending day care is associated with being vaccinated); 2) a risk 
factor for the outcome in the unexposed group in the base pop
ulation (e.g., children attending day care who are not vaccinated 
are more likely to experience influenza compared to unvaccinated 
children of the same age who do not attend day care); and 3) not 
in the same causal pathway whereby the exposure affects the out
come (e.g., being vaccinated does not cause someone to be in day 
care, and then subsequently experience influenza). 

Confounding can occur in a variety of situations including: 1) 
when an association between two variables (the exposure and dis
ease outcome) is due to a common cause of the exposure and the 
disease outcome (e.g., day care causes more children to get vacci
nated and causes higher flu rates); or 2) as a result of selection bias, 
such as from matching on a factor which is not a risk factor for the 
disease, but is associated with the exposure in a case-control study. 
Confounding should ideally be assessed using a priori knowledge 
of the relation between all potential confounders, the exposure, 
and the disease simultaneously. 8 Confounding can occur when 
the effect of treatment is mixed with one or more factors that dis
tort the true treatment-outcome relation. 

Approaches to control for confounding include restricting the 
inclusion criteria (e.g., only include children that do not attend 
day care), stratifying the analyses (e.g., estimating separate mea
sures of association (RRs, rate ratios, or ORs, etc.) for those that 
attend day care and those that do not), or most commonly by esti
mating measures of association utilizing a multivariable statistical 
model (e.g., logistic regression, Cox proportional hazards models, 
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etc.) to adjust for the influence of the confounding variables. The 
multivariable approach is the most common because it can adjust 
the estimates of treatment effect for multiple confounding factors 
simultaneously. 

Selection bias occurs when there is error in the estimate of 
effect due to procedures used to select subjects, or factors that 
influence study participation or follow-up. In cohort studies, 
selection bias occurs when risk for the disease outcome affects 
study participation differently for those exposed and unexposed. 
In case-control studies, selection bias occurs when 1) the expo
sure, or factors related to the exposure, affect selection of subjects 
differently for cases and controls, 2) when the controls do not 
represent the exposure distribution in the base population, or 3) 
when the exposure distribution among the cases does not reflect 
the exposure distribution of cases in the source population. 

In cohort studies, selection bias is less likely to occur than in 
case-control studies because selection of subjects into the cohort 
usually occurs before the disease occurs. Most cohort studies start 
with a base population consisting of exposed and unexposed sub
jects at risk for the outcome and, therefore, selection bias is min
imized. One type of selection bias that occurs in a cohort study is 
selective loss to follow-up. This type of bias occurs when a lack 
of study participation due to loss to follow-up, nonparticipation, 
or nonresponse is associated with the disease (or outcome) dif
ferently for the exposure groups in a cohort study. For example, 
Table 5-8 shows the results of a hypothetical 1-year cohort study 
examining the effect of a diet drug on long-term weight loss; with 
500 participants who were on the diet drug and 500 who were not. 
On the left hand side of the table is the hypothetical true causal 
RR represented by a 2 x 2 table with an RR= 3.3. On the right 
hand side of the table, 10% of participants taking the diet drug 
and 30% not taking the diet drug were lost to follow-up and this 
loss was lower for those who lost weight versus those who did not 
lose weight, resulting in an RR = 3.0. In this case, selection bias 
occurred because the outcome (weight loss) influenced study par
ticipation differently for those who were on the diet drug versus 
those who were not taking the diet drug. 

As discussed previously, the control group in a case-control 
study should be selected to represent the exposure distribution 
of those who would be cases if they were diseased (i.e., the base 
population). The potential for selection bias can be reduced when 
cases and controls are selected from an identifiable base popu
lation, such as from population-based case-control studies and 
nested case-control studies. In other case-control studies, selec
tion bias often occurs. For example, a basic case-control study 
investigated the use of vitamin C supplementation and prostate 

TABLE 5-8 • Illustration of Selective Loss to Follow-Up in a 1-Year Prospective Cohort Study to Examine the Effect of a Diet Drug on 
Weight Loss 

Hypothetical Results: No Loss to Follow-up Observed Results: Loss to Follow-up 
The True Causal RR= 3.3 Estimated RR = 3.0 

Weight Loss No Weight Loss Weight loss No Weight Loss 

Diet Drug 100 400 500 Diet Drug 95 355 450 

NoDi•tDrug 30 470 500 No Diet Drug 25 325 350 

130 870 1,000 120 680 800 
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TABLE 5-9 • 11 lustration of Selection Bias in a case-Control Study Examining the Effect of Vitamin C Supplementation and Prostate cancer 

The True Causal RR in Base Population: 1.0 OR=2.3 

Prostate cancer No Prostate Cancer Prostate cancer No Prostate cancer 

VitaminC 30 2,970 3,000 VrtaminC 40 24 

NoVitaminC 70 6,930 7,000 NoVitaminC 40 56 

100 9,900 10,000 80 80 

cancer (Table 5-9). The true distribution of prostate cancer and 
vitamin C supplementation along with the corresponding causal 
RR in the base population are depicted on the left hand side of the 
table, while vitamin C supplementation for the 80 cases and 80 
controls is depicted on the right hand side of the table. Cases were 
selected from a prostate cancer screening program with recruit
ment at health fairs in Dallas, Texas, while controls were selected 
randomly from unscreened men in Dallas. Men who attended the 
health fairs and were screened were more likely to take vitamin C 
supplements than controls, so cases were more likely to take vita
min C than controls. Selection bias occurred because the controls 
did not represent the distribution of vitamin C use in the base 
population. Participation in the health fairs and then the screen
ing program was associated with the exposure (vitamin C), and 
it influenced study participation differently for the cases versus 
controls. In this example, the selection bias made it appear that 
vitamin C supplementation was risk factor (OR= 2.3) for prostate 
cancer, even when no association between vitamin C and prostate 
cancer exists in the base population. 

Selection bias could also occur when the selection of cases 
seeking care at hospitals or clinics is affected by referral patterns, 
which also could be influenced by the exposure status of the cases. 
Detection bias occurs when the exposure affects the detection of 
the disease (or outcome). In case-control studies, detection bias is 
a type of selection bias since the exposure affects the detection of, 
and then the selection of cases, and it can occur even when the dis
ease is correctly classified. Likewise, diagnostic bias and reporting 
bias, biases that result when the exposure affects the diagnosis and 
reporting of the disease (or outcome) respectively are other types 
of selection bias in case-control studies. With diagnostic bias, the 
exposure affects the diagnosis and hence the selection of cases in 
a case-control study. 

In cohort studies and clinical trials, detection, diagnostic, and 
reporting biases are information biases. Information bias occurs 
when errors in the measurement or collection of data biases the 
estimate of effect. One type of information bias is misclassifica
tion bias. There are two types of misclassification biases: differ
ential and nondifferential. Differential misclassification of the 
disease occurs when the accurate measurement of the disease 
depends on the exposure and results in a biased estimate of effect. 
In cohort studies and clinical trials, differential misclassification 
typically results from detecting, diagnosing, or reporting the 
disease differently for the exposed and unexposed groups. Diag
nostic bias of the disease can be reduced in cohort studies and 
clinical trials by using the same methods to measure the disease in 
the exposed and unexposed groups, and having the participants' 
exposure status unknown (or blinded) to the clinician diagnosing 
the disease outcome. Likewise, differential misclassification of 

the exposure occurs when the accurate measurement of the expo
sure depends on the disease. Recall bias is a type of differential 
misclassification that commonly occurs in case-control studies. 
Recall bias often occurs when cases are more likely to recall the 
true level of a previous exposure compared to controls. In case
control studies, differential misclassification of the exposure can 
be minimized using the same methods to measure exposure data 
from the cases and the controls. As previously mentioned, the use 
of administrative claims data may reduce the occurrence of biases 
such as recall bias. 

Nondifferential misclassification9 is a bias that occurs when 
the misclassification of the disease is the same for all categories 
of the exposure or the misclassification of the exposure is the 
same for all categories of the disease. Secondary data sources 
can be more prone to nondifferential misclassification bias. 
Nondifferential bias usually leads to bias toward showing no 
effect (or a weaker effect) of the exposure on the outcome. This 
is not a serious concern when the estimated effect is still strong 
even in the presence of nondifferential misclassification, but can 
be a serious concern when true causal effects are not detected 
due to this bias. 

Temporal ambiguity, occurs when it is not clear whether the 
exposure affects the disease or the disease affects the exposure. 
In other words, it is not clear if the exposure preceded the out
come. Temporal ambiguity is not usually seen in cohort studies 
since the exposure is usually measured before the disease occurs. 
However, temporal ambiguity is common in most case-controls 
studies which are not nested within cohort studies. 

SUMMARY AND CONCLUSION 

Well conducted observational epidemiologic studies can provide 
clinicians with valuable insights to the effects of drugs, behavioral 
factors, practice settings, and other factors on the occurrence of 
disease or other outcomes. These types of studies will not replace 
evidence that can be obtained from well conducted RCTs, but are 
critical in filling the evidence gaps when it is not ethical or feasible 
to conduct a RCT. There is no one universally superior design as 
the design will be influenced by the nature of the outcome or dis
ease that is being studied, the exposures, and the resources avail
able to support the study. Cohort studies mirror the clinical trials 
in that they start with groups exposed and unexposed and follow 
them forward in time to detect differences in outcomes of inter
est; however, the exposure (e.g., a medication) is not randomized, 
nor are all cohort studies prospective. Case-control studies are 
conducted by selecting cases (those with the outcome or disease 
of interest), identifying a set of controls without the outcome or 



disease of interest and looking back in time to identify differences 
in exposure levels. Due to the observational nature of research 
using case-control or cohort study designs, researchers conduct
ing or using this type of evidence need to be aware of the poten
tial biases that might affect the validity of each study's findings 

Review Questions 
I. A case-control study was conducted to estimate the effect of 

silicone breast implants on connective tissue disease. One hun
dred cases were randomly selected from female patients from 
a large consortium of medical clinics with connective tissue 
disease, and controls were randomly selected from female 
patients without connective tissue disease in the same clinic 
consortium. Exposure to silicone breast implants was deter
mined from both medical records and a questionnaire that 
all cases and controls were asked to fill out. If physicians at 
the clinics believed that there is an association between breast 
implants and connective tissue disease, then they may have 
been more likely to find and diagnose connective tissue dis
ease in women with breast implants. The left side of this table 
illustrates what the true distribution of the exposure was in the 

The True Causal RR= 1.0 

Connective No Connective 
Tissue Disease Tissue Disease 
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before drawing conclusions. Common biases that can influence 
the validity of an epidemiologic study are selection biases, partic
ularly for case-control studies, confounding, and information bias 
resulting from errors in the measurement of the study exposures 
and the study outcomes, and temporal ambiguity. 

base population in a 2 x 2 format, along with the true causal 
RR showing that the silicone breast implants did not increase 
the incidence of connective tissue disease (RR= 1.0). The right 
side of this table corresponds to data in a 2 x 2 format from the 
above described case-control study. 

a) Which measure of association should be used to estimate the 
effect of silicone breast implants on connective tissue disease? 

b) Calculate the measure of association from I .a. 

c) Interpret the measure of association from l.b. 

d) Do you think that the measure of association calculated in 
I.b. is a valid estimate of the causal RR? 

e) What is an alternative explanation for the interpretation 
given in I.e.? 

Connective No Connective 
Tissue Disease Tissue Disease 

Silicone Breast Implants 10 4,990 5,000 Silicone Breast 50 5 
Implants 

No Slllcone Brust 190 94,810 95,000 NoSlllcone 50 95 
Implants Breast Implants 

200 99,800 100,000 100 100 

2. A retrospective cohort study was conducted to examine the 
effect of exposure to "Agent Orange" on various outcomes.10•11 

The exposed group was formed in 1982 using dead and sur
viving US Air Force personnel veterans who participated 
in "Operation Ranch Hand; which used "Agent Orange" as 
a herbicide to destroy vegetation in the Vietnam war from 
1962-1971. The unexposed group was selected in 1982 from 
surviving US Air Force veterans who were in the military 
sometime between 1962 and 1971, but were stationed in loca
tions of Southeast Asia other than Vietnam during that time 
period. Diabetes for both groups was diagnosed from physi
cian examinations conducted routinely from 1982-2002 and 
medical records from the l 960s-2002. The study reported that 
the incidence of diabetes was higher among those exposed 
to "Agent Orange" compared to those not exposed to "Agent 
Orange." What is an alternative explanation for these findings? 

3. A prospective cohort study is conducted to examine the effect 
of estrogen replacement therapy on stroke incidence and bone 
fractures in a large cohort of 100,000 postmenopausal women 
in the United States. After 2 years of follow-up, it was reported 
that there was no association between estrogen replacement 
therapy and bone fractures (RR=l.0). What would be another 
explanation for the findings? 

4. A case-control study examined the effect of prescription anti
biotic use during pregnancy on childhood cancer. Cases were 
randomly chosen from children with cancer in a cancer regis
try in the United States, and controls were selected randomly 
from the United States population. Exposure to prescription 
antibiotics during pregnancy was determined from interviews 
given to the child's mother. The study reported an OR of 2.1, 
and suggested that there was a causal relation between antibi
otics and childhood cancer. Give an alternative explanation for 
these findings. 

Online Resources 
Epiinfo: http://wwwn.cdc.gov/eplinfo/ 

Open Source Epidemiologic Statistics for Public Health, 
Version 2.3.1.: http://www.openepi.com/OE2.3/Menu/ 
OpenEpiMenu.htm 

Strengthening the Reporting of Observational Studies in 
Epidemiology (STROBE): http://www.strobe-staternent.org/ 

Developing a Protocol for Observational Comparative 
Effectiveness Research: A User's Guide: 
http://www.effectivehealthcare.ahrq.gov/ehc/products/440/1166/ 
User-Guide-to-Observational-CER-1-10-13.pdf 
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Other Observational Studies 
Joel F. Farley, PhD 

CHAPTER OBJECTIVES 

.,. Discuss commonly used other observational study 
designs 

.,. Describe and Interpret studies using other observational 
study designs 

KEY TERMINOLOGY 

Generalizability 

.,. Examine the potential strengths and ltmltatlons of other 
observational designs 

.,. Understand strategies to strengthen other observational 
study designs 

Convenience sample 
Cross-sectional studies 
Ecological fallacy 
Ecologic.al study 

Nonequivalent comparison group 
Pre and postobservational designs 
Purposive sample 

Random sample 
Sam piing 
Stratified random sampling 
Time-series design 

INTRODUCTION 

Previous chapters provided compelling evidence in support 
of the advantages of randomized-controlled 1J:ials {RCTs) and 
cohort and case-control study designs to evaluate causal rela
tionships between an intervention or an exposure and an out
come. However, often times it is neither practical, nor useful 
for researchers to conduct randomiud trials or epidemiologic 
studies. In such instances. other observational study designs may 
be considered. These study designs, although useful for their 
specific purpose, are less formal than traditional cohort or case
control studies and often lack important design features that may 
threaten internal validity of the study. In this chapter, a number 
of unique observational study designs are described including 
cross-sectional studies, pre and postobservational studies, eco
logical studies. and time-series evaluations. 

CROSS-SECTIONAL STUDIES 

& the name implies, aoss-sectional studlea examine popula
tion characteristics at a cross-section (one point) in time. These 
studies are most often used descriptively to capture informa
tion about a population such as disease prevalence but may 
also be used to examine associations between an in.dependent 

(exposure) and a dependent (outcome) variable. As will become 
clear, causality between an exposure and outcome cannot be 
established from a cross-sectional study. 

Study Design 
Although the nomenclature "cross-sectional study" may sound 
complicated., it is one of the more common types of studies used 
in research. Have you ever been asked by someone to answer to 
a questionnaire about who you are or maybe your preferences, 
experiences, or beliefs on certain topics? This may have been 
over the telephone, as part of a government census, through the 
mail, or maybe after being approached by someone in person to 
assess your experiences while participating in an activity. If you 
answered yeJJ, then you have actu.ally participated in a type of 
cross-sectional study called a survey. 

Surveys are standardized questionnaire used to describe a 
population at a given point in time. These studies are gener
ally conducted to characterize a population and may be useful 
to pharmacists in understanding the populations they serve. 
Consider an example of a community pharmacy owner decid
ing whether to purc:hase a bone densitometer for their phar
macy. Before committing resourceJJ to the purchase of this 
densitometer, the owner may be interested in the number of 
patients who might use this service, the amount patients would 
be willing to pay for this service, and the underlying risk of 
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osteoporosis in their patient population. To better understand 
the need for this service, the owner may develop a questionnaire 
to collect patient-reported information regarding demographics 
(age, gender, race, and ethnicity), exposure to medications that 
increase osteoporosis risk (e.g., bisphosphonates, corticosteroids, 
and proton pump inhibitors), family and clinical history of oste
oporosis, willingness to use the service, willingness to pay for the 
service, and the amount they would be willing to pay. 

Identifying the Target Population 

One of the first steps in conducting a cross-sectional study is 
to determine the target population. This is the population with 
desired clinical and demographic characteristics that will ulti
mately benefit from generalization of the study findings. In the 
previous example, the owner would certainly be interested in cur
rent customers or patients. However, it is possible that the owner 
may also be interested in patients frequenting competitor pharma
cies. Limiting administration of the survey to patients at a partic
ular pharmacy would also limit generalizability. Generalizability, 
as defined previously, refers to the extent to which observations 
in the study population extrapolates to the overall population of 
interest. Researchers conducting cross-sectional studies should 
carefully consider the effect that excluding groups of respondents 
may have on generalizing to the population of interest. 

Once the researcher identifies the target population, the next 
step is to select individuals from that population to complete the 
questionnaire. The most complete means of obtaining a general
izable estimate of the target population would be to obtain infor
mation of every single person in that population. However, this is 
generally not feasible. Most cross-sectional studies are conducted 
in a subset (sample) of individuals from the overall population. 
One rare exception is census, which is a complete accounting of a 
population. In the United States, a census of the entire population 
is taken every 10 years to appropriately apportion Federal funding 
for social and economic programs and ensure fair representation 
in the US House of Representatives. The collection of information 
on an entire population can be inefficient when estimates based 
on a sample of the population are acceptable. The 2010 US cen
sus was estimated to cost $13 billion.1 This cost may be appropri
ate given the importance of decisions that are made from these 
findings. However, for most studies, a less precise estimate of the 
population will suffice. Sampling refers to the process of selecting 
a subset of the target population to conduct a study. It increases 
efficiency by reducing respondent and researcher burden during 
the data collection process. 

Representative sampling. The goal of sampling in most stud
ies is to generate a representative sample of the target population 
from which study participants are selected. The most common 
method to select a representative sample is to select participants 
from the population through a random process. A random 
sample is a study population selected through a chance (random) 
process. The random selection of participants ensures that the 
characteristics of the people that comprise the study population 
are similar to the target population from which they are selected. 
It should be noted that even with random sampling, there is no 
guarantee that the sampled population will be completely repre
sentative of the target population. Similar to a coin toss, if one 
were to flip a coin 100 times, the coin flip would not always result 

in 50 head and 50 tail flips. The result could lead to 55 head and 
45 tail flips or, alternatively, 45 head and 55 tail flips. However, 
over a sufficient number of iterations of this process, the average 
of these coin flips would result in a balance of 50% heads and 50% 
tails. This random variation in the chance process is similar to the 
variation that may be present in the random sampling process. 

The response rate in cross-sectional surveys is another impor
tant consideration. Not all individuals who are sampled will ulti
mately participate in the study. Given the myriad of requests for 
survey information people receive, it is likely that some people 
may decline completing the questionnaire. This represents a 
form of "nonresponse" in surveys, which must be taken into con
sideration when interpreting the results of these types of cross
sectional studies. 

Nonresponse that occurs randomly among a population that 
is surveyed does not present a problem for generalizability. How
ever, if this information occurs differentially on the basis of the 
characteristics being described, this could yield bias study gen
eralizability. To illustrate, if 75% of older adults, 50% of working 
aged adults, and 25% of families with children responded to a 
survey, there might be reason to believe that age is an important 
contributor to willingness and ability to complete a survey. This 
age variability in response means that the sample in which data 
was collected is not representative of the age of the population 
from which these data were collected. 

In general, a 60% response rate is considered a good benchmark 
in determining adequate survey response.2 Although beyond the 
scope of this chapter, two references are available for individu
als to improve response rates in surveys.3 Despite response rate, a 
researcher can take steps to compare whether the sampled popu
lation differs from the target population if information about the 
target population is available. For example, there may be informa
tion from previously collected data, such as a census, that would 
have neighborhood characteristics. This information would help 
determine whether the population studied is truly representative 
of the target population. 

Another option available to the researcher would be to per
form a random sample of individuals from strata (called stratified 
random sampling) on the basis of the underlying characteristics 
of the population such as age or gender. Stratums are mutually 
exclusive and exhaustive levels of a population characteristic, such 
as age. If the pharmacist knew that 50% of the patients at their 
pharmacy were 65 years or older, 30% were aged 18-64, and 20% 
less than 18 years of age, then the pharmacist could randomly 
sample a number of patients from each age stratum to reflect this 
distribution of age found in the overall population. This requires 
a good understanding of the target population, which may not 
always be available. Stratified random sampling produces a rep
resentative sample from each stratum for comparative and/or 
representative reasons. Simple random sampling may or may not 
provide sufficient sample in each stratum. 

Nonrepresentative sampling. In some instances, obtaining a 
representative sample of individuals from the target population 
may not be feasible or desirable. In such cases, a convenience 
sample may suffice. A convenience sample is a nonrandom sam
ple of respondents available to a researcher at a given place or time. 
In the previous example, the pharmacist considering purchasing 
a bone densitometer may be tempted to provide the survey on 



his/her day off so that he/she can focus on the survey administra
tion. Depending on the day of administration, the convenience 
sample selected by the pharmacist may differ from the overall 
population frequenting their pharmacy. If, for example, the phar
macist conducts the study on a Tuesday from 1-5 PM, the patients 
completing the survey will be less likely to be employed full time 
(since most full-time employees would be at work at this time), 
may over-represent retirees that have more flexibility in their 
schedule, or may differ in other important aspects from the over
all customer base at the pharmacy. The population will therefore 
not be generalizable to all patients using the pharmacy services. 

In some cases, a researcher may not desire a broad represen
tation of the overall population, but only be interested in results 
from a specific sample of patients. In these cases, the researcher 
may use a purposive sample of respondents with desired charac
teristics nonrandomly. In the previous example, it may be possible 
that the pharmacist only desires to understand the characteristics 
of patients aged 65 and older. One could see specifically how the 
pharmacist may not be interested in the characteristics of a pediat
ric patient population or less interested in a nonelderly adult pop
ulation given that the risk of osteoporosis is the highest in older 
adults. Therefore, the pharmacist may purposively (nonrandom) 
sample only adults aged 65 and older to complete the study. This 
purposive sample would provide relevant bone densitometry 
information about the elderly, but would not be representative of 
the entire patient population frequenting that pharmacy due to 
the exclusion of other patients from the sampling process. 

Data Collection 

Data from cross-sectional studies may be collected either pro
spectively or retrospectively. Retrospective data involve previously 
collected information to analyze a population at a prior point in 
time. Prescription records would be one example of a data source 
that may be available to a pharmacy researcher. Retrospective 
analyses are limited to data already captured or the questions 
asked by other researchers. As such, all information of interest 
may not be available to a researcher. Therefore, many researchers 
collect data prospectively by generating a standardized question
naire. A number of sources are available to researchers who are 
interested in generating study questions. Pharmacists interested 
in developing questionnaires are encouraged to seek additional 
sources when putting together survey instruments,4.5 

Once the questions are formulated, information can be col
lected in a number of different ways through telephone interviews, 
in-person interviews, mailings, or internet survey questionnaires. 
The method of administration should be determined by the needs 
of the researcher. It is generally less burdensome on a researcher 
to collect information via a mailed survey or internet survey 
than in-person or telephone interviews. However, there are fewer 
opportunities in a mail or internet survey to clarify issues that 
may arise in the process of completing the survey, which can lead 
to questions being answered inappropriately or not at all. A num
ber of other considerations are also important in determining the 
method of administration. Mail questionnaires, for example, may 
be difficult for individuals with lower levels of education or read
ing proficiency to complete. Internet surveys may be less likely 
to be completed if the population targeted is older and does not 
routinely use the internet. Finally, telephone surveys may not 
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include individuals who only use cellular telephones and do not 
have phone numbers available otherwise. 

Analysis 
The next step in a cross-sectional study is to analyze the data. Most 
cross-sectional studies are purely descriptive. In such cases, data 
analysis simply consists of summarizing the characteristics of the 
population using means and percentages. However, sometimes 
a researcher may examine an association between two variables 
collected during the same cross-section in time. These "analyti
cal cross-sectional studies" have potential biases that should be 
considered by researchers and this type of analysis should be 
interpreted cautiously. 

In the previous example, the pharmacist interested in pur
chasing a bone densitometer collected information on osteo
porosis risk factors as well as the presence of osteoporosis in 
his patients as part of the survey, and was tempted to examine 
whether the presence of one of these risk factors increases the 
patient risk for osteoporosis. There is a fundamental flaw in eval
uating this relationship in cross-sectional studies since data on 
exposures are collected at the same time as data on outcomes. 
Unless a researcher has clear information about whether or not 
the exposure happened before the outcome of interest, there is 
no way to establish a causal association between them. Because 
cross-sectional studies obtain information on exposures and out
comes at the same point in time, they lack the ability to establish a 
temporal relationship between them. Associations found in cross
sectional studies should be viewed with skepticism and warrant a 
stronger study design to confirm a causal link. 

Strengths and Limitations 
Despite their limited ability to examine associations, cross
sectional studies are an efficient means of capturing descriptive 
information about a population at a given point in time. However, 
as indicated, cross-sectional studies have a number of potential 
limitations including nonresponse, which may limit generaliz
ability. In addition, clinicians should be cautious when inter
preting associations from cross-sectional studies given biases of 
temporality. Another limitation of cross-sectional studies is that 
they capture data on prevalence, not incidence of exposure or out
comes. Because data is collected at a single point in time, it is not 
possible to identify new (incident) cases of a disease; only exist
ing (prevalent) cases can be determined at the point in time the 
data are collected. If disease incidence is of interest to a researcher, 
longitudinally following patients over time would be necessary to 
rule out previously existing cases. 

PRE AND POSTOBSERVATIONAL STUDY DESIGNS 

The major limitation of cross-sectional studies is the lack of infor
mation about a population over time, resulting in biases of tempo
rality when making causal inferences. Two specific epidemiologic 
designs have been detailed in previous chapters that address this 
limitation (cohort and case-control studies). However, the tra
ditional cohort and case control study designs are not always 
possible to conduct. In pre and postobservational designs, a 
researcher examines the effect of an exposure in a population by 
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comparing observations in that population before and after the 
exposure. This type of study design is frequently referred to as 
a one group pretest-posttest (or pre-post) or before-after study 
design.~ Because observations are collected both before and after 
an exposure, the pre-post study design, eliminates the bias of tem
poral precedence found in cross-sectional studies. 

Study Design 
To better understand the pre-post study design, consider the fol
lowing example based in part on a published study that examined 
a prior authorization program in the Georgia Medicaid program.7 
This step-therapy policy required any patient filling olanzapine, 
risperidone, or clozapine to first fail at least two different regi
mens of a first-generation antipsychotic agent. The program was 
enforceable from November 1996 through September 1997. For 
illustrative purposes, the examples presented below do not rep
resent the actual results from the aforementioned study and inter
ested readers are encouraged to review the actual study. 

In this example, it should be clear to the reader that the expo
sure of interest in this evaluation is a change in prescription 
benefits that affects an entire population of patients at a single 
point in time. The goal of this change in benefits is not research 
or program evaluation, but to influence prescription use and 
reduce health plan spending. As such, it is neither practical nor 
feasible to randomize patients into exposed group or unexposed 
group as required in an RCT. It is also not possible to observe 
outcomes within a control group during this time given that the 
policy affects all patients requiring antipsychotic treatment in 
the Georgia Medicaid program. This makes other epidemiologic 
study designs such as cohort or case-control studies impractical. 
A researcher seeking to understand the effect of these policies 
on the studied population is limited to observing the effect only 
among the population impacted. 

The most basic pre-post study design is the one-group pretest 
posttest study design in which observations are compared before 
and after an intervention in the population of individuals affected 
by the intervention. In this design, information on each individ
ual would be collected before the study (pretest) by the researcher 
and compared to information collected after the study (posttest). 
The study design is presented diagrammatically as 0 1 X 0 2, 

where 0 1 represents the first study observation which occurs 
before the intervention, X represents the intervention, and 0 

2 
rep

resents the second observation following the intervention. 

Data Collection 

Pre-post studies are often conducted retrospectively. The most 
common scenario in which a pre-post study design is conducted 
is when a natural and common phenomenon affects a population. 
As should be clear by now, the researcher likely has no control 
over the policy being implemented and can only observe the effect 
of the policy once implemented. However, in some instances, 
there may be advanced notification of the change, allowing data 
to be collected prospectively before the policy and after the policy. 

Analysis 
To evaluate the effect of the Georgia step therapy policy, the 
researcher might compare average antipsychotic expenditures in 
May 1996 (6 months before the policy) as a pretest measurement 

to posttest expenditures in April 1997 (6 months after the pol
icy). Given the restrictive nature of the policy, the researcher 
would anticipate a drop in antipsychotic expenditures following 
the policy. However, in this example, the researcher is surprised 
to find an increase in antipsychotic expenditures from $0.75 to 
$0.85 per beneficiary per month using this study design. This 
change could be tested for significance using at-test to examine 
the mean change in the outcome between observation periods. 
Alternatively, additional variables could be included as covariates 
in the model to control for their effect on the outcome using linear 
regression. If the outcome was dichotomous (such as might be the 
case if the researcher is interested in the probability that a person 
uses an antipsychotic medication before and after a policy), the 
researcher could use a chi-square test to examine the probabil
ity of the outcome after the intervention compared to the period 
before the intervention. Again, if additional variables are of inter
est to the researcher, an alternative to the chi-square test would be 
a multivariable logistic regression model. 

Strengths and Limitations 
The pre-post study design is a significant improvement over the 
cross-sectional study design because it eliminates the bias of tem
porality. However, this study design is prone to potential biases such 
as history and maturation, which have been explained in previous 
chapters. As a reminder, maturation is defined as a natural change 
in an outcome over time outside of the influence of the exposure of 
interest. In the United States, the price of antipsychotic medications 
has increased over time as has the use of these medications for new 
mental health conditions. Not accounting for these natural changes 
outside of the policy could lead a researcher to conclude that the 
policy increased prescription expenditures when in fact external 
influences of maturation were the contributing factor. 

Another significant concern is biases of history. History is the 
effect of a second factor occurring between the pretest and the 
posttest that is confused for the effect of the exposure of interest. 
Examples of potential historical threats in pharmacy include the 
addition of new medications or generic entry in the market. Not 
accounting for historical biases could lead a researcher to inap
propriately attribute a causal association between an exposure and 
outcome when a competing variable is responsible for the change. 

The one-group pre-post study design could also be biased by 
regression to the mean. Regression to the mean refers to extreme 
scores on a variable at pretest which leads to more room for a score 
to approach the mean value than might be expected otherwise. 
If antipsychotic prescribing by clinicians was particularly low in 
Georgia before the policy and these drugs were underused for 
mental health problems in the state, a researcher might antici
pate a greater uptake of these medications over time than might 
be expected in other states. This would make it look as though 
the policy increased antipsychotic use when in fact the uptake 
of these medications was appropriate to bring the state closer to 
accepted standards of practice. 

There are a number of strategies that a researcher can employ 
to improve the one-group pre-post study design and reduce the 
limitations (Table 6-1). One option available to a researcher is 
to add observational time points to the study. Adding additional 
time points before the exposure allows the researcher to exam
ine patterns of maturation occurring naturally outside of the 



TABLE 6·1 • Pretest/Posttest Study Design Variations 

Study Design 

One-Group Pretest/Posttest 

One-Group Multiple Pretest/Posttest 

One-Group Treatment Switching 

Pretest/Posttest with 
Nonequivalent Comparator 

Notations: 
0 1 =Observation 1 
0

2 
=Observation 2 

0
3 

=Observation 3 
X = Intervention * = Intervention Removal 

Core Design 

0 1 X02 

0
1 
0

2
X0

3 

0 1 X02 *03 

Group 1: 0
1 
X0

2 

Group 2: 0 1 0 2 

influence of the exposure and control for these patterns. In the 
previous example, examining antipsychotic expenditures both 6 
(0

1
) and 12 months (0

2
) prior to the policy (X) shows growth in 

this outcome before the policy. The change in this outcome prior 
to the policy from 0

1 
to 0

2 
can then be compared to the change 

from 0 2 to the postobservation 0 3 to see if it was a policy effect or 
normal change due to maturation. In this specific example, anti
psychotic expenditures grew from $0.68 to $0.75 before the policy 
which is similar to, albeit smaller than, the change after the policy. 

Another design enhancement is to either remove treatment 
or reintroduce treatment (x_). The benefit of removing or re
adding treatment relates to reproducibility of study results. If the 
treatment had a positive influence on the outcome, removing the 
treatment should have the opposite effect on that outcome. This 
can be seen in the previous example where the removal of the pol
icy(*) causes a reversal in the effect of the policy from 0 2 to 0 3• 

In this study, the original treatment effect showed a slight increase 
in antipsychotic expenditures from $0.75 to $0.85 per member 
per month. However, eliminating the policy resulted in a sharp 
increase in antipsychotic expenditures to $1.20 per member per 
month suggesting the policy may have slowed a bigger expendi
tures increase. 

A common design enhancement to the one-group pre-post 
study is to add a nonequivalent comparison group of individ
uals who are not subjected to the intervention. This study design 
is similar to the cohort study in which outcomes are compared 
between a treatment and a control group before and after an inter
vention. The difference between this study design and a cohort 
study design lies in the implementation of a natural change (the 
implementation of the step therapy policy) in an entire population 
at a single point in time. Comparing antipsychotic expenditures in 
Mississippi which lacked any prior authorization restrictions, over 
the same time period as antipsychotic expenditures were observed 
in Georgia shows an increase from $0.70 to $1.70 per member 
per month in the absence of the policy. This dramatic increase in 
expenditures suggests that the policy in Georgia may have curbed 
a similar increase in the state had the policy not existed. This study 
design is generally considered minimally sufficient for attributing 
causal inference between an exposure and an outcome.6.s How
ever, researchers should carefully consider differences between 
groups (selection bias) when making causal inferences. 
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Antipsychotic Expenditures per Member per Month 

Observation 1 Observation 2 Observation 3 

$0.75 $0.85 

$0.68 $0.75 $0.85 

$0.75 $0.85 $1.20 

$0.75 $0.85 

$0.70 $1.70 

TIME-SERIES ANALYSIS 

One of the design features available to improve the one-group 
pretest/posttest design is to add additional observations to the 
study. Tiris is particularly useful in cases where maturation is a con
cern. In time-series designs, multiple observations are added over 
time both before and after an intervention. If enough time points 
are available, a researcher can track trends in an outcome over time 
before and after a policy. Time-series analyses have been described 
as one of the stronger observational study designs to attribute causal 
inference.u It is particularly useful when an intervention occurs at 
a specific point in time and applies to a population of individuals 
simultaneously. This study design is adept at examining trends in 
an outcome over time, the potential for an immediate treatment 
effect, and the sustainability of a treatment effect over time. 

Study Design 
The previous example describing the effect of a prior authori
zation policy in the Georgia Medicaid program will be used to 
describe the core design features behind a time-series analysis. As 
mentioned, the policy was implemented in November 1996 and 
discontinued in October 1997. Using data from 1996-1997, the 
study allowed for comparison of a 10-month prepolicy period to 
an 11-month policy period. The time-series analysis is set up by 
allowing each month to be treated as a separate observation of 
antipsychotic expenditures per member per month. 

Generally, a researcher begins by plotting the outcome of inter
est over time as seen in Figure 6-1. Plotting the outcome reveals a 
sudden reduction in the rate of antipsychotic expenditures imme
diately following the policy followed by an increase in expendi
tures after the policy similar to the period preceding the policy. 

The observations from a time-series study can help to exam
ine a number of different aspects that could not be evaluated by 
simply comparing average expenditures at a single point before 
and after the policy in the pre-post study design. In particular, the 
pre-post study design did not capture maturation prior to the pol
icy as seen with the trend of increasing expenditures in the plot 
above. It also did not capture the sudden reduction in antipsy
chotic expenditures that occurred immediately following policy 
implementation. Finally, it did not capture the fact that despite 
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FIGURE 6-1: Trends in Anti psychotic Expenditures Before and After the Gerorgia Medicaid Prior Authorization Policy. 

this sudden decline, trends in antipsychotic spending increased 
at the same rate as the period preceding the policy, which suggests 
that the effect of the policy may be short-lived. The advantage of 
the time-series analysis is its ability to discern such effects over a 
period of time from an intervention. 

Analysis 
Time-series analysis is often performed retrospectively. Although 
this analysis can be performed prospectively, capturing data on 
the same population of individuals repeatedly over a prolonged 
period of time risks attrition of subjects from the study. Data are 
therefore summarized usually over the population across periods 
of time using previously collected or administrative claims data. 
Once these data are summarized for each observation period, 
the researcher can predict the outcome using a linear regression 
model where the predictor of interest is the observation time 
period (ranging from 1 for the first observation to n where n rep
resents the last observation) with additional variables denoting 
whether the observation occurred before or after the policy. The 
specific function of this regression is beyond the scope of this 
chapter. Readers interested in performing a time-series analysis 
are encouraged to consult other resources.9•10 
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Strengths and Weaknesses 
The time-series analysis is a very useful tool for capturing a more 
complete description of both immediate and sustained treatment 
effects that may occur after a change in treatment This study design 
is also adept at controlling for changes that may occur in an outcome 
variable as a result of natural maturation. Despite these advantages, 
there are limitations of time-series analyses. In particular, biases of 
history (outside influences occurring during the study period that 
may influence the outcome but are attributable to treatment) are still 
a threat Similarly, attrition of subjects is a concern given that numer
ous observations are required to conduct this analysis. The more time 
points that a researcher needs to examine, the greater the potential 
for subjects to drop out of the study. Several additional features can 
improve the validity of the time-series study design. One of the most 
compelling design features that can be added to a time-series analy
sis is the inclusion of a nonequivalent comparison group similar to 
what was described in the pre-post study design. This is often con
sidered the strongest quasi-experimental observational study design 
possible for evaluating policy changes across populations.6.8 

Continuing with the example of the prior authorization policy 
in Georgia, one might compare antipsychotic expenditures 
to Mississippi where this policy was not in place (Figure 6-2). The 
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Month 

FIGURE 6-2: Trends in Anti psychotic Expenditures Before and After the Policy in Two States. 



addition of the control group shows a rapid increase in an ti psychotic 
expenditures in Mississippi around the time the policy went into 
place. This increase was due primarily to the introduction of olan
zapine, which entered the antipsychotic market in September 1996. 
This represents a significant bias of history, which was not captured 
well in the other study designs showing the value of including a con
trol group in these studies if possible. The inclusion of the control 
group allowed the researcher to see the effect that this bias may have 
had in Georgia had the prior authorization policy not been in place. 

ECOLOGICAL STUDIES 

In some circumstances, a researcher may not have information 
from individuals when conducting a study, but may instead have 
information about groups of individuals. An ecological study is 
a study that makes comparisons in groups of individuals rather 
than on individuals themselves.11 Aggregated group information 
may be available on either the treatment or the outcome of inter
est. There may be several reasons why a researcher would use 
aggregated information instead of individual information. These 
data may be easier to collect and less costly to acquire given that 
this information is often available in registries, censuses, or previ
ously conducted surveys. In some instances, aggregated data may 
supplement data collected on individuals when this information 
does not exist in other data sources for those individuals. A com
mon example in health research is the use of census information 
across a region or zip code to approximate education or income, 
which is not available in administrative claims data sets. 

Study Design and Analysis 
A specific question that lends well to the ecological study design 
is research on whether pertussis cases are lower in states where 
pharmacists have the authority to vaccinate patients with teta
nus diphtheria and pertussis (TDAP) vaccines. In this example, 
the unit of analysis is the state. The outcome of interest would 
be aggregated rates of pertussis within each state. A researcher 
might use previously collected data to compare pertussis cases 
within each state as tracked by the Centers for Disease Control 
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and Prevention (CDC) to immunization laws available in board 
of pharmacy regulations. Once aggregate information is collected, 
rates of pertussis could be compared using t-tests to compare the 
mean number of pertussis cases in states with vaccination author
ity versus those without vaccination authority. 

Strengths and Weaknesses 
One of the primary advantages of an ecological study is that they 
usually rely on previously collected information malting them 
easy and inexpensive to conduct. However, they are subject to sig
nificant limitations. In the pertussis example, the researcher may 
be tempted to infer that individuals that have access to pharmacist 
immunization services are more likely to receive TDAP vaccina
tion and less likely to develop pertussis. However, since informa
tion is not available on individuals, but only across groups, this 
association is not valid due to a bias of ecological fallacy. The 
ecological fallacy refers to inappropriately inferring an associa
tion among individuals when observed in a group. 

There are several factors that are not accounted for in the 
group study design that would prevent us from malting an asso
ciation at the level of the individual. Although pharmacist immu
nization authority may be thought of as the contributing factor 
leading to higher rates of vaccination within a state, it is unknown 
whether rates of immunization are being driven by pharmacists 
and not a different medical provider. Suppose, for example, the 
states that have more immunizations have higher immunization 
rates because physician practices in these states are screening and 
providing TDAP vaccines at higher rates. If individual inference is 
made from group associations, it can lead to inappropriate infer
ence of higher immunization rates with pharmacists when in fact 
it could be other providers that are the underlying reason for the 
higher immunization rates. 

SUMMARY AND CONCLUSION 

The observational study designs covered in this chapter vary 
considerably in their conduct and purpose, as seen in Table 6-2. 
Each has a unique contribution to the pharmacy literature and 

TABLE 6-2 • Summary of Other Observational Study Design, Use, and Limitations 

Study Design Appropriate Use Major Design Limitations 

Cross-Sectional Data are systematically collected Most appropriate for describing a Unable to examine associations between 
to describe a population at a population at a given point in time. an exposure and outcome given a bias of 
given point in time. temporal precedence. 

Pretest/Posttest Outcomes are compared before Used to describe a population both Biases of ma tu ration, history, and 
and after an intervention on before and after an intervention to regression to the mean prevent causal 
a population effected by the examine changes resulting from the inference from this design unless 
intervention. intervention. additional design features are included. 

Time-Serles Outcomes are examined over Useful for describing a change in Biases of history may still influence 
numerous observations before the trend (growth over time) or level changes in an outcome if present. 
and after an intervention. (sudden disruption) of an outcome in a Attrition concerns exist given the need to 

population effected by an intervention. examine a population over an extended 
period of time. 

Ecologlcal Aggregated data are used Used to compare group associations Group associations may not reflect 
to examine associations between populations when data is not associations between individuals due to 
across populations instead of available on the specific individuals the ecological fallacy. 
individuals. comprising the population. 
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there are a number of significant limitations that should be con
sidered carefully by pharmacists while making clinical or policy 
decisions on the basis of these studies. The potential limitations 
of these studies should be carefully considered when interpreting 
results. There are numerous study design enhancements that can 
increase validity in making causal inferences between a treatment 
and an outcome of interest in these studies. Of the study designs 

Review Questions 
1. How does the pre-post study design eliminate the bias of 

temporal precedence in a cross-sectional study? 

2. Describe the value of adding a control group to both pre-post 
and time-series evaluations when comparing outcomes among 
individuals. 

3. Which of the study designs presented in this chapter is most 
appropriate for examining subtle changes in outcomes when 
maturation is a concern and why? 

4. Which study design is more appropriate for examining effects 
of an intervention that may occur gradually over time and 
why? 

5. What steps should a researcher take to ensure that respondents 
to a survey are generalizable to the source population that was 
surveyed? 

Online Resources 
National Center for Health Statistics: Surveys and Data 
Collection Systems: http://www.cdc.gov/nchs/surveys.htm 

National Information Center on Health Services Research and 
Health Care Technology Finding and Using Health Statistics: 
http://www.nlm.nih.gov/nichsr/usestats/index.htm 

Issues in Survey Research Design: http://ocw.jhsph.edu/index 
. cfm/go/viewCourse/ course/ surveyresearchdesign/coursePage/ 
index/ 

mentioned within this chapter, only pre-post with a nonequivalent 
comparator group, time-series, and time-series with a nonequiva
lent comparator group study design are considered strong enough 
to make causal inferences between an exposure and an outcome. 
However, even these study designs have important limitations. 
Careful consideration of study limitations will guide clinicians 
using these types of studies when making informed decisions. 
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Case Reports and Case Series 
Jane R. Mort, PharmD • Olayinka 0. Shiyanbola, PhD 

CHAPTER OBJECTIVES 

.,. Discuss the objectives of case series and case reports 

.,. Outline the necessary components crf case reports 

.,. Describe design and methodology of case series 
studies 

KEY TERMINOLOGY 

Case report 

Case series 

INTRODUCTION 

Publication bias 

Reliability 

Case reports and case series are descriptive studies that recount 
a patient scenario complete with pertinent medical information 
such as laboratory values, medications, and diagnoses.1.a A case 
report includes a detailed discussion of a unique medical sce
nario of a single case or event in light of the currently available 
literature and provides an evaluation of the findings. 3 Case series 
describe "a group of patients with similar diagnoses or under
going the same procedure followed over time:'4 Although case 
reports and case series are at the lower end in the hierarchy of 
evidence, they provide valuable information to practitioners 
and policy makers.1 In fact, five of the •51 Landmark Articles in 
Medicine• identified over a 150-year period were case reports.s-1 

With increasing emphasis on randomized studies for 
evidence-based medicine, some have come to question the need 
and utility of case reports and case series.SJ> Over the last several 
years, the number of published case reports has declined due to 
the perception that they are anecdotal and limited in their ability 
to be generalized.5 In addition, publication costs, limitations in 
print space, need for peer reviewers, journal competition, and 
emphasis on the impact factor have brought about a decrease 
in number of case reports published.5.1° However, journals 
exclusively publishing case reports have been developed and 
include the Journal of Medical Case Reports and Clinical Case 
Reports. These journals recognize the importance and need for 
case report literature.11 Despite the need for well-designed stud
ies, case reports have provided significant information that has 

.,. Evaluate strengths and weaknesses crf case reports and 
case series 

.,. Evaluate the results reported In case reports and case 
series 

Validity 

helped to advance medical treatment.s-7 Case reports have been 
found to be a viable source for identifying unexpected or uncom
mon occurrences, previously unknown conditions, new adverse 
drug reactions (ADRs), and innovative indications for medica
tions.9 This chapter will provide a description of case reports and 
case series including, for each, a definition, characteristics, study 
design features, writing guidelines, strengths/limitations, and 
points for critical evaluation. 

CASE REPORTS 

Case Report Definition 
Case reports are the most basic form of medical evidence that 
often provides the first suspicion that an issue e:rists.,_10.t2 A Q&e 
report is a brief report of clinical characteristics or course from 
a single clinical subject or event without a comparison.J.6 This 
form of literature only serves to provide a description of a sit
uation and is not intended to lead to a conclusion or answer a 
hypothesis. m Case reports may be organized according to their 
objective in describing a specific type of situation such as identi
fication of a new condition or presentation, an unknown adverse 
effect, or a new use for a medication.9·13 Each type of case report 
will be described in greater detail. 

Case Report Type Based on Objectives 
Case reports may be used to describe uncommon diseases, 
unique variants of known conditions, or unknown conditions 
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TABLE 7-1 • Types of Case Reports 

Type Feature 

Disease Identification • Previously unknown or variant of 

Adverse Drug Reaction 
(ADR) Reporting 

New Treatment 
Approach 

Educational 

Quallty Assurance 

known condition 
• Reader must avoid generalization of 

the rare condition 

• Most common source of information 
for drug removal 

• Excellent in identifying rare and seri
ous ADRs 

• Utility in identifying ADRs in special 
populations 

• Generally used to generate a hypoth
esis for further testing with a more 
resource-Intensive design 

• May lead to unsubstantiated use 
of medications for unapproved 
indications 

• Present a scenario to help clinicians 
improve practice skills 

• Practice errors can Illustrate problems 
to avoid by other practitioners 

(Table 7-1}. For example, a unique variant of diabetes involving 
mitochondrial differences is associated with fewer neurologic and 
vascular changes and was identified via a case report.' However, 
care must be taken in the clinical application of the identification 
of rare conditions given the extreme infrequency of the situation 
in common everyday practice.13 

Case reports may be used to identify ADRs. In fact, serious 
ADRs have been identified via case reports more often than any 
other research approach, and removal of most medications from 
the market due to ADRs emanate from case report evidence.12

•
14 

The latter is likely due to limitations of the evidence required by the 
Food and Drug Administration (FDA) for market approval.14 The 
premarketing evidence supplied to the FDA is oflimited duration 
and, therefore, if an adverse effect is delayed, then it will not be 
reported. In addition, adverse effects that occur as rarely as 1 in 
10,000 patients or less would not be identified in premarketing 
studies simply due to the small sample size in premarket stud
ies. Finally, ADRs that occur in special populations are frequently 
not identified because these patients are often excluded from 
research. The effect of a reduction in publication of ADR case 
reports on recognition of serious reactions is of concern. In addi
tion, the tendency to only publish previously unreported ADRs 
minimizes the production of a body of evidence supporting the 
occurrence of a unique ADR.15 Reporting of ADRs through Med
Watch, however, continues to provide a mechanism for ADR 
tracking.14 

Case reports can be used to document previously unknown 
effectiveness of an agent in the management of a condition.9 An 
interesting example involves the presentation of hypoglycemia in 
a patient with an infection that was treated with a sulfa drug. This 
information led to the development of sulfonylurea agents for 
diabetes.' Similarly, sildenafil was developed based on reports of 
erectile effects from specific antihypertensive agents.12 Evidence 
for new uses of medications is often not as dramatic and clear 

cut as these examples and may lead to off-label use of medica
tions, which is not substantiated. Specifically, a study examining 
dermatologists' prescribing practices found that 14% of medica
tions were used for off-label indications and 70% of this use was 
supported by limited data. 1° Care must be taken in interpreting 
case based findings that suggest an agent is effective in treating a 
condition. 

In many instances, the case report leads to a study that tests a 
hypothesis. This is based on the theory that the case report rep
resents an unexpected occurrence, which brings about theorizing 
and then testing of the hypothesis.' Case reports can be used to 
guide the more time consuming and resource intensive research 
approach to determine the validity of results.6 For example, case 
reports suggested the occurrence of liver tumors in patients tak
ing oral birth control pills.1 This information led to a case con
trol study demonstrating a strong relationship between continued 
use of high-dose oral birth control pills and hepatocellular ade
nomas. A project examining case reports in the journal Lancet, 
found that 103 case reports led to 24 randomized controlled trials 
(RCTs).1° Conversely, a study looking at 63 previously unreported 
ADRs in five journals found that only 17% were evaluated fur
ther.16 The latter may be a more conservative report of the impact 
of case reports on subsequent research activities due to the proj
ect requirement that the case had not been reported previously. 
Often, multiple reports are needed to substantiate an issue and 
lead to a well-designed study. 

Case reports may be published to educate clinicians in a vari
ety of ways such as recognizing common or unique clinical sit
uations, developing patterns of clinical thinking, and gaining 
knowledge through a short overview of the literature that ties 
information directly to patient care.6.9 Case reports can also serve 
as a quality assurance tool, helping others avoid similar mistakes. 
For example, a case study published in the New England Journal 
of Medicine guided the reader through the problem solving pro
cess in a complex case of methotrexate toxicity due to a medi
cation error (methotrexate administered daily instead of weekly 
due to a transcription error) and helped practitioners recognize 
the need to consider medication errors as the source of complex 
life-threatening illness.17 

Case Report Study Design and Write-up 
Design 

Case reports can be prospective or retrospective.6•18 The ret
rospective design is more common and involves reporting an 
observed occurrence after the event. The retrospective design 
is limited by the information and outcome measures recorded 
during the actual event. Conversely, the prospective case report 
entails preplanning the proposed treatment approach and mea
surements of impact. Subsequent patient management follows the 
prescribed plan. This approach involves more preliminary work 
but facilitates the write-up of the case report by clinicians. Since 
the strength of case reports is its written description, the report or 
write-up is critical in the conduct and design of the case report. 

Identification and Preparation" 

Because the strength of case reports is in describing the novel 
occurrence, the first step in writing a case report is to recognize a 
unique situation. To assure that the case is truly unique, clinicians 



must review the literature to determine if the case will add to the 
body of knowledge on the topic in question. In addition, clini
cians should talk with the other providers to make sure no one 
else is working on the project. Selection of the proper journal is 
an important step and may influence the manuscript and consent 
form. Clinicians should consider journals for publication based 
on the nature of the case and carefully review the instructions for 
authors in the specific journal. Consent must be obtained from 
the patient or next-of-kin if the person has passed away. Prepara
tion for the case study write-up involves obtaining patient infor
mation including demographic information, history, test results, 
treatments, and time course. 

Overview of Write-up 

The case report typically contains a structured abstract, an intro
duction containing background on the main aspects of the case, 
a description of the patient case, a discussion of the case in the 
context of available literature, and a conclusion highlighting the 
key features of the case. 6 Important characteristics of the case 
report include emphasizing a salient point, providing the infor
mation in an objective manner, and not attempting to draw con
clusions that go beyond the uncontrolled reporting of a case (e.g., 
causality).M 

Case reports should have a clear title that optimizes access via 
literature searches. In general, the introduction should include 
a sufficient review of the topic to allow the reader to recognize 
the importance of the issue and relevance of the case.3

•
6 The 

case should include all of the necessary information (diagnoses, 
treatments, medications, laboratory values, outcome measures) 
and time course to allow the reader to fully evaluate the case.3.6 
Identifying information such as patient initials, date of birth, and 
even specific dates of admission should be removed. 3 The patient's 
medication history should include dosages, routes, dosage forms, 
treatment start and stop dates, and blood levels if available. 
Description of the time course is important in understanding the 
event and evaluating the possible causal relationship. Despite the 
desire to include a complete description of all aspects of the case, 
the report must be free of extraneous information. Conclusions 
should not be stated in this section. 

The discussion section should include an evaluation of the 
situation in light of the information available. The report should 
clearly state the unique and relevant clinical issues learned from 
the reported case.3 For example, if a case report focused on an 
off-label use, the typical management options for the condition in 
question would be presented along with their efficacy data. 6 The 
discussion should examine the validity of the proposed relation
ship including an objective evaluation of other potential causes 
or unique patient variables.3

.6 This is necessary since there is no 
means to control for patient variables in a case report.6 The dis
cussion section should conclude with a summary of the impor
tant aspects and direction for future work, not just "additional 
research is needed in this area."6 Figures or tables are used to 
present information from the case or to support the discussion 
but should avoid repetition of the text.6 The figure or table should 
stand on its own without requiring the text to explain the infor
mation. The case report should also contain acknowledgments of 
work done by others. Informed consent should also be stated in 
the case report.10 The conclusion should state in a concise manner 
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what is to be gleaned from the evidence of the case report. 6 Care 
must be taken to assure that the conclusions do not stretch beyond 
the facts of the case. 

The CARE (CAse REport) guidelines were developed to 
improve consistency in case reports.20 These guidelines were cre
ated via consensus methodology and serve as a resource to edi
tors and authors. The CARE checklist is available at the "CARE 
case report guidelines" website <https://www.care-statement.org/ 
resources/ checklist>. 

Characteristics of a Good Case Report 

A good case report must clearly make a unique and novel point.9•
12 

There needs to be sufficient background description for the 
reader to understand the unique aspect being reported. The time
frame of condition onset and means for diagnosis or identifica
tion should be clearly stated. The patient characteristics should 
include aspects such as age, gender, race, conditions, and fam
ily history. A detailed clinical course of the event and outcome 
should be provided. The case must describe concisely the patients' 
medications including prescription, over-the-counter, and natu
ral products with relevant start and stop dates, dosages, routes, 
and schedules. The impact of medication, dechallenge (taking the 
medication away) and rechallenge (restarting the medication), 
should be recorded if available.21 Patient outcomes, diagnostic 
work, and laboratory results should be reported along with their 
time course. The case report should provide convincing evidence 
by itself.9 The description and discussion of the case should pro
vide scientific evidence to explain the findings.3 

Use of widely accepted tools to evaluate the event will help to 
analyze the strength of the relationship being described. For exam
ple, the Naranjo scale helps to grade the relationship between an 
event and a medication as a cause of the event.22

.23 This scale con
tains 10 items that are scored based on yes or no answers with a 
possible score range of -4 to 13. A definite ADR is ~9, probable 
is 5 to 8, possible is 1 to 4, and doubtful is gi_ The 10 questions 
evaluate whether the occurrence has been reported previously, the 
event started with the drug, the problem improved on discontinu
ation, the event recurred with medication rechallenge, other pos
sible causes exist, the problem occurred with placebo, toxic levels 
were present in body fluids, the event worsened with increasing 
doses or improved with decreasing doses, the patient reacted 
previously to a medication in the drug class, and the event was 
demonstrated with objective results. Similarly, the Drug Interac
tion Probability Scale (DIPS) also uses a 10-question evaluation 
with "highly probable" scores of >8 to "doubtful" of <2.24 These 
tools provide objectivity in the evaluation of the case's facts and 
can be used by readers, authors, reviewers, and editors to evalu
ate the validity of the relationship between a medication and an 
adverse event. 22 

Guideline for Good Clinical Practice by the International Con
ference on Harmonisation (ICH) has differentiated ADRs and 
adverse events on the basis of the relationship between a medica
tion and an adverse event.25 According to the ICH, ADRs should 
have "causal relationship" or at least "reasonable possibility" of rela
tionship between a medication and an adverse event. An adverse 
event is any "untoward medical occurrence" that is not neces
sarily associated with a medication.25 It can include any untow
ard observations in disease, symptom, or laboratory findings. 
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TABLE 7-2 • Strengths and Weaknesses of Case Reports and 
Case Series Design 

Strengths Weaknesses 

Case Reports Identifies rare No causal Inference can 
occurrences be made 

Identifies delayed ADRs Potential reporting bias 

Hypothesis generation No statistical analysis 

Requires minimal Potential for reporting 
resources false results 

Case Serles Study results are closer No causal inference can 
to those of routine clin- be made 
ical practice 

May be useful when a Susceptible to selection 
randomized controlled and measurement bias 
trial is challenging to 
conduct 

High external validity An absolute risk cannot 
be calculated 

Cost-effective and time Data collection may be 
saving design incomplete 

Consequently, the Naranjo scale and DIPS are very useful tools in 
reporting ADRs in case reports. 

Case Report Strengths 
The greatest strength of the case report is the utility to identify 
rare or novel events (Table 7-2). This descriptive form of research 
provides a screening mechanism for identifying unique events in 
the general population based on the large sample and extended 
timeframe.14 This allows for the identification of rare events, 
problems specific to unique populations, and even common 
events occurring after an extended period of time. All of these are 
challenges to many other research designs. Although case reports 
are the weakest in the hierarchy of evidence, they are strongest in 
generating new ideas for future research. It has been suggested 
that the way to advance knowledge is through new ideas.9 Case 
reports, therefore, serve an important role in generating new the
ories/hypotheses and identifying potential new issues for more 
rigorous evaluation. 

Additional strengths of the case report focus on its simplicity 
and economy. The information necessary for the case report is 
already present and, therefore, this design requires no additional 
resources (e.g., dollars, facilities) except author time.1 There are 
limited ethical issues (e.g., consent and anonymity of the patient), 
since the event has already taken place. l.9 Since these reports often 
generate a hypothesis, the case report provides an economical 
way to guide the more expensive research approaches such as a 
placebo-controlled RCT. These real-world experiences are also 
useful in showcasing an educational issue or guiding an improved 
practice.9 Practitioners can use this information to gain unique 
insight into a practice that might have otherwise remained unrec
ognized, creating a "teachable moment." 

Case Report Limitations 
Proving causality in case reports is limited due to significant con
cerns of internal validity and confounding factors such as varia
tion in disease progress, co-occurring treatments and conditions, 

and treatment selection.10
•
18 Significant biases may also exist as the 

findings are based on a single event/patient without any compar
ison group; therefore, statistical significance cannot be evaluated 
in a case study report. Consequently, case reports are considered 
the weakest designs to generate evidence due to these methodo
logical and design concems.9 Thus, the findings from case reports 
are difficult to use for clinical decision making.26 

Reporting bias can also pose a problem. Case reports of new 
approaches to treatment most often describe successful situations. 
In one study, 90% of case reports and case series reported positive 
outcomes and only 10% reported unsuccessful findings.10 There 
exists a potential for manipulation in reporting novel occurrences 
to support the effectiveness of an agent for off-label indications by 
manufacturers or those interested in the success of the medica
tion. This is especially relevant in the publication of manufacturer 
sponsored educational supplements to journals that focus on a 
specific issue.10 Because the case report describes novel occur
rences, it has a high level of sensitivitf·12; however, it has a chance 
of reporting false results and, therefore, a lower level of specific
ity.12 Research examining the correctness of 47 case reports found 
74.5% (35 cases) to be "clearly correct."12 Although this reminds 
the reader to be cautious in assuming the case report has drawn 
the correct conclusion, the authors note "the predictive record of 
such unstructured observations is amazingly good."12 

Recurrent case reporting may help to strengthen the evidence 
of a case report. For example, sleep attacks in patients taking dopa
mine agonists were examined through a review of case reports 
and identified 124 patients in 20 publications.27 This information 
helped to characterize the current understanding of the adverse 
event and promote further studies. Some journals, however, are 
considering publishing only previously unreported case occur
rences.15 This limits the ability to use case reports as a body of 
evidence to strengthen a hypothesis or evaluate the magnitude of 
concern. 

Critically Evaluating Case Reports 
Case reports must be read in an evaluative manner to determine 
the validity and utility of the information presented.211 Pierson 
has created a tool to examine case reports using a simple set of 
five criteria: quality of documentation, uniqueness, educational 
value, objectivity, and interpretation of the situation.211 Each 
item is scored on a scale from 0 to 2 with a summated score of 
up to 10 points. First, "documentation" examines aspects of the 
case report from insufficient evidence supporting the critical 
point of the report to the presence of all necessary information. 
"Uniqueness" is determined by the evidence of a complete liter
ature review. Results may range from the case being reported in 
the same journal to no previously reported occurrences. "Edu
cational value" focuses on the ability to apply the information to 
other situations. For example, is the description sufficiently clear 
and classic to apply to other cases? "Objectivity" centers on the 
biased or unbiased reporting of information in the case report 
itself. "Interpretation" examines the support for the conclusions 
and recommendations made in the discussion. This includes the 
quality and use of the literature review. A complete description 
of this tool can be found in the article by Pierson.28 A checklist 
for evaluating the validity and educational value of a case report 
is also described in this resource. This checklist includes specific 



items to consider for each portion of the case report from the title 
to the references. 

CASE SERIES 

Case Series Definition 
Case series study consists of a group of patients who have been 
diagnosed with the same condition or are following similar pro
cedures over a period of time. 4.29 It does not include a comparison 
group. A case series puts together single specific cases (two cases 
up to thousands) and includes them in one report.1.4 This descrip
tive study design is comprised of individuals whose inclusion is 
based on the occurrence of a definite illness or illness-related out
come.30 A case series can be used in certain scenarios including 
the preliminary report of a new and emerging condition or treat
ment, the report of outcomes by a health professional or institu
tion, or in a multi-institutional registry.4 

Purpose of a Case Series 
The primary purpose of a case series is similar to case reports 
including evaluation of disease course, ADRs, and effectiveness; 
however, the findings of case series are stronger than case reports 
mainly because of sample size. The case series serves to produce 
assumptions that can be further examined in stronger and more 
robust methodological studies.29 

Case Series Study Design and Write-up 
Design 
The study question should be clearly defined and appropriate for 
a case series. Specifically, the question should typically not exam
ine efficacy. The study question should always include the pop
ulation being studied, the intervention/treatment, and the main 
study outcomes.29 

The inclusion and exclusion criteria for the study population 
must be mentioned and well-described. Specific clinical crite
ria should be used in the description of the case series so that 
any reader can accurately examine a relationship between their 
patients and those included in the case series.' A case series 
should define the case in question. For example, if the researcher 
is investigating a series of patients with migraines, a definition of 
migraine should be provided. Important information that clearly 
describes the patient such as demographic features (e.g., age, gen
der) and relevant clinical aspects (e.g., disease, illness stage, and 
duration of illness) should also be included. The nature of the 
patient population may be impacted by the setting. For example, 
a case series from a tertiary care center will likely be composed of 
patients who are more difficult to treat (e.g., refractory to first
line therapy).4 Therefore, including a detailed description of the 
setting and the population will allow a community practitioner to 
determine if the patients in the study can be compared to those 
seen in their own practice, hence, increasing the external validity 
of the study.4.29 In addition, the number of patients in the case 
series should be included along with the length of time it took to 
reach the exact sample size needed. Elimination of patients from 
the case series should be described for the reader to evaluate the 
potential occurrence of selection bias. Finally, there should be a 
description of the follow-up including attrition of patients during 
follow-up or if some patients decided to reject the intervention.4 
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A thorough description of all interventions must be included 
with sufficient clarity for replication. In addition, co-intervention 
clarity is also required because these approaches and thera
pies may significantly affect patients' outcomes and vary greatly 
depending on the practice setting (e.g., referral center, primary 
care setting).4.29 

All outcome measures used in case series should be valid and 
reliable. Validity is the extent to which the instrument measures 
what it is intended to measure, while reliability is the degree to 
which repeated measurements produce consistent results.29 There 
should be references to show how the outcomes were validated. 
All procedures for outcome measurement should be standardized 
and continued long enough for the measured outcomes to have 
occurred,4.29 

There should be blinding of the investigators assessing the 
outcomes. Preferably, the evaluator of the outcome should not 
be aware of whether the participant has received the interven
tion or not.4 In some cases, the investigator may only collect the 
outcome data and not collect patient information. Since there 
is a strong possibility of bias depending on the data collection 
method/source, it is important that the data collection steps be 
adequately described. This also will allow replication of the work. 

Analysis 
Since there is no comparison group, only descriptive statistics 
such as a mean or the prevalence of a disease should be used, espe
cially since the case series is a descriptive study. In these studies, 
no probability statistics and comparative tests (like a t-test, chi
square, or Analysis of Variance (ANOVA)) with p values should 
be included.29 Some case series may compare their patient out
comes with those of other past case series. This scenario, called 
using historical controls, needs to be used with caution as cer
tain co-interventions may change over the course of the years. In 
another design approach, a patient may serve as his or her control 
in a pre-post analysis. In this case, the paired nature of the data 
allows for statistical comparison but care must be taken due to 
variables that may confound this longitudinal comparison (e.g., 
disease fluctuations, patient optimism with new treatrnent).4 

Reporting 
The external validity should be discussed including the character
istics of the patients, features of the follow-up, and any potential 
bias.29 Specific data on patient follow-up (rates, reason for drop 
out) should be included. Comparison of case series studies is dif
ficult due to significant variations in follow-up; therefore, cau
tion should be taken in comparing findings. Since no hypothesis 
is being tested, descriptive data constitutes the only conclusions 
that can be made. For example, "our patients treated by treat
ment X showed good outcome Y after Z months of follow-up."29 

If additional information is used to support the conclusions, the 
author should clearly state and cite this information appropriately. 
Also, study limitations and a description of future research steps 
should be stated. Based on the strength of evidence, RCTs may be 
recommended.4 

The sources of funding/sponsorship should be stated. Evidence 
has shown a relationship between studies that demonstrate treat
ment improvements and certain types of funding, especially pri
vate or industry-funded studies. The reasons for this may include 
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the use of multiple publications of the same data and the potential 
for publication bias. Publication bias refers to the preferential 
publication of positive results.4 In addition, authors should dis
close consulting or board appointments with a pharmaceutical 
manufacturer that might possibly create a conflict of interest and 
potentially influence reporting of results.4 

General Guidelines and Evaluation of a Case Series 
All key features that should be addressed when designing and car
rying out a case series study are listed in Table 7-3. The charac
teristics of a good case series are illustrated in the guidelines for 
writing a case series. A good example of a case series report is by 
Auerbach et al.31 The criteria for evaluating the quality of a case 
series report are reflected in the description of the key features of 
this study design (Table7-3). 

Strengths and Weaknesses of a Case Series 
Strengths 
Despite the small sample size, case series studies are of utility 
to clinicians primarily based on their close approximation to 
the patient population seen in actual practice, which helps cli
nicians use the findings. Careful study design can minimize the 
bias and issues with small sample size. 8.32 Additional advantages 
of the case series design include a high precision in identifying 

TABLE 7-3 • Key Features of a Case Series Report 

Aspect for Evaluation 

Research Question 

Study Population 

Interventions 

Outcome Measures 

Statistical Analyses 

Discussion/Conclusion 

Funding Source/ 
Conflicts 

Desired Features 

Clearly defined 
Does not involve comparative efficacy 

Well-defined inclusion/exclusion criteria 
Clearly described patient population 
Description of patients not included or 
lost to follow-up 
Description of the practice setting 

Thorough description of primary 
intervention 
Complete presentation of all 
co-interventions 

Information on validity and reliability of 
measures 
Description of what constitutes 
improvement 
Outline of timeframe for follow-up 
Blinding of those collecting outcome 
measures from knowledge of the spe
cific intervention 
Source and method of data collection 

Descriptive statistics 
Individual patient pre versus post 
intervention measures may be used 
and is the only reason for comparative 
statistical analysis 
May compare to historical data 

Statements are consistent with the 
nature of the data reported 

Acknowledgment of funding source or 
other potential conflicts of interest 

unanticipated innovative occurrences (especially advanced med
ical outoomes),8•12 simple methodology, and straightforward data 
analysis.32 

A case series is useful when an RCT is not appropriate despite 
its high quality of evidence. For example, an RCT may be inap
propriate due to ethical issues or the need to identify rare adverse 
effects of treatments.08.33 Case series studies are very good at 
identifying unique occurrences and serving as "hypothesis gen
erating" studies.4.9 This is similar to case reports.1·13 Case series 
studies, however, are exploratory and provide descriptive findings 
in a group of patients with an explicit condition who are managed 
with a specific intervention.4 Incidences, means, and confidence 
intervals of key measures of interest can be calculated as multiple 
cases are selected, unlike in a case report. 

Clinicians find the results of case series studies to be relevant 
to their practice based on the sampling approach. While RCTs 
specifically exclude and include patients, studies using the case 
series design typically include consecutive patients, all of whom 
have additional conditions and treatments that make the sam
ple similar to the typical practitioner's patient. This increases 
what is referred to as external validity-generalizability of study 
findings.29 

Case series studies are efficient and cost-effective. These ben
efits are achieved through the simplicity of the study design, 
which does not include a comparison group and therefore does 
not involve randomization. 29 Furthermore, minimal resources are 
needed to obtain and analyze data for a group of patients. 

Weaknesses 
The case series design does not involve randomization or a 
control/comparison group, which are required to establish 
causality.29 Furthermore, improvements in study endpoints can 
be due to either the treatment, natural course of the condition, 
or other extraneous variables. Due to lack of a control group, the 
researcher is unable to control for these variables; therefore, cau
sality cannot be evaluated. On the other hand, a case series study 
that reports negative results may help to avoid more rigorous 
study designs.4 

Similar to case reports, significant concerns of internal valid
ity, such as selection, history, maturation, testing, and instrumen
tation, exist in case series reports. 34. Case series do not provide 
strong evidence like other observational or randomized study 
designs.9 In addition, temporal sequence for exposure and out
come manifestation is not always dear. 

Often, the data obtained in a case series are based on past 
observations of patients. Because of this retrospective approach, 
completeness of data including follow-up in a case series may 
be limited, not examined in a consistent manner, or subject to 
measurement variability. Consequently, retrospective case series 
designs create difficulty in interpreting results. This is in contrast 
to an RCT, where there are strict and detailed prospective proto
cols for the study design. 29 

Bias is a major problem for case series studies, especially selec
tion and measurement bias. 29 Selection bias occurs in a case series 
because follow-up data may be obtained from individuals with 
the best outcomes. Measurement bias is most often due to vari
ations in measure approaches or processes. To reduce measure
ment bias, the individual who is assessing the outcomes should be 
blinded to the intervention. 



Relative risks cannot be quantified with case series data due to 
the lack of a comparison group.3° Conversely, in a cohort study, 
patients are selected based on their exposure to a risk factor (such 
as smoking) or an intervention (such as a hip replacement). Given 
a particular exposure, an absolute risk (or rate) for an outcome 
can be calculated, including a relative risk in a cohort study. 

SUMMARY AND CONCLUSION 

Though no causal inferences can be made from a case report or 
case series, these reports are effective in recognizing a potential 

Review Questions 
1. What is the role of case reports in advancing medical 

knowledge? 

2. Should case reports continue to be included in journals? 
Explain your answer. 

3. Why is a case series important in evidence-based medicine? 

4. What are important criteria for evaluating a good case series 
report? 

Online Resources 
BMJ Case Reports Guidelines: https://casereports.bmj.com/ 
pages/authors/ 

BMJ Case Reports Template: https://fg.bmj.com/wp-content/ 
uploads/ sites/24/2017/01/fullcasestemplate.doc 

National Cancer Institute. NCI Best Case Series Criteria for 
Optimal Case Studies: https://cam.cancer.gov/indentifying_ 
novel_cam_therapies/best_case_protocolhtm 

CARE Case Report Guidelines: https://www.care-statement. 
orglresources/ checklist 
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CHAPTER OBJECTIVES 

~ Identify and describe the two general functions of 
stattstlcs 

~ Describe measurement and variable classlflcatlon 
schemes 

~ Describe and use measures of central tendency and 
dispersion 

~ Organize and present data ln a sdentlftcally meaningful way 

KEY TERMINOLOGY 

Arithmetic mean Inferential statistics 

Bar chart Interquartile range 

Box and whisker plot Interval data 

Coefficient of variation Mean 

~ Dlffi!rentlate between proportions and rates, Including 
prevalence and Incidence 

~ Describe performance measures fur diagnostic tests, 
Including sensitivity, specificity, and predictive value 

~ Describe receiver operating characteristic curves and thetr 
role In diagnostic tests 

Qualitative data 

Quantitative data 

Range 

Rates 

Continuous variables Measures of central tendency Ratio data 

Control variables Measures of dispersion Receiver operating characteristic 

Dependent variable Median (ROC}curve 

Descriptive statistics Mode Sensitivity 

Discrete variables Negative predictive value Skewness 

False negative rate Nominal data Specifidty 

False positive rate Ordinal data Standard deviation 

Frequency table Pie chart Statistics 

Histogram Positive predictive value True negative rate 

Incidence Prevalence True positive rate 

Independent variable Proportion Variable classification schemes 

Variance 
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INTRODUCTION 

In research, measurement is the process of collecting and record
ing observations about the variables that are of interest in a speci
fied project. These collected observations are called data. There are 
a variety of tools that researchers can employ to collect observa
tions. Some examples of measurement tools include stadiometers 
(height}, sphygmomanometers (blood pressure}, enzyme-linked 
immunosorbent assays (antibodies in serum}, and questionnaires 
{health status}. Once observations are collected, these measure
ments about the variables of interest (i.e., data} are used to inform 
the research question, and this occurs through the use of statistics. 
An editorial in Sdence defined statistics as " ... the science ofleam
ing from data, and of measuring, controlling, and communicating 
uncertainty:'1 Thus, functions of statistics include summarizing, 
organizing, presenting, analyzing, and interpreting data.2 

This chapter is devoted to the summarizing, organizing, 
and presenting functions of statistics, commonly referred to as 
descriptive statistics. Analytic (e.g., hypothesis testing} and 
interpretation functions, which are collectively referred to as 
inferential statistics, will be covered in subsequent chapters. This 
chapter introduces various schemes used to classify and summa
rize variables so that collections of information can be simplified 
and communicated in a manner that is both straightforward and 
standardized. Next, we discuss how to visualize and optimally 
present data so that it is logical and comprehensible. The chapter 
concludes with a discussion of summary measures used to con
vey morbidity and mortality information as well as the summary 
measures used to describe diagnostic test performance. 

VARIABLE CLASSIFICATION SCHEMES 

At the most fundamental level, data may be qualitative or quanti
tative in nature. Qualitative dataa, or meaningful information that 
is collected in words, may provide valuable insight into the condi
tion of individual patients, but are not typically used for the pur
poses of healthcare research with large populations of patients.3 

Written observations or notes found in medical records are exam
ples of qualitative data. This chapter will focus on quantitative 

•"Qualitative data" may also refer to discrete or categorical variables and 
"quantitative data• may also refer to continuous variables. For example, the 
sex of a patient (e.g., male or female) is a discrete variable with a limited num
ber of possible values, but sex may also be used to provide description in a 
qualitative context. 

TABLE 8-1 • Levels of Measurement Summary 

Level of Measurement Discrete/Continuous Examples 

data, which are data collected as numerical or countable informa
tion. Any type of data that is countable in nature is quantitative, 
for example, age, weight, and blood pressure. 

Quantitative data can further be described as being either dis
crete or continuous. Discrete variables (or categorical variables} 
usually have only a few possible values and are often defined as 
"counts." Many types of healthcare data are collected as discrete 
variables, such as sex (male or female), number of hospitaliza
tions, and variables that only take the value of either "yes" or "no." 
While discrete variables may take on few values, continuous vari
ables may take an infinite number of values within a given range.4 

Continuous variables can be thought of as existing on some 
defined scale; for example, age, body temperature, and weight are 
all continuous variables. Both discrete and continuous variables 
are commonplace in medical literature and in healthcare practice. 

Identifying the appropriate classification scheme for variables 
can help determine what types of statistical methods are appropri
ate for describing data or for malting inferences. After determin
ing the continuous or discrete nature of the variable in question, 
it is then helpful to determine the level of measurement. The four 
levels of measurement are discussed in the following section. 
Refer to Table 8-1 for a summary of levels of measurement. 

Levels of Measurement 
Data that can be placed into narrowly defined categories that are 
not in any particular order are known as nominal data. Nominal 
data are discrete because they must take on one of a few possible, 
mutually exclusive, values. For example, the variable "sex" is nom
inal because it can take on two possible values: male or female. 
Because these two values are discrete, they cannot be handled 
in a meaningful way using mathematical operations (e.g., if you 
were to take an average of two observations-one male and one 
female-with male coded as 1 and female coded as 2, then you 
would be pursuing a nonsensical result of 1.5); however, it is pos
sible to count the frequency of these values. 

Ordinal data also consist of narrowly defined categories, but 
these categories may be ranked. Ordinal data are typically discrete 
because they must take on one of a few possible values but there 
are some instances when a large number of categories implies an 
underlying continuous scale. Many examples of discrete ordinal 
data can be found in patient assessment questions that ask the 
respondent to select an answer from a list that most closely rep
resents their thoughts or feelings on the subject in question. For 
example, a patient assessment of healthcare service satisfaction 
may ask, "How often does your healthcare provider listen care
fully to you?" and the patient answers by selecting one response 

Posslble Mathematical Operations 

Nominal Data Discrete Male or female; race; does the patient have Counts (frequency) 
insurance (yes or no)? 

Ordinal Data Discrete" Likert item-type questions, pain scales 

Interval Data Continuousb Body tern perature in degrees (Fahrenheit or 
Celsius) 

Ratio Data Continuousb Age, weight, height, income 

•Ordinal data may imply an underlying continuous scale when large numbers of categories are present. 
blnterval/ratio data may be discrete lf the variable can only take on integer values. 

Counts, median, percentiles 

Same as ordinal data plus addition, 
subtraction, mean, standard deviation 

Same as interval data plus ratios 



from the following list: alwa)'8, usually, sometimes, rarely, or never. 
Those response categories are narrowly defined and discrete, yet 
they describe different amounts or frequency of occurrence (ie., 
there is a rank order). 

Ordinal data are often collected through Llkert item styles 
of questions. A patient assessment question that employs Likert 
item-type questioning will ask the patient to select their level of 
agreement with a presented statement5 For example, a Likert 
item-type question may ask. "I experience frequent shortness of 
breath," and the patient must select from response options similar 
to: strongly disagree, disagree, unsure, agree, or strongly agree. 
This type of ordinal data consists of defined categories that may be 
ranked, but the distance between each of the responses is unclear. 

One example of ordinal data that implies an underlying con
tinuous scale is a measure that healthcare providers use to assess 
pain as reported by their patients. A healthcare provider may ask 
the patient, '"On a scale from 1 to 10, where 1 is little or no pain 
and 10 is the most severe pain imaginable, how much pain are you 
experiencing?" The patient would answer with one of the values 
in this scale and the placement of that value is meaningful. For 
example, the response of"8" signifies more pain than "2;' but the 
distance between these two values is not meaningful because the 
unit of measurement for pain is not defined. The lack of a defined 
and meaningful zero point prohibits certain mathematical manip
ulations of these values, so a pain rating of "8" is not equal to 
4 times the pain rating of "2." 

When the scale of ranked data represents meaningful differ
ences between numbers, but still lacks a defined and meaningful 
zero point, it is classified as interval data. An example of interval 
data is body temperature measurements in degrees. If a patient's 
body temperature changes from 98.2°F to 102.2°F, then it has 
increased 4 °P and this 4 °P difference is the same as a change from 
98.9°P to 102.9°F. This change can be calculated because a Fahr
enheit degree is measured on a defined scale, where the distance 
between each degree is constant Interval data are usually consid
ered to be continuous and, therefore, may be compared using sim
ple mathematical operations, such as addition and subtraction, in 
a meaningful way. 

Ratio data have all of the properties of interval data. but there 
is an absolute minimum or zero point to the scale; in other words, 

CASE STUDi:~:~ ~ ~: ~ ~::. 
MEDICAL LITERATURE CONNECTION 

A paper published in Clinical Therapeutics by Kim J, et al. 
describes measuring pain in a sample of patients using a visual 
analog scale. Patients were asked to rate their pain on a scale 
of o to 100, where o was no pain and 100 was the most severe 
pain lmaglnable. This type of data Is ordinal because the dis
tance between values is not defined, but implies an underlying 
continuous scale. Although technically ordinal and discrete, it is 
fairly common to treat such a variable as continuous during data 
analysis, which Is essentlallywhat Kim et al. do. 

Source: Kim J, Lee EY, Koh E-M, et al. Comparative dinical trial of 
s-adenosylmedilonlnevs. nabumetoneforthetreatmentof kneeosteoar
thritis:an&week,multiamter, randomized, double-blind, double-dummy, 
phase IV study in Korean patients. ain Ther. 2009;31 (12):2860-2872 
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there is a defined and meaningful zero point that denotes "none 
of" the property being measured (i.e., a value of a drug concen
tration in the blood of zero means that there is no drug in the 
blood). Ratio data are usually continuous and these data may be 
mathematically manipulated in various wa}'8 to yield descrip
tions of the data. For example, patient weight in pounds may be 
added, subtracted, or averaged and the distance between the units 
of measurement, in this case pounds, is measured on a defined 
scale with a meaningful zero point (ie., a patient cannot weigh 
less than zero pounds). Because of the absolute zero point, ratio 
data allow for ratio calculation. Returning to patient weight as 
the example, a patient who weighs 210 pounds weighs twice as 
much as a patient who M:ighs 105 pounds. This ratio comparison 
(210/105) is not possible with data from other levels of measure
ment, so, for example, it would be inappropriate to say that 80°F 
is twice as hot as 40°P. 

The Conceptual Role of Variables 
in Research Questions 
In research, one variable is hypothesized to explain an observed 
clinical phenomenon. This explanatory variable is designated as 
the independent variable in research terminology, because the 
values that the independent variable take are not influenced by 
other variables in the model The independent (explanatory) vari
ables explain or predict the values that the dependent "8rl.able 
will take. For example, suppose that a new hypertension medica
tion was being compared to a placebo to test the hypothesis that 
the new medication leads to a reduction in blood pressure. The 
drug (new medication or placebo) would represent the indepen
dent variable because it is hypothesized to explain any reduction 
in blood pressure, which is the dependent variable in this scenario. 

Other variables that are related to the dependent variable are 
typically included in most research designs. These other explana
tory variables, or control ftl'iables, are also presumed to influence 
the dependent variable. Control variables hold external conditions 
constant so that the effect of the independent variable may be mea
sured using statistical testing.1• If we revisit the previous hypothesis 
that a new hypertension medication was related to reduced blood 
pressure, then we may decide to include other measures such as 
age, race, and sex as control variables. All of these proposed con
trol variables may influence the dependent variable (blood pres
sure) in some way, but controlling these values allows researchers 
to isolate and assess the effect of the independent variable of inter
est (the new hypertension medication or placebo). 

MEASURESOFCENTRALTENDENCY(MEASURES 
OF CENTRAL LOCATION) 
Measures of central tendency (also called measures of cen
tral location) are used to provide information about the center 
or "typical valuen of a set of numbers. There are three common 
methods for measuring the central location of a variable: mean, 
median, and mode. Each of these methods and the appropriate 
usage of each of these measures are discussed in this section. 

bSee Chapter 11, "Simple and Multiple linear Regression,." for more 
information. 
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TABLE 8-2 • Patient Age and Measures of Central Tendency 

Original Data Frequency Table Measures of Central Tendency 

Patient Age Value Frequency Measure Value 

Ken 20 20 3 times Mode 20 

Sally 38 42 2 times Median 40 

Nate 42 38 1 time Arithmetic Mean 37.63 

Mary 20 51 1 time 

Min 20 68 1 time 

Will 42 

Sarah 68 

Jacob 51 

The mode is not reported as often in clinical research as other 
measures of central location. Mode is calculated by counting the 
occurrence of each value of the variable and is assigned as the 
value that appears most often. For example, given the information 
about the variable "Patient Age" in Table 8-2, the occurrence of 
each age can be counted: age 20 appears 3 times, age 42 appears 
2 times, and ages 68, 51, and 38 each appear once. The age 20 
appears most often; thus, 20 is the mode for this variable. 

The mode may best be used in situations that describe the cen
tral location of a variable if its values are nonnumerical qualities 
or attributes. For example, if the variable were measuring sex, 
with values being either male or female, the modal count would 
be an appropriate description of central tendency. A variable may 
be multimodal if two or more values of the variable appear equally 
most often. 

The median is calculated by listing the values of a variable in 
ascending or descending order and reporting the value that lies 
in the middle of this list. If a list has an even number of values, 
then the arithmetic mean between the two middle values is calcu
lated and reported as the median. The patient age example from 
Table 8-2 can be ordered by value as follows: 20, 20, 20, 38, 42, 
42, 51, and 68. The two middle values in this list are 38 and 42. 
When an arithmetic mean for these two middle values is calcu
lated ([38+42]/2), a median of 40 is obtained. 

The median is most appropriately used in situations where a 
few values of a variable are noticeably larger or smaller than most 
of the rest of the values. These values are known as outliers. In 
these situations, a median is preferable to the mean because it is 
a more accurate representation of the majority of values present 
in the data. For example, imagine trying to accurately describe 
the typical annual income of a group of people who made $25K, 
$30K, $27K, $31K, $28K, and $60 million. The person malting 
a substantially higher income than the rest of the group would 
cause the "average" annual income of the group to appear much 
higher, thus distorting the measure to reflect disproportionally 
more of the outlier's income. 

The arithmetic mean is known to most people as simply the 
"average" of a set of values. As all of the described measures of 
central tendency may be thought of as averages, the formal ter
minology will be used here when calculating the arithmetic 
mean. The algebraic definition of the mean is I:z. which can be 
interpreted in words as the sum of all of the val~es of a variable 
divided by the total number of observations. When this definition 

of the arithmetic mean is applied to the patient age example from 
Table 8-2, the calculation is as follows: 

20+20+20+38+42+42+51+68 

8 

301 
- = 37.63 years. 

8 
The arithmetic mean is the appropriate tool to use when 

describing the typical value of variables at the interval and ratio 
levels of measurement. A notable exception occurs when describ
ing data that have apparent outliers. 

MEASURES OF DISPERSION 

Measures of dispersion are used to describe how data are spread 
and provide information about the variability in a distribution of 
observations. Combining measures of central tendency and dis
persion yield a detailed illustration of what the data represent. 
The most basic measure of how data are spread is the range. The 
range is calculated by talting the difference between the lowest 
value in the data from the highest value in the data. Returning 
to the patient age data in Table 8-2, the range of patient ages is 
calculated by subtracting 20 from 68 to yield a range of 48 years. 
Interquartile range (IQR) is similarly calculated, but is restricted 
to values that lie within the middle 50% of the distribution, so 
IQR is equal to the upper quartile value minus the lower quartile 
value. Quartiles divide the range of a variable's values into four 
equal sections. A simple way to visualize quartiles is to imagine 
a dollar bill that has been exchanged for four quarters. The first 
quarter is analogous to the first (25%) quartile, the second quar
ter to the second quartile (50%, which is also the median value), 
the third quarter to the third quartile (75%), and the fourth quar
ter will make the dollar whole (100%). Range and IQR are useful 
tools when describing the qualities of any type of numerical data. 

The two most common methods for describing the dispersion 
of a variable are variance and standard deviation.' Variance 
shows how far the values of a variable lie from the mean with the 

<The formulas for variance and standard deviation shown here are in "pop
ulation• notation. For a "sample• of size n, n - 1 is used in the denominator 
rather than N, the total number of values in a finite population, used in these 
formulas. Chapter 9, "Interpretation and Basic Statistical Concepts:' provides 
a distinction between samples and populations. Dividing by n - I rather than 
n is necessary so that the sample variance can be used in statistical inference 
procedures. 



measure rr which is mathematically defined as the average 
squared distance of values from their mean;4 

1 N 
a 2 = N L(x, -mean'f. 

;~1 

The standard deviation is the square root of the variance: 

1 N 

a= N :L<x, -mean)
1

, 

1-l 

where N refers to the total number of values. 
The standard deviation tends to be reported more often than 

variance because it is expressed using the same units as the orig
inal data. Variance and standard deviation are measures of vari
ability that may be calculated fur continuous data and some types 
of discrete data (e.g., a yes/no or dichotomous variable). 

The coefftclent of variation (CV) is a useful descriptive tool 
for visualizing the extent of variability in data once the standard 
deviation and mean have been calculated. The CV is mathemati
cally defined as: 

CV = standard deviation 
mean 

The CV is sometimes multiplied by 100% to provide a more 
straightforward interpretation. The use of this statistical tool is 
only appropriate for ratio level data and is most often employed 
when comparing two or more groups that have different arithme
tic means.4 

Skewness is another important characteristic to consider when 
describing data. Skewness indicates that the data are not evenly 
distributed around the mean, in other words, more of the data 
are concentrated to either the right or the left of the mean value 
and the "tail" on the opposite side of the mean is longer. Consider 
Figure 8-IA In this example, the variable is right. or positively, 
skewed. Graphically, most of the data lay to the left of the mean, 
but the right tail is quite long and the mean is greater than the 
median. Left, or negatively, skewed data follows the opposite pat
tern, where more data falls to the right of the mean but the left 
tail is extended. as shown in Flgu.re 8-IB. With negatively or left 
skewed data, the median is greater th.an the mean. 

FIGURE 8-1 A: Positive Skewness. 

FIGURE 8-1 B: Negative Skewness. 
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MEDICAL LITERATURE CONNECTION 

Return to the Kim J, et al. paper In Cllnlcol Therapeutics for an 
example of good frequency table construction. Table I from 
these authors provides the reader with all of the key infonnation 
necessary to interpret the data and is organized in such a way as 
to not appear over-crowded or difficult to read. 

Source: Kim J, Lee EY, Koh E-M, et al. Comparative clinlcal trlal of 
s-adenosylmethlonlne vs. nabumetoneforthetreatment of kneeosteoar
thrltls:an 8-week,multlcenter,randomlzed,double-bllnd,double-dummy, 
phase IV study In Korean patients. Oln Ther. 2009;31 (12):2860-2872. 

ORGANIZING AND VISUALIZING DATA 

Descriptive statistics like measures of central tendency and disper
sion are useful tools for explaining data, but visual representations 
of data are powerful demonstration aids when wed effectively. 
Visual representations of data can be categorized as tables, plots, 
graphs, and charts. The simplest form of visual representation is 
the frequency table. which organize discrete or continuous data 
at any level of measurement. Frequency tables present counts, 
or frequencies, of each value category within a variable. A well
constructed frequency table will include a clear title, appropriate 
column names, and adequate space and row/column delineation 
for easy reading. Tally marks should be avoided when display
ing count data. Instead, use value category names and numerical 
counts with clearly marked units of measurement. 

Table 8-3A is an example of a poorly organized frequency 
table. The categories are difficult to interpret based upon the lack 
of labels and description of units, as well as poor spacing and for
matting choices. Table 8-3B presents the same data, but offers 
helpful descriptions and clear organization that make it easy for 
the reader to interpret. 

TABLE8-3A • Example of a Poorly Organized FrequencyTable 

Patient Characteristic Frequency 

M 55 (355) 

F 100 (64.5) 

<18 3 (1 .9) 

18-64 120(77A) 

>65 32 (20.6) 

TABLE 8-31 • Example of a Well-Organized Frequency Table 

Patient Characteristic Frequency (% of Patients) 

Sex 

Males SS (3S5%) 

Females 100(64.5%) 

AgelnYHrs 

<18 3 (1.9%) 

18-64 120(77A%) 

>65 32 (20.6%) 
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FIGURE 8-2: United States Mammography Screening Workloads 
(January 2006-0ctober 2006). {Reproduced from Spellc DC, Kaczmarek 
RV, Hilohi M, et al. United States radiological health activities: inspection 
results of mammography facilities. Biomed Imaging lnterv J. 2007;3[2]:e35. 
[Articles pub I ished in the Biomedicot tmoging ond Intervention Journot are dis
tributed under the terms of the Creative Commons Attribution License, which 
permits unrestricted use, distribution, and reproduction in any medium, pro
vided the original work is properly cited, including full bibliographic details 
and the URL - http://www.biij.org/2007 /2/e35/l.) 

The box and whisker plot, or box plot, is a visually meaningful 
way of presenting the range or spread of data. This simplified plot 
allows the researcher to pinpoint the minimum and maximum 
values in the data and highlight the IQR and median. The IQR 
makes up the ·box" part of the graph with the median denoted 
by a line inside the box, whereas the minimum and maximum 
values typically mark the "whiskers" (Figure 8-2}. Occasionally, 
the mean value may also be indicated on a box plot (in Figure 8-2, 
the mean values appear as diamonds). It is important to note that 
only one axis of this "graph" is labeled with mathematically mean
ingful units, which is why it is referred to as a plot rather than a 
formal graph. 

This type of visualization is useful when making comparisons 
across different groups that may not have equivalent underlying 
distributions. Figure 8-2 compares mammography screening 
across patient care venues. This box plot shows the distribution of 
breast exams in all facilities (on the left) followed by the distribu
tion of breast exams in selected types of healthcare facilities. The 
distributions underlying the measurement of exams per year from 
each healthcare venue are not necessarily equivalent, and the box 
plot is an effective method of organizing the data without making 
that assumption. 

A bar chart is used to graph discrete, categorical data and 
is typically aligned horizontally. Though visually similar, a his
togram is used to graph continuous data that have been appor
tioned into discrete categories. The columns of a bar chart do not 
touch whereas the columns of a histogram typically connect to 
illustrate the underlying continuity of the variable. A good his
togram or bar chart will include a descriptive title, labeled axes 
with well-defined units of measurement, and appropriate divi
sions of continuous data into discrete categories. Histograms 
and bar charts are appropriate for visualizing frequencies and 
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FIGURE 8-3A: How Often Does Your Pharmacist Offer to Provide 
Information About the Prescriptions You Fill? (N = 100). 
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FIGURE 8-38: Annual Number of Mammography Screenings by 
Venue (1997-2006). (Reproduced from Spelic DC. Kaczmarek RV, Hilohi M, 
et al. United States radiological health activities: inspection resu Its of 
mammography facillties. Biomed Imaging lnterv J. 2007;3[2]:e35. [Articles 
published in the Biomedicol tmaging and Intervention Joumol are distributed 
under the terms of the Creative Commons Attribution License, which permits 
unrestricted use, distribution, and reproduction in any medium, provided the 
original work Is properly cited, including fu II bibliographic details and the URL 
- http://www.biij.org/2007/2/e35/].) 

distributions, but bar charts are not the best tool to illustrate trend 
data (i.e., a variable that changes over time). 

Figure 8-3A is an example bar chart that graphs responses for 
a question that employed a Llkert item-type response scale. 
Figure 8-3B is an example histogram that graphs mammography 
screenings by venue for the years 1997 through 2006. Notice the 
characteristics of each type of chart that make them the appropri
ate choice for the type of information being presented. The data 
presented in the bar chart in Figure 8-3A are categorical and dis
crete, whereas the data presented in the histogramd in Figure 8-3B 
are continuous and presented as a variable that changes over time. 

d A histogram, in essence, is used to display the frequency distribution of a 
single interval or ratio variable. In this particular histogram (Figure 8-3B), 
the frequency distribution for the variable "Year" is displayed, but histograms 
may also be used to display frequency distributiom for a variable whose val
ues were observed at one point in time. For example, a histogram could be 
used to display the distribution of cholesterol levels from a sample of 300 
individuals. 
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FIGURE 8-4: Pie Charts Displaying the Same United States Blood 
Type Distribution (2012). (Data from Stanford School of Medicine Blood 
Center: 2012. http:/ /bloodcenter.stanford.edu/abouLbloodlblood_types. 
html.) Accessed Date: June 1, 2014. 

The pie chart is intuitively simple to read when constructed 
well. This type of chart represents proportions or relative quan
tities of values. There are several hazards when using this type of 
visual aid to present data. First, the pie chart display should be 
limited to a small number of categories to promote readability. 
Each category, or pie slice, needs to be clearly labeled and colored 
to show contrast with other categories. A legend may be used in 
place of labels for individual slices, but the presence of several 
small slices is a good indicator that a pie chart is not the best tool 
for presenting the data at hand. Also, it is important to consider 
that the data can be divided up proportionally in a logical way. 
Figures 8-4A and 8-4B show pie charts that present the same data 
on blood type distribution in the United States. Which of these 
two charts is the more appropriate presentation, based upon the 
criteria described previously? 

COMMONLY ENCOUNTERED PROPORTIONS 
AND RATES 

Characteristics measured on a nominal scale are counts or fre
quencies of occurrence. For such items, it is often useful to 
describe a dataset based on the number of times a specific char
acteristic is observed via a proportion. A proportion is the num
ber of observations with a given characteristic divided by the 
total number of observations in a given group. Thus, proportions 
are "parts" divided by the "whole." For example, the nominally 
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measured characteristic "sex" can be used to calculate the pro
portion of females within a class of first-year pharmacy students, 
where the numerator (females) is a subset of the denominator (all 
students). Proportions are commonly reported as percentages, 
which is simply the proportion multiplied by 100%. Rates are 
similar to proportions with two added properties: they are com
puted over a specific time-period (e.g., per year) and they use a 
multiplier (e.g., 1,000, 10,000, or 100,000). The multiplier is called 
the base. Examples of rates will be described in the next section. 

Mortality and Morbidity Rates 
Both mortality and morbidity rates are used to describe the health 
status of populations. Death and disease rates are important both 
as a clinical concept and as a tool for conducting research. Assess
ing changes in disease rates over time is a vital component of eval
uating the impact of interventions that target specific diseases, 
symptoms, or problems. The mortality rate is represented as: 

Mortality Rate 

Number of individuals who died during a given period of time 

Number of individuals who were at risk of dying during the same time period 

An overall mortality rate for the United States can be com
puted by examining the Centers for Disease Control and Preven
tion's National Center for Health Statistics Data. According to this 
data, there were 2,437,163 deaths in the United States in 2009.6 

A total US population of 307 ,024,820 yields a mortality rate of 
793.8 deaths per 100,000 population in the United States in 2009. 

Morbidity measures, such as incidence and prevalence, can 
apply to diseases (e.g., diabetes), symptoms (e.g., lower back 
pain), or problems (e.g., adverse events due to a drug). Incidence 
and prevalence measures are commonly used in epidemiology 
as the basis for planning and evaluating health programs. 7 Both 
measures are used to convey the extent of disease, symptoms, or 
problems in a population. Intuitively, the concepts of incidence 
and prevalence are relatively straightforward; however, in prac
tice, defining the incidence of a specific disease or the prevalence 
of a side effect can be challenging. 

Incidence 
Incidence is the term used to describe the risk of developing a 
new disease, symptom, or problem. The incidence proportion 
measures the number of new cases of a disease (or symptom, 
or problem) that develop in a population at risk within a given 
period of time. Mathematically, this equates to: 

d 
Number of new cases of a disease 

Inci ence Proportion=-------------
Total number in the population at risk 

Population at risk means all individuals in the population who 
do not have the disease at the beginning of the observation period, 
but were capable of developing the disease. For example, if the dis
ease is prostate cancer, the denominator would only include men 
in the population who do not have prostate cancer but are capable 
of developing it during the observation period. In epidemiology, 
the incidence rate (also called incidence density) rather than the 
incidence proportion is often the preferred measure for describ
ing new events, as it accounts for the total time that people are at 
risk of the disease and other important epidemiologic factors. 
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Prevalence 
Prevalence measures the probability of having a disease at a point 
in time. Prevalence reflects existing disease within a population. 
Mathematically, prevalence is: 

Prevalence 

Number of individuals who haw: the diJuue at a pen point in time 
Number of individua!. at risk for the di.ease in the population at the 1ame point in ti'"" 

Technically, the formula shown above provides what is called 
the point prevalence. The term "prevalence rate" is frequently 
encountered; however, prevalence is not a true rate because there 
is no unit of time in the denominator-prevalence is a proportion. 

Prevalence typically represents the best estimate of the proba
bility of the presence of disease before evaluating an individual's 
history, physical exam, or lab tests.8 To further clarify the presence 
of disease, clinicians employ diagnostic tests, which will be dis
cussed in the following section. 

DIAGNOSTIC TESTS 

To have useful measures of incidence and prevalence, correct 
classification of individuals as either diseased or nondiseased is 
necessary. Diagnostic tests are tools that help clinicians determine 
whether individuals are apt to have a specific disease. Unfortu
nately, diagnostic tests are not perfect and some degree of misclas
sification is often unavoidable. Gold standard diagnostic tests (i.e., 
ones that provide a definitive diagnosis) are generally impractical 
either due to cost or complexity. Thus, there is a trade-off between 
identifying disease in individuals who really have the disease 

TABLE 8-4 • Summary of Diagnostic Test Performance Measures 

(true positives) and avoiding detection of disease in individuals 
who are actually disease-free (false positives). 

Performance Measures for Diagnostic Tests 
There are a number of summary measures (also called perfor
mance measures) for diagnostic tests. The commonly encountered 
performance measures are sensitivity, specificity, and predictive 
values (positive and negative). Performance measures provide a 
standard mechanism for quantifying the ability of a test to cor
rectly classify individuals as either "diseased" or "not-diseased." 
They are important components for making clinical decisions as 
well as evaluating results of published studies. Table 8-4 presents 
a standard two-by-two table for evaluating diagnostic tests along 
with brief definitions for each of the concepts described in this 
section. Readers may find it helpful to refer back to Table 8-4 as 
each new concept is introduced. 

Sensitivity 

Sensitivity is the ability of a diagnostic test to correctly identify 
individuals with disease. Mathematically, sensitivity is the pro
portion of individuals with the disease who are correctly iden
tified by the test (Table 8-4, I). Sensitivity is also called the true 
positive rate, indicating the probability that the diagnostic test 
is positive for a patient who truly has the disease. Tests with 
high sensitivity have low false negative rates (Table 8-4, H). In 
other words, highly sensitive tests do not miss identifying many 
patients who actually do have the disease. Mathematically, sensi
tivity (true positive rate) and the false negative rate sum to one. 
Thus, if the sensitivity of a test increases, the false negative rate 
decreases. 

True Condition of Disease 

Diagnostic Test Result 

Positive(+) 

Negative(-) 

Disease Present(+) Disease Absent(-) 

w x 

y z 

Total w + y =All patients with the 
disease 

x + z =All patients who do not 
have the disease 

Notes: 
A. w: patients who have the disease and have positive test results; true positives. 
B. x: patients who do not have the disease but have positive test results; false positives. 
C. z: patients who do not have the disease and have negative test results; true negatives. 
D. y: patients who have the disease but have negative test results; false negatives. 
E. Prevalence of the disease: total number of patients with disease divided by the tota I; (w + y) . 

n 

F. Accuracy of the diagnostic test: proportion of all tests that are correct classifications; Cw + z) . 
n 

G. False positive rate: number of false positives divided by all patients who do not have the disease; _J&_. 
(x+z) 

H. Falsa negatln rate: number of false negatives divided by al I patients with the disease; ___.!!'.1_. 
(w+y) 

Total 

w + x =All testing positive 

y + z =All testing negative 

w +x+y+z=n 
(Total number of patients) 

I. Sensitivity: proportion of individuals with the disease who are correctly identified by the test;~- Also called the true positive rate. 
(w+y) 

J. Specificity: proportion of individuals without the disease who are correctly identified by the test; ..JQ_, Also called the true negative rate. 
(x+z) 

K. Positive predictive value: proportion of positive tests that correctly identify diseased persons; in other words, the proportion of individuals with a posi

tive test who have the disease; ~-
(w + xl 

L Negatln predlctin value: proportion of negative tests that correctly Identify nondlseased persons; In other words, the proportion of lndlvldua Is with a 

negative test who do not have the disease; ..JQ__ 
(y + z) 



Specificity 

Specificity is the ability of a diagnostic test to correctly identify 
individuals without disease. Mathematically, specificity is repre
sented as the proportion of individuals without the disease who 
are correctly identified by the test as disease-free (Table 8-4, J). It 
is also called the true negative rate, indicating the probability that 
the diagnostic test is negative for a patient who does not have the 
disease. Tests with high specificity have low false positive rates 
(Table 8-4, G). In other words, highly specific tests do not identify 
many patients as having a disease when they are actually disease
free. Mathematically, specificity (true negative rate) and the false 
positive rate sum to one. Thus, if the specificity of a test increases, 
the false positive rate decreases. 

Predictive Values 

Predictive values provide information about how likely it is that 
the individual does, or does not, have the disease given his/her test 
result. Positive predictive value is the probability that a patient 
has the disease given that a positive test result was obtained 
(Table 8-4, K) and negative predictive value is the probability 
that a patient does not have the disease given that a negative test 
result was obtained (Table 8-4, L). Predictive values are affected 
by the prevalence of the disease in the population of interest. 
When disease prevalence is high, the positive predictive value 
increases; when disease prevalence is low, the positive predictive 
value decreases. For negative predictive value, the converse is 
true. In practice, the combination of sensitivity, specificity, and 
prevalence will determine the practical utility of a diagnostic test. 
The relationship between these measures is further detailed in 
other resources. 9•

10 

Utility of Performance Measures for Diagnostic Tests 

Ideally, diagnostic tests would be 10096 sensitive and 10096 spe
cific. This would mean that all patients with disease would be 
identified (10096 true positive rate), no patients with disease 
would be missed (096 false negative rate), and patients without 
disease would never be misclassified as having disease (096 false 
positive rate). Unfortunately, such a scenario is typically impos
sible or impractical; sensitivity is gained at the expense of speci
ficity and vice versa. IL There is a trade-off between sensitivity and 
specificity. 

In practice, tests used to diagnose disease commonly have a 
sensitivityof8096 and a specificityof90968; however, the risk asso
ciated with a test must be considered when selecting diagnostic 
tests. For example, some diagnostic tests require invasive proce
dures that may result in serious complications. Furthermore, the 
implications of false negative or false positive results may vary 
depending on the disease at hand. IL Selecting the test with the 
greatest specificity is preferred when using diagnostic tests to 
rule-in a disease, when screening for disease in low-risk popula
tions, or when testing for diseases that have a poor prognosis with 
few, if any, beneficial treatment options.s.12 Similarly, selecting the 
test with the greatest sensitivity is common when screening for 
disease in high-risk populations and for ruling out a disease.s.11 

Receiver Operating Characteristic Curves 
Results of diagnostic tests are classified as either positive or 
negative. A threshold, or cutoff value, must be selected that 
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discriminates between a test result that is classified as positive 
versus negative. For example, any test result below some speci
fied value is classified as negative, and any result that exceeds this 
value is classified as positive. How is this threshold selected? Does 
changing the threshold affect the sensitivity and specificity of the 
test? These are important questions that have meaningful impli
cations for patient care. 

Receiver operating characteristic (ROC) curves are used to 
illustrate the trade-offs between sensitivity (true positive rate) 
and the false positive rate (recall that the false positive rate equals 
I-specificity). Each point on the ROC curve represents the sensi
tivity and false positive rate at a different decision threshold. 

In Figure 8-5, sensitivity (true positive rate) is plotted on the 
vertical axis and the false positive rate (I-specificity) is plotted 
on the horizontal axis. The (0,0) coordinate represents 096 sen
sitivity and 096 false positive rate. This is the extreme decision 
threshold where all test results are negative for the disease. The 
other extreme decision threshold is found at the (1,1) coordi
nate where both the sensitivity and the false positive rates are 
10096-meaning that all test results are positive for the disease. 
The diagonal line connecting these two extremes represents the 
ROC curve of a hypothetical diagnostic test that has no ability 
to discriminate between patients with disease versus those with
out disease. It is aptly named the "chance diagonal."13 Any ROC 
curve that lies above this chance diagonal has some diagnostic 
ability.13

•
14 Both ROC-1 and ROC-2 in Figure 8-5 represent tests 

that have useful diagnostic capabilities. 
The area under the ROC curve allows for comparisons of dif

ferent diagnostic tests. The area under the chance diagonal ROC 
curve is 0.5; the area under the ROC curve for a perfect diagnostic 
test is equal to 1. Thus, diagnostic tests that result in ROC curves 
with areas under the curve that are close to I indicate better 
tests. 13

'
14 Looking again at Figure 8-5, if the diagnostic tests gen

erating ROC-1 and ROC-2 are both used for the same purpose, 
the test corresponding to ROC-1 would be preferred, as the area 
under the ROC-1 curve exceeds the area under the ROC-2 curve. 
The further the curve is from the chance diagonal, the greater the 
discriminating power of the test.13•14 

The cutoff point between positive and negative test results can 
be selected based on the willingness to make trade-offs between 

0.8 

.a- 0.6 ·:; 

=i c 
~ 0.4 

0.2 

False Positive Rate (1-Specificity) 

I - Chance diagonal - ROC-1 - - ROC-2 I 

FIGURE 8-5: Receiver Operating Characteristic (ROC) Curves. 
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sensitivity and the false positive rate. For example, at point A in 
Figure 8-5, a larger proportion of truly diseased patients will be 
detected (i.e., high sensitivity), but there will also be a larger num
ber of false positives. At point B, the number of false positives 
is lower, but there is also less ability to detect patients who truly 
have the disease (i.e., lower sensitivity). So while ROC curves pro
vide useful information, they do not circumvent the trade-off that 
must be made between false negative and false positive test results 
and the resulting implications of such errors. 

Summary of Diagnostic Tests 
This section has briefly introduced a few of the most common 
measures that can be used to summarize diagnostic accuracy. An 
important principle that must be kept in mind when applying 
the concepts of sensitivity and specificity is that the number of 
false positive and false negative results depends on the probability 
of the disease in the population of interest (i.e., the prevalence); 
thus, these measures cannot be viewed as fixed indicators. The 
definition of disease, disease prevalence, and the spectrum of dis
ease in the population of interest impact diagnostic test results.1

' 

Review Questions 
I. Identify and describe the two general functions of statistics. 

2. For this question, use the human body measurements page 
available at http://www.wolframalpha.com/examples/Human
BodyMeasurements.html. If our patient is a 5'10" male weigh
ing 200 pounds, is the patient's weight above or below the 
mean body weight for males? 

3. You are the principal investigator for a small pilot study that is 
testing the impact of a medication therapy management pro
gram for patients with hypertension. Your patients have the 
following blood pressure measurements (systolic/diastolic) at 
the onset of the program: Male 125/80; Female 135/90; Female 
135/100; Male 155/105; Female 165/95; Male 165/115; Female 
150/100; Female 145/95; Male 195/130. 

a. Summarize this data visually. Organize it and present it as a 
graph, chart, or table. 

b. Calculate the mean and median systolic and diastolic blood 
pressures for all patients. How do the mean and median 
measures of systolic pressure compare to one another? How 
do the mean and median measures of diastolic pressure 
compare to one another? Which of these measures would 
be best to represent the data? 

4. You are reading about a new medication that treats pain and 
one of the suspected side effects is nausea. Suppose you have 
been chosen to design a study to test the impact of the new 
drug on patients experiencing nausea. 

a. What is the dependent variable and what is the independent 
variable for this study? 

b. You have decided to measure nausea by asking patients to 
rate their nausea on a scale from 1 to 10. What level of mea
surement is this? 

SUMMARY AND CONCLUSION 

Descriptive statistics are used in the summarizing, organizing, 
and presenting functions of statistics. Variables can be qualitative 
or quantitative, and quantitative variables can be measured on dif
ferent levels (nominal, ordinal, interval, or ratio). Standard sum
mary measures allow researchers to distill large and complicated 
collections of information into concise, effective, and meaningful 
descriptions of the data. Several formats are available for visual
izing and presenting data. Proportions and rates are effective in 
providing morbidity and mortality information. Performance 
measures for diagnostic tests, including sensitivity, specificity, and 
predictive value provide a standard mechanism for quantifying 
the ability of a diagnostic test to correctly classify individuals. All 
of these measures provide the researcher with the tools to orga
nize and describe data, a necessary step in the research process 
that precedes testing hypotheses and drawing conclusions. Sub
sequent chapters in this book will explore inferential statistics, 
which include the analytic and interpretation functions of statis
tics that are used to answer research questions. 

5. You have been asked to present your manager with informa
tion about your pharmacy's dispensing of medications used to 
treat high cholesterol. You know that eight generic and name 
brand alternatives are stocked at your pharmacy and that two 
of these medications are rarely, if ever, dispensed. 

a. What level of measurement is being reported when you are 
asked to list each cholesterol medication kept in stock? 

b. Suppose that your manager has asked to see a histogram 
that shows how much of each cholesterol medication was 
dispensed this year. Explain why a histogram is not the 
best way to represent this data. What type of chart or graph 
would you propose as an alternative? 

c. If you were reporting the "average" total number of choles
terol medications dispensed per month, would you choose 
to calculate the mean, median, or mode to best represent 
this data? Why did you choose that measure? 

6. What is the difference between incidence and prevalence? 

Use the following scenario for questions 7 and 8. 
A research study evaluated the use of computed tomography (CT) 
in the diagnosis of hamstring injuries. Sixty patients with ham
string injuries confirmed by magnetic resonance imaging (MRI) 
were evaluated with CT. Forty patients without injuries were also 
included. The CT results were positive in 40 of the patients with 
hamstring injuries and in 10 of the patients without hamstring 
injuries. 

7. What is the false positive rate? You may find that constructing 
a 2 x 2 table similar to what is found in Table 8-4 helpful. 

8. What is the sensitivity of CT for hamstring injury in this study? 
You may find that constructing a 2 x 2 table similar to what is 
found in Table 8-4 helpful. 

9. Refer to Figure 8-5. What is the True Positive Rate at the point 
labeled "B" on ROC-curve 1? 



Online Resources 
Diagnostic Test Performance Calculator: http://ilm.medicine 
.arizona.edu/EBDM/DTPC/calculator.html. (Contains a 
calculator that will compute positive predictive value, negative 
predictive value, sensitivity, and specificity. Also includes a list 
of equations commonly employed when evaluating the perfor
mance of diagnostic tests.) 

EasyCalculation.com: http://easycalculation.com/ statistics/ 
statistics.php (Includes step-by-step tutorials for statistical tests 
and a "calculator" that allows you to input variable values to cal
culate each of the descriptive statistics discussed in this chapter.) 

GCFLearnFree.org: http://www.gcflearnfree.org/ excel20I0/17.2 
(Includes tutorials on how to build charts, tables, and graphs 
using Microsoft Excel or Google Documents.) 

VassarStats Website for Statistical Computation: http://vassar
stats.net/ (A useful and user-friendly tool for performing various 
statistical computations.) 
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Interpretation and Basic 
Statistical Concepts 
Spencer E. Harpe, PharmD, PhD, MPH, FAPhA 

CHAPTER OBJECTIVES 

.., Define and differentiate point estimation and interval 
estimation 

.., Describe important statistical distributions 

.., Explain the role of the central limit theorem in statistical 
analysis 

.., Explain the basic mechanics of hypothesis testing 

.., Explain how confidence intervals can be used to test 
hypotheses 

KEY TERMINOLOGY 

Nondirectional tests 

Normal distribution 

Null hypothesis 

Parameters 

Point estimate 
Population 

.., Differentiate among various types of hypothesis tests 

.., Explain the difference between the frequentist and 
Bayesian approaches to statistical inference 

.., Describe the basic principles of Bayesian statistic.al 
analysis 

.., Define and differentiate statistical significance and 
clinical significance 

Statistic 

Statistical distribution 

Statistical estimation 

Statistical inference 
Statistical significance 

Test of difference 

Alternate hypothesis 

Bayes' theorem 

Bayesian statistics 

Central limit theorem 
Clinical significance 

Confidence intervals 

Degrees of freedom 

Directional tests 
Empirical distribution 

Hypotheses 

Hypothesis testing 

Posterior distribution Test of equivalence 

Power Test of noninferiority 

Prior distribution Test of superiority 

p-value Type I error, or a error 

Sample 'fype II error, or /J error 

INTRODUCTION sample of 200 individuals, half of whom received a new med-
ication to reduce LDL cholesterol and the other half received 

Descriptive statistics provide a useful tool for presenting basic a placebo, the new medication reduced LDL cholesterol by 
information. such as the central tendency (mean. median. or 30 mgldL. Initially, this finding may seem exciting. but subse
mode) and spread {standard deviation or interquartile range). quent steps would determine whether the observed reduction 
of a given sample. While these are useful. the focus is often on was indeed statistically significant (i.e.. hypothesis testing) and 
taking the findings from a sample used for research and apply- provide an idea of how large the actual reduction might be in 
ing them to a target population of interest. For example, in a the target population of individuals with high LDL cholesterol 
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(i.e., statistical estimation). Inferential statistics provide the tools 
to answer these questions. 

This chapter begins with a brief discussion of statistical distribu
tions and statistical theory supporting statistical inference. Infor
mation about basic principles of point and interval estimation is 
then presented followed by a discussion of hypothesis testing. A 
brief discussion of the Bayesian approach to statistical inference is 
then provided. This chapter finishes with a discussion of the impor
tance of statistical and clinical significance in biomedical research. 

STATISTICAL DISTRIBUTIONS AND THE 
CENTRAL LIMIT THEOREM 

A variable's distribution is made up of all the possible values 
and their relative frequency of occurrence. When the values are 
taken from actual data and the relative frequencies of occurrence 
are calculated (e.g., the observed lengths of stay for patients in a 
hospital), this observed distribution is referred to as an empiri
cal distribution. A statistical distribution is a type of distribu
tion that is defined by some theoretical probability distribution.1 

These statistical distributions are important since they describe 
the way in which random variables are expected to behave.2 They 
also form the basis for statistical testing. While there are many 
theoretical probability distributions, a few are used commonly in 
biomedical research. 

Normal Distribution 
A normal distribution in statistics is what many refer to as a "bell 
curve" and has some desirable statistical properties. The distri
bution is symmetrical around the mean. All measures of central 
tendency are equal (i.e., mean = median = mode). Generally 
speaking, a normal distribution is any such distribution with a 
known mean (µ) and standard deviation (a). Normally; distrib
uted variables must be measured at the continuous level (e.g., 
interval or ratio). From a practical standpoint, two specific distri
butions can be used when discussing the normal distribution: the 
z distribution and the t distribution. 

z Distribution 
The z distribution is a special type of normal distribution where the 
data have been transformed to follow the standard normal distribu
tion with a mean of 0 and a standard deviation of 1. While very few, 
if any; variables actually follow this distribution, it is often approxi
mated by standardizing the data using the following equation: 

x.-x 
z;;;;;;-'--

SD 
(1) 

This z-score is obtained by dividing the difference between the 
observed value (x1) and the mean value (x ) by the standard devia
tion (SD) of the variable.• From a practical standpoint, this trans
lates to the deviation of an observation from the sample mean to 

•Technically, the z-score is calculated by dividing the difference between the 
sample mean and the hypothesized population mean by the standard error of 
the mean. This is the approach used in the z-test. More generally, this calcu
lation is used to create scores in terms of standard units and allows the com
parison of different measures when the scale of measurement is considerably 
different. 
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- Normal curve 
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FIGURE 9·1: Comparison of the Normal Curve and Student's 
t-distri butions with Various Degrees of Freedom. 
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the number of "'standard units" (or standard deviations) from 0. 
This translation is useful because it allows probabilities to be 
attached to the observed values or ranges of values. From the nor
mal distribution, approximately 68% of the values fall within 
1 standard deviation above or below the mean (±1 SD), approxi
mately 95% fall within 2 standard deviations (±2 SD), and approx
imately 99.7% fall within 3 standard deviations (±3 SD). These 
values become useful in statistical testing. 

t Distribution 
The t distribution, or Student's t distribution, can be thought of as 
a modification to the standard normal distribution (or z distribu
tion) when the sample size is relatively small. From a comparison 
standpoint, the t distribution will be very close to the z distribu
tion as the sample size increases. The t distribution will become 
flatter with thicker tails compared to the standard normal curve 
as the sample size decreases. The amount of difference between 
the t distribution and the z distribution depends on the degrees of 
freedomb available, which is directly related to the sample size. 
Figure 9-1 shows the relationship between a standard normal 
curve (z distribution) and the t distributions for varying degrees 
of freedom. The t distribution, and the t-test based on this distri
bution, would be used whenever the actual population standard 
deviation is not known or when a good estimate is not available. 
In practice, the t-test is used more frequently than the z-test 
because the population standard deviation is rarely known. 

Binomial Distribution 
The z and t distributions are useful for continuous variables but 
do not allow for categorical measurements. The binomial distri
bution describes a random variable with two possible outcomes, 
which represents the simplest version of a categorical outcome 

b'fhe degrees of freedom are the number of data points, or observations, that 
are free to vary when calculating a statistic. Generally speaking, one degree 
of freedom is lost for each parameter estimated. This is why the equation for 
calculating the sample standard deviation has n - 1 rather than n (the sample 
size) in the denominator. By calculating the mean, there is one less data point 
that is free to vary when calculating the standard deviation. 



(alive versus dead, treatment success versus treatment failure, 
etc.). The binomial distribution describes outcomes in terms 
of p (the probability of success or an outcome of interest) and 
q (the probability of failure or the probability of the outcome of 
interest not occurring). Using the math of probability, the sum 
of the probabilities of an event happening (p) and the event not 
happening (q) is equal to 1, or p + q = 1. For a binary variable, 
the distribution can be described in terms of the probability of 
the number of "successes" (or outcomes of interest) for a certain 
number of trials. Consider flipping a coin. A distribution of pos
sible outcomes could be created for flipping the coin 10 times. 
The possible outcomes of flipping the coin could be no heads out 
of 10 flips, 1 head, 2 heads, and so on all the way up to obtain
ing 10 heads from 10 flips. The probability of obtaining a head 
on any given coin flip is 0.5 (or 50%). Along the same lines, the 
approximate number of heads obtained would be about 50% (or 
one-half) of the number offlips (or trials), which would be 5 out 
of 10 flips, assuming the coin were "fair." More extreme outcome 
patterns like flipping 10 heads or 0 heads would be statistically 
unlikely. 

In biomedical research, a "trial" in this situation is not the 
overall study but the individual patient. If a new medication has 
an estimated 50% success rate of stopping the growth of a tumor 
and that drug is given to 50 patients, then there are 50 "trials." 
In each patient (or trial). there is a 50% chance of success (i.e., 
stopping tumor growth). The distribution of the outcomes ranges 
from no successes out of 50 patients to all 50 patients experienc
ing no tumor growth. 

Other Distributions 
In addition to the normal distribution and the binomial distri
bution, there are many other distributions that are used in statis
tical analyses. Some form the basis for specific statistical tests. 
For example, the chi-square (t) distribution is the basis for the 
test of the same name, several of nonparametric tests, and certain 
regression analyses, and the F distribution is used when conduct
ing analysis of variance (ANOVA) and linear regression analysis. 
The Poisson distribution is similar to the binomial distribution in 
that it relates to categorical outcomes. The Poisson distribution is 
especially useful to describe events when they are relatively rare, 
such as the number of medication errors per 1,000 patient-days. 
Holland et al. used Poisson regression when examining the effec
tiveness of community pharmacist educational visits at reducing 
hospital readmissions. 3 Another potentially useful distribution 
is the gamma distribution. Similar to the normal distributions, 
the gamma distribution is used when the variable of interest is 
interval or ratio but is very highly skewed, which is often the case 
when looking at resource utilization or costs. Deshpande et al. 
used regression models with a gamma distribution to examine 
the relationship between medication adherence and cost among 
patients on novel oral anticoagulants (or NOACs).4 

Central Limit Theorem 
Before beginning the discussion of statistical inference, a brief 
overview of the central limit theorem (CLT) is beneficial. This 
theorem is a fundamental concept providing underlying support 
for much of the statistical testing seen in the biomedical litera
ture. In statistical theory, a sample is a subset or portion of the 

Chapter 9 / Interpretation and Basic Statistical Concepts 89 

population (all observations of interest), and sample size is the 
number of sampled observations. According to the CLT: 

1. The mean of all sample means will equal the population mean. 
2. The standard deviation of the sampled means is equal to the 

standard error of the mean. 
3. As the sample size increases, the distribution of the sample 

means will approach a normal distribution regardless of the 
underlying distribution of the variable. 

Consider trying to determine whether patients spending 
24 hours or more in a critical care unit are older than those who 
spend <24 hours in a critical care unit. The CLT states that the 
distribution of the sample mean age difference between the two 
groups of patients will be normally distributed as long as there is 
a sufficiently large sample size, regardless of whether the differ
ence in age is actually normally distributed in these patients. One 
generally accepted rule of thumb is a sample size of at least 30 is 
sufficiently large as long as there are only moderate departures 
from the normal distribution. For more severe departures from 
normality, larger sample sizes become necessary. From a sampling 
standpoint, samples of various sizes could be obtained: 10 patients 
(5 in each group), 20 patients (10 in each group), or 500 patients 
(250 in each group). According to the CLT, the distribution of the 
sample mean age, or the mean difference in age to be precise, will 
approach a normal distribution as the sample size increases. 

At a deeper level, the CLT relates to the idea of conducting the 
same study with different samples. In the critical care unit exam
ple, the study could be performed 10 times with different samples 
of patients from the hospital. From each of these 10 samples, the 
mean difference in age between the two groups would be cal
culated. The first tenet of the CLT states that the mean of these 
differences in mean ages would be equal to, or very close to, the 
true mean age difference in the underlying population. The sec
ond tenet says that the standard deviation of these 10 means (i.e., 
the standard error of the mean) is equal to, or very close to, the 
standard deviation of the mean age difference in underlying pop
ulation. How "close" any given estimate is to the true population 
parameter depends in part on the number of replicated studies. 
The estimates may not be very close after repeating the study 
10 times. On the other hand, after repeating the study 100 times, 
or 5,000 times, the differences between the estimates and the true 
population parameter would become increasingly small. 

It is important to understand that "sample size" is relevant 
from two perspectives: the number of subjects in a given study 
and the number of times a study is repeated. From the first per
spective, the distribution of the sampled means will approach 
a normal distribution as the sample size increases. This is what 
most people think of when they discuss sample size and the CLT. 
From the second perspective, the accuracy of the estimates will 
improve as the number of samples increases. Even though select
ing numerous samples is rarely done in practice, this concept 
relates directly to the idea that the study findings will be correct 
"in the long run" as discussed later with respect to the interpreta
tion of confidence intervals (Cls) and errors in hypothesis testing. 
The idea of being correct "in the long run" is a core principle of 
the frequentist approach to statistics. This is the approach taken 
in most statistical analyses used in biomedical research and is the 
primary focus of this chapter. The frequentist approach is charac
terized by testing a null hypothesis assuming a certain amount of 
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error is acceptable in the long run. The other approach to statis
tics is called the Bayesian approach and will be briefly discussed 
later in this chapter. 

STATISTICAL INFERENCE 

Definition of Statistical Inference 
Since the motivation behind estimation lies to some degree in 
statistical inference, it may be helpful to define statistical inference 
in a formal sense before moving into a discussion of estimation. 
Statistical inference is the process of analyzing data from a sam
ple and using those results to infer the related values in the source 
or target population. The primary characteristic allowing for valid 
statistical inference is the use of a random sample. Strictly speak
ing, it is not possible to arrive at valid inferences from a nonran
dom sample; however, nonrandom samples are used as the basis 
for inferential statistics in many studies. Researchers frequently 
use inferential statistics to estimate the "true" effect of an inter
vention in the larger population through the use of randomized 
controlled trials, where participation is voluntary and, therefore, 
a nonrandom sample. This is not to say that statistically valid 
inference does not happen in biomedical research. There are var
ious datasets that are collected on random samples of individuals. 
Many of these datasets, such as the National Ambulatory Medical 
Care Survey and the Medical Expenditure Panel Survey, are col
lected and maintained by government agencies (e.g., the National 
Center for Health Statistics or the Agency for Healthcare Research 
and Quality) and serve as the basis for a variety of active research 
endeavors. 5 The growth of electronic medical records can allow 
for random sampling and valid inference provided the target pop
ulation of interest is the local institution, which is often the case 
for quality improvement and program evaluation studies.6 

Populations and Samples 
Central to the idea of statistical inference are the concepts of sam
ple and population. The terms are fairly straightforward in that 
the population is the general group of interest in a study while a 
sample is a portion of the population that is selected in order to 
study some phenomenon in a more efficient manner. Information 
for these two groups is presented in very specific ways in statis
tical practice. Quantities related to the population of interest are 
referred to as parameters and are usually represented by Greek 
letters, while the same quantity from a sample is referred to as a 
statistic and is represented by Latin letters. For example, a mean 
and standard deviation can be calculated for both a population 
and a sample. The mean from the population is called a parameter 
and is represented byµ (the lower case Greek letter mu). The same 
measure from a sample is called a statistic and is represented by 
x. For the standard deviation, the population parameter is rep
resented by a (the lower case Greek letter sigma) and the sample 
statistic is represented bys or SD. Table 9-1 shows a compari
son of common statistical quantities and their representations for 
samples and populations. 

Mechanisms of Inference 
Statistical inference can be viewed as happening through two 
related mechanisms: estimation and hypothesis testing.7 Statisti
cal estimation is a process by which estimates of the population 

TABLE 9-1 • Statistical Quantities for Samples and Populations 

Quantity Sample Statistic Population Parameter 

Mean x µ 

Standard Deviation sorSD a 
Proportion p n 

Difference Between x,-x2 µ,-µ2 
Two Means 

Difference Between P,-P1 n,-n1 

Two Proportions 

parameters are generated from sample statistics with a focus 
on generating precise estimates with minimal bias. The second 
mechanism is through hypothesis testing, where the focus is on 
making a conclusion about a hypothesized difference or relation
ship using observations from the sample. 

STATISTICAL ESTIMATION 

The first approach to statistical inference is the estimation 
approach whereby a sample statistic is estimated directly using 
the data obtained from the sample. Calculating the mean, median, 
and standard deviation are basic examples of estimation. Func
tions to estimate statistical parameters should be unbiased (i.e., 
have no systematic error), have minimum variance (i.e., be effi
cient), be consistent (i.e., theoretically converge at the true pop
ulation parameter as the sample size increases), and be robust to 
violations of assumptions.1·s.9 For example, both the mean and the 
median are estimates of central tendency. Both should be unbi
ased estimates of central tendency, but the mean is more efficient 
than the median because the standard error of the median is con
siderably larger than that of the mean. On the other hand, the 
median is a more robust estimate than the mean since a single 
outlier can drastically affect the mean with little effect, if any, on 
the median.1 For more complicated quantities related to relation
ships between variables or estimating adjusted means and vari
ances, there are often multiple options for estimation functions, 
so considerable thought must be given to selecting the estimator 
with the best properties. 

Point Estimation 
In point estimation, one single value (i.e., the point estimate) is 
estimated for the statistical quantity of interest. The quantity may 
be any measure of central tendency or spread, or it could be a 
measure of association, such as a correlation or regression coeffi
cient. Two examples of point estimates, the arithmetic mean and 
the proportion, are described further in Chapter 8, "Measurement 
and Descriptive Analysis." These two measures will be used to 
illustrate the principles of interval estimation. 

Interval Estimation 
Point estimates can provide useful information about population 
parameters, but they provide no information about the preci
sion of the estimate. In order to understand the precision of an 
estimate, an interval associated with a certain level of accept
able error can be constructed. These intervals are referred to as 



confidence intervals. The general equation for calculating a CI 
involves adding and subtracting the product of the error of the 
estimate and the critical value from the point estimate: 

Point estimate± (Critical Value)(Standard Error of the Estimate) (2) 

The critical value is selected based on the desired level of confi
dence. More confidence requires a larger critical value and results 
in a wider interval. For example a 99% CI will be wider than a 95% 
CI for the same point estimate. The standard error of the estimate 
represents the sampling error associated with a particular esti
mate. The more error associated with the estimate the wider the 
CI will be as long as the confidence level stays constant. Because 
the standard error is related to the sample size (see equations [3] 
and (4]), increasing the sample size will decrease error and sub
sequently reduce the width of the interval. It is important to note 
that changing the point estimate alone does nothing to the width 
of the interval. 

Confidence Interval for a Mean 

In order to calculate a Cl, the standard error is needed. These are 
easily calculated from basic descriptive statistics. The standard 
error of the mean (SEM<

1
) is obtained by dividing the standard 

deviation by the square root of the sample size: 

SD 
SEMHN =.Jn (3) 

This standard error is then multiplied by the appropriate criti
cal value. Using the two-tailed values from Table 9-2, the stan
dard error would be multiplied by 1.96 for a 95% CI. That product 
would then be added and subtracted from the point estimate to 
obtain the upper and lower bounds of the CI.< Table 9-3 provides 
a calculation example. 

Confidence Interval for a Proportion 

Calculating the CI for a proportion is similar to the procedure for 
a mean. When working with proportions, standard deviations are 
not provided; however, the variance is calculated as pq, which is 
simply p(l - p). The standard error for a proportion (SEProp) is: 

s~ =~po: P> =f! (4) 

Other than that, the steps are the same. Before performing cal
culations, it is helpful to convert all percentages to proportions 
before performing the calculations. When finished, they can be 
converted back to percentages. An example of the calculation is 
provided in Table 9-3. 

Other Types of Confidence Intervals 

It is not uncommon to see Cls for many other quantities, such 
as the difference between two means, the difference between two 
proportions, odds ratios, or regression coefficients. These inter
vals are useful complements to traditional hypothesis testing 

'From a technical standpoint, most statistical software packages use the crit
ical values drawn from the t-distribution since the standard deviation being 
used comes from the actual sample rather than from the known population 
value. 
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TABLE 9-2 • Approximate Critical Values for Calculating 
Confidence Intervals and Conducting Hypothesis 
Tests Using the Standard Normal (z) Distribution 

One-tailed Value 
a level (upper tail) Two-tailed Value 

0.10 1.28 1.65 

0.05 1.65 1.96 

0.01 2.33 2.58 

discussed later in this chapter. As with any other Cl, they provide 
a useful way to understand the relative precision of the estimate. 

Interpretation and Importance 
of the Confidence Interval 
There are two ways in which Cls interpreted may be interpreted. 
The first way relates to a probabilistic interpretation. In Table 9-3, 
the 95% CI fur age was 62.5-66.5 years. The interpretation would 
be that with 95% confidence the interval contains the true popula
tion mean age (i.e., the para.meter). The idea of attaching a proba
bility statement to whether an interval contains the parameter can 
be related to the earlier discussion of repeating a study on differ
ent, repeated samples. In this repeated sampling context, similarly 
constructed intervals would contain the population parameter at 
least 95 times if the same study were repeated 100 times using 
different samples from the same population. Notice how this 
interpretation has the same motivation of being correct "in the 
long run." 

The second interpretation approach is to say that the estimate 
of the parameter could be as high as the upper bound or as low as 
the lower bound (with a certain level of confidence). This inter
pretation is useful as it emphasizes the range of plausible values 
that Cls provide. As with the first interpretation, the uncertainty 
should be placed on the estimate of the parameter, not the popu
lation parameter itself Using the age example again, some may 

TABLE 9-3 • Confidence Interval Calculation 

Confidence Interval 
fora Mean 

What is the 95% confidence 
interval forthe mean age of the 
population given the following 
sample statistics? 

Mean: 64.5 years 
Standard deviation: 10.2 years 
Sample size: 100 

SE _SD_ 10.2 _ 10.2 _
1 

Ol -- .rn- ./100- 10 - . 

Critical value: 1 .96 

Upper bound: 64.5 + (1.96) 
(1.02) = 66.5 
Lower bound: 64.5 - (1.96) 
(1 .02) = 62.5 

95% Cl: 62.5-66.5 

Confidence Interval 
for a Proportion 

What Is the 99% confidence 
interval for the proportion of 
adults taking at least one medi
cation given the following sam
ple statistics? 

Sample proportion: 75% 
Sample size: 400 

SE...,. = fPii" = (0.75)(Q.25) = 0.022 
f;;- 400 

Critical value: 2.58 

Upper bound: 0.75 + (258) 
(0.022) = 0.807 
Lower bound: 0.75-(2.58) 
(0.022) = 0.693 

99% Cl: 69.3%-80.7% 
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say that the estimate of the mean population age was 64.5 years, 
but that they are 95% confident that true mean age could be as 
high as 66.5 or as low as 62.5 years. This shifts the uncertainty 
from the estimate to the parameter, so it is not technically correct; 
however, it may provide a more straightforward interpretation of 
the interval. 

Cis are a very important part of statistical inference. They pro
vide information about the precision of estimates, which is not 
provided by an examination of the p-value from a hypothesis 
test. When looking at estimates of the same quantity (e.g., two 
estimates of the effect of a drug at lowering LDL cholesterol) and 
using the same confidence level, narrower intervals indicate more 
precise estimates. Cls are also important in that they can be used 
as a method to conduct hypothesis testing while still providing 
the extra information that a p-value cannot. 

HYPOTHESIS TESTING 

While estimation provides a form of direct statistical inference, 
hypothesis testing approaches statistical inference in an indirect 
manner. 8 Hypothesis testing helps guide decisions based on data 
collected from a study.7 This second approach to statistical infer
ence, more formally null hypothesis significance testing (NHST), 
is an older approach than the use of Cls or estimation. 

Characteristics of Hypotheses 
Hypotheses used in statistical testing have several characteristics. 
A good hypothesis must be a declarative sentence. While the ini
tial idea for a study may be framed as a question, that question 
must be turned into a statement for hypothesis testing. Second, 
a hypothesis must describe a relationship between two or more 
variables. Simply stating that older adults have high blood pres
sure would not be a good hypothesis. On the other hand, stating 
that older adults have higher blood pressure than younger adults 
would be a better hypothesis as it explicitly states a relationship 
between two variables (age and blood pressure). The final char
acteristic is that the hypothesis must be testable by empirical 
means.10 

Types of Hypotheses 
In order to test hypotheses to support statistical inference, two 
types of hypotheses were proposed by Neyman and Pearson: 
the null hypothesis (denoted H0) and the alternate hypothesis 
(denoted HA).11 With a few exceptions noted later, the null hypoth
esis is generally formulated as stating that there is no relationship 
or no difference between the variables of interest (e.g., the drug 
has no effect on the outcome). The alternate hypothesis is usually 
stated as the opposite of the null hypothesis (e.g., the drug has 
an effect on the outcome). The NHST process sometimes starts 

TABLE 9-4 • Errors in Hypothesis Testing 

Conclusion from 
Hypothesis Test 

Reject H0 

Fail to reject H
0 

by converting the research question or objective into an alternate 
hypothesis and then formulating the null, or vice versa. The most 
important thing to remember, however, is that in hypothesis test
ing only the null hypothesis is tested. Based on the principles of 
NHST, conclusions are only made with respect to the null hypoth
esis. Furthermore, it is only possible to reject or fail to reject the 
null hypothesis. Some say that the possible conclusions from a 
hypothesis test are to reject or accept the null hypothesis. The 
idea of "accepting'° the null has its philosophical detractors. The 
important point is that the conclusion is about the null hypoth
esis, not the alternate hypothesis. This is another fundamental 
difference between the frequentist and Bayesian approaches to 
statistical inference. 

Errors in Hypothesis Testing 
According to Neyman and Pearson, the process of hypothesis 
testing was prone to two types of errors.11

•
12 The errors were orig

inally conceptualized as the probability of committing one of the 
errors upon repeating the experiment numerous times (ie., in the 
long run). Unfortunately, one may never know when these errors 
are committed because it is rarely, if ever, known whether the null 
hypothesis is indeed true or false. It is still important to under
stand their theoretical meaning. Table 9-4 shows the types of 
errors in relation to the true state of affairs (i.e., if the null hypoth
esis is true or false). Both of these errors represent quantities that 
the researcher sets acceptable levels for when designing the study 
before data are analyzed. 

Type I Error 

The type I error, or a error, is defined as rejecting the null 
hypothesis when the null hypothesis is true. This can be thought 
of as an error of "anxiety" since the conclusion is that there is a 
difference (or there is something "'going on" in the data) when the 
truth is that there is no difference (i.e., the null hypothesis is true). 
Consider a study examining the effectiveness of a medication to 
reduce LDL cholesterol. The medication is known not to be effec
tive, but the study concluded that the medication did reduce LDL 
cholesterol. In this case, a type I error would have been committed 
as shown in Table 9-5. 

Researchers select an acceptable type I error rate before con
ducting the study. If the a level is not provided up front, it is 
impossible to conduct a hypothesis test since the cut-point for 
rejection of the null hypothesis is not stated. Traditionally, this is 
set at 5% and may be stated as a = 0.05. Other common type I 
error rates include 1 % and 10%. The acceptable type I error rate is 
also referred to as the significance level. Authors will sometimes 
state the acceptable type I error level (or a level) in terms of a 
p-value, such as "p ~0.05 was considered statistically significant." 
This can lead to confusing the true meaning of the p-value with 
the type I error rate. The p-value is the probability of finding the 

H
0 

is True 

Type I (a) error 

Correct conclusion 

True State of Affairs 

H
0

isfalse 

Correct conclusion 

Type II (p) error 



TABLE 9-5 • Examples of Errors in Hypothesis Testing 

Results of the Study Conclude the drug reduced LDL 

Conclude the drug did not 
reduce LDL 

results of the study (or more extreme results), assuming the null 
hypothesis is true. d Other common misinterpretations of the 
p-value include the probability of committing a type I error, the 
probability that the null hypothesis (H

0
) is true, and the probabil

ity that the alternate hypothesis (HA) is true. One useful note 
about the type I error is its relationship with the confidence 
level. The level of confidence for a given study is generally related 
to the type I error rate such that the confidence level is one minus 
the type I error rate, or 1 - a. Thus, a type I error rate of 0.05 (or 
5%) leads to a 95% confidence level. 

Type II Error 

The type II error, or fl error, is defined as failing to reject the null 
hypothesis when the null hypothesis is false. Some view this as 
an error of "denial"' since they are failing to conclude that there 
is a difference when, in fact, there is a difference. Using the same 
example of the medication to reduce LDL mentioned previously, 
a type II error would be committed if the study results suggested 
that the new medication did not reduce LDL when the medication 
is known to be effective in reducing LDL (Table 9-5). Statistical 
power is a concept closely related to the type II error rate. Power 
is the probability of rejecting the null hypothesis given that the 
null hypothesis is actually false (i.e., finding a difference that actu
ally exists and making a correct conclusion). This value is useful 
from a research standpoint because it tells us the likelihood of 
being correct, in the long run, in identifying an effect that actually 
exists. Typical values for the type II error rate are 20% and 10%, 
which translate to power levels of 80% and 90%, respectively. 

TYPES OF HYPOTHESIS TESTS 

When conducting a hypothesis test, the specific type of test being 
performed must first be determined. The tests can be classified 
based on whether a direction is being specified in the test. In this 
situation, the "direction" of a test is defined as whether or not the 
hypothesis specifies that the difference (or association) will be in a 
particular direction (e.g., Treatment A is better than Treatment B). 
Generally speaking nondirectional tests (two-sided or two
tailed) are more conservative than directional tests (one-sided or 
one-tailed) because they make it more difficult to reach statisti
cal significance. In a similar fashion, nondirectional tests provide 
more flexibility by allowing researchers to examine differences 
(or associations) in either a positive or a negative direction rather 
than locking the analysis into only one direction. 

"The c;:omplete definition of a p-value is the probability of finding a test statis
tic;: as extreme as or more extreme than the observed, or c;:akulated, test statis
tic given that the null hypothesis is true. 
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True Efficacy of the Drug 

Drug Does Not Reduce LDL Drug Reduces LDL 

Incorrect conclusion 
(Type I error) 

Correct conclusion 

Correct conclusion 

Incorrect conclusion 
(Type II error) 

Selecting a directional versus a nondirectional test can be 
likened to crossing the street. If you are unsure of whether traffic 
on the street is one-way or two-way, then the best option is to look 
both ways before crossing (i.e., a nondirectional test). If there is 
certainty that the street is one-way, then you only need to look in 
that direction before crossing (ie., a directional test). Obviously, 
you would only look in a specific direction, or select a directional 
test, if there is substantial supporting evidence prior to conduct
ing the test. Below are the four types of hypothesis tests that are 
frequently conducted in research studies. Table 9-6 presents 
these hypothesis tests and their appropriate null hypotheses. All 
of the examples are formulated in terms of comparing the means 
between two groups. While the underlying calculations would be 
different for proportions (e.g., the proportion who survive among 
those receiving Treatment A compared to those receiving Treat
ment B) or other population parameters, conceptually the tests 
are the same regardless of the quantity being compared. 

Nondirectional Tests 
Tests of difference and equivalence are considered nondirectional. 
When these tests are conducted, the focus is not on determin
ing in which direction the difference is. Instead, the focus is on 
whether there is a difference between the groups or whether the 
groups are equivalent. 

Test of Difference 

When conducting a test of difference, the null hypothesis is that 
the difference between two quantities is 0 (ie., the two quantities 
are the same or equal). Using gender differences in blood pressure 
as an example, a test of difference would involve testing whether the 
mean systolic blood pressure (SBP) in males is different than the 
mean SBP in females, or H

0
: mean SBP 1n.i.. - mean SBP 6-1 .. = 0. 

Testing in this way is nondirectional since the direction of the dif
ference is not specified. This test may be performed in the tradi
tional way or through the use of Cis. Since this is a nondirectional 
test, it is important to remember to use the two-tailed critical val
ues. These two-tailed values assign half of the a level to the upper 
tail and half to the lower tail effectively maintaining the overall 
specified a level (e.g., 5%). These two-tailed values would be used 
regardless of whether the traditional approach or the CI approach 
is chosen. This is the type of hypothesis test most commonly seen 
in the biomedical literature and will be illustrated with an exam
ple later in this chapter. 

Test of Equivalence 

In a test of equivalence, the objective is to show that two quanti
ties are equivalent (e.g., whether the mean weight loss after exer
cising 3 times a week for an hour at a time is equivalent to the 
mean weight loss after exercising 6 times a week for 30 minutes at 
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TABLE 9-6 • Types of Hypothesis Tests 

Test type Conceptual Purpose Null Hypothesis Alternate Hypothesis Assessment 

Nondirectional 

Difference Determine ifthe means H0: (Mean, - Mean) = o HA: Mean, - Mean2 ;I! O Traditional two-sided test or deter-
for Group 1 and Group 2 or or mine ifO is contained in the (1 -a) 
are different H0: Mean, = Mean2 HA: Mean, ;I! Mean2 

confidence interval for the differ-
ence in the means 

Equivalence Determine if the means H0: 1Mean1 - Mean21 ~t:. HA: !Mean, - Mean21 <!J. Determine if the (1 - 2a) confi-
for Group 1 and Group 2 dence interval for the difference lies 
are practically equivalent completely within the equivalence 
(i.e., within an acceptable interval [-ti, +ti.] or conduct two 
difference) one-sided tests (TOST approach) 

Directional 

Superiority Determine If Group 1 's H0: Mean, - Mean2 so HA: Mean, - Mean2 > O Traditional one-sided test or use 
mean is greater than or or the one-tailed critical value to 
Group 2's mean• H0: Mean, sMean2 HA: Mean, > Mean2 calculate the upper bound of the 

confidence interval to see if the 
observed value is outside the upper 
bound 

Non Inferiority Determine if Group 2's H
0

: (Mean
1 

- Mean) ~!J. HA: (Mean, - Mean) <!J. Examine the boundary of the con-
mean is no more than fidence interval to see if it crosses 
a certain amount lower the noninferiority margin 
than Group l's mean• 

•The relationship between Groups 1 and 2 can be changed as long as the wording and formulation of the hypotheses are re-arranged accordingly. 

a time). Equivalence cannot be determined by conducting a test 
of difference and concluding that no significant difference exists 
when the results are not statistically significant. This conclusion 
only says that insufficient evidence exists to warrant rejecting the 
null hypothesis of no difference.13

•
14 & Altman and Bland stated, 

"Absence of evidence is not evidence of absence."13 Unfortunately, 
this has happened frequently in the biomedical literature.15 

In testing for equivalence, remember that the null hypothesis 
is being tested. This null hypothesis is the opposite of what is try
ing to be assessed or examined. In the case of equivalence, the 
purpose is to show that equivalence exists, so the null hypothesis 
must be constructed appropriately. Equivalence involves identify
ing a certain amount of difference that is acceptable from a practi
cal standpoint. Selecting an appropriate range of equivalence can 
be difficult but is crucial to allow for a meaningful conclusion. 
Although seemingly subjective, the margin of equivalence should 
be based on prior research or clinical relevance. Using the exercise 
and weight loss example, one might be inclined to say that the 
two exercise regimens are equivalent as long as there is less than a 
10% difference in weight loss between the two. The null hypothe
sis must include this range of difference where equivalence would 
be accepted. Furthermore, since the focus is to determine equiv
alence, the null and alternative hypotheses must be "reversed" 
compared to a test of difference. 

In the equivalence scenario, the null hypothesis would be that 
the two quantities differ by some specified amount (A) or more, 
or H0 : IMean1 - Me~I ~A. Using the weight loss example, the 
null would be stated as H

0
: !Mean weight loss

3
_day eurciae - Mean 

weight loss
6

-<1ay ~I :2: 10%. Although the null hypothesis involves 
an inequality, the absolute value of the difference between the 
groups makes the test nondirectional. If the absolute value had 
not been used, then two null hypotheses would be needed: that 

the difference was greater than or equal to +A or that the differ
ence was less than or equal to -A. The absolute value allows a 
more succinct representation of the null. Given the way the null 
is specified, rejecting the null allows us to conclude that the two 
quantities are equivalent (within some specified range). 

Performing the test involves using two one-sided statistical 
tests (or TOST). For example, the researcher may conduct a one
sided (or one-tailed) t-test to look for differences greater than +A 
and another one-sided t-test to look for differences less than -A. 
Both of these tests need to be conducted to perform the test of 
equivalence. A CI approach may be more straightforward and 
intuitive in the case of a test of equivalence and is equivalent to 
the TOST approach. To use the CI approach, first construct the 
appropriate CI for the stated level of statistical significance. Keep
ing in mind that this approach must reflect the TOST approach, 
remember that the appropriate CI will actually use twice the 
stated significance level rather than the traditional (I - «) con
fidence level As an example, if« = 0.05 then the appropriate CI 
would be the 90% CI because 2a = 0.10. Then compare that CI 
to the equivalence interval, or [-A,+ A]. If the CI fits completely 
inside the equivalence interval, then the two groups are said to 
be equivalent. The determination of bioequivalence during the 
generic drug approval process is an example of the process of 
equivalence testing. 

Directional Tests 
When conducting directional tests, the focus is on determining 
whether there is a difference in a prespecified direction. Tests of 
superiority and noninferiority have these directions built into the 
construction of the hypotheses being tested. Compared to their 
nondirectional counterparts, tests of superiority or noninferiority 
will only look in one direction. 



Test of Superiority 

The test of superiority is similar to a test of difference except the 
focus is to see if one alternative is better than another. Obviously, 
this would only be performed if there were substantial reason to 
believe that the effect would only be in one direction. The null 
hypothesis for a test of superiority would need to include equality 
and may take the form of H

0
: Mean

1 
- Mean

2 
:5;0. Using the blood 

pressure example from the difference test and assuming that 
the assumption was that mean SBP in males was higher than in 
females, the null hypothesis could be stated as H

0
: mean SBP ma1eo -

mean SBP femala :5;0. A traditional one-tailed test could be used to 
conduct this test using the appropriate one-tailed critical value. 
A CI approach could also be used to see if the observed value 
falls outside the upper bound of the CI (again using the one-tailed 
critical value). 

Test of Noninferiority 

Sometimes the goal of a study is to show that a new treatment is 
no worse than an existing treatment, which involves a test of non
inferiority. Similar to a test of equivalence, the first step involves 
selecting a margin of noninferiority based on prior experience, 
research, or clinical relevance. Also similar to the equivalence test 
is that the null and alternate hypotheses are "reversed" compared 
to tests of difference or superiority. Here the null hypothesis is 
that the comparison treatment (treatment 2) is worse than (i.e., 
inferior to) the usual treatment (treatment 1) by at least some 
certain, prespecified noninferiority margin (A). This might be 
stated as H

0
: Mean

2 
- Mean

1 
~A. The order of comparisons can 

be confusing here since the negative direction is being used. Also, 
one must consider whether lower values are better or worse when 
constructing the null hypothesis (e.g., lower LDL is better but 
lower survival rates are worse). 

Consider a situation where the objective of the study is to 
determine the cure rate for a shorter antibiotic course for a respi
ratory infection. The current recommended course of therapy is 
14 days. The new course being examined is 7 days. The outcome 
is the percent of patients experiencing clinical cure after complet
ing the course of therapy. The defined margin of noninferiority 
is 5%, so the percentage with clinical cure in the shorter course 
group must be <5% worse than the standard course to be deter
mined noninferior. Given this noninferiority approach, the focus 
is technically not whether the shorter course is better than the 
standard course. In this example, the null hypothesis would be 
that the shorter course is worse than the standard course by at 
least 5%, or H

0
: Mean cure rate day - Mean cure rate ~5% The 14- 7-day • 

alternate hypothesis would be that the difference between the two 
is <5%. Notice how a noninferioritytest could be viewed as taking 
the alternate hypothesis from a superiority test and including a 
margin of noninferiority similar to an equivalence test. 

As with the superiority test, a one-sided test or CI could be used 
to perform the test. Unlike the superiority test, it is not uncom
mon to see a more stringent confidence level used in noninfe
riority tests. Rather than using the one-tailed critical value, the 
critical value from the two-tailed a level may be used to make the 
test more conservative.16 For example, if the desired a level were 
0.05, the critical value of 1.96 (the two-tailed critical value for 
a = 0.05) may be used for the noninferiority test rather than the 
1.65 critical value, which would be the usual one-tailed critical 
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value. As with the equivalence test, the focus of the CI approach is 
to see if the CI includes the noninferiority margin. If the boundary 
of the interval crosses the margin, then the null is not rejected 
and the conclusion is that the new treatment is inferior to the 
standard treatment. If the boundary of the interval falls com
pletely within the noninferiority margin, then the null is rejected 
and the new treatment is said to be noninferior to the standard. 
Infectious disease research is a common place where noninferior
ity trials are seen. For example, Chastre et al. found that an 8-day 
course of therapy was noninferior to a 15-day course of therapy 
for adults with ventilator-acquired pneumonia.17 

PROCESS OF PERFORMING A HYPOTHESIS TEST 

Two general approaches can be used to perform a hypothesis test. 
The first is a combination of the original approaches to hypothe
sis testing set forth by Fisher18 and Neyman and Pearson.11

•
12 The 

second is an approach that makes use of Cis. Both should produce 
equivalent conclusions with respect to rejecting or failing to reject 
the null hypothesis. 

To illustrate the process of performing a hypothesis test, con
sider a scenario to examine whether an automated refill program 
is effective at improving adherence with chronic medications. 
The study enrolls 100 people. Half are randomly assigned to the 
automated refill program. The others are randomly assigned 
to usual care (i.e., no automated refill). Adherence is measured 
using the proportion of days covered (PDC) where higher num
bers represent greater adherence. For each individual, adherence 
with chronic medications is measured over a 180-day period 
after their program enrollment. The goal is to test if mean adher
ence at the end of the study period is different between the two 
groups (i.e., a test of difference). The basic findings are presented 
in Table 9-7. 

TABLE 9·7 • Example of Results from an Adherence Study 

Sample Size 

Proportion of Days 
Covered (Mean ±SD) 

95% Confidence 
Interval• 

t-statlstlc 

p-value 

Automated Refill 
Program 

50 

825± 12.3 

79.00-86.00 

Difference In Means (Refill Program -
UsualC.re) 

95% Confidence Interval for the Differ
ence Between Two Means 

Usual Care 

50 

75.9± 16.7 

71.15- 80.65 

2.250 

0.027 

6.6 

0.78-12.42 

'The calculation above uses the critical value from the r-dlstrlbutlon with 
df= 49, which Is 2.01. Using a critical value of 1.96 wlll result ln a Cl of 
[79.09-85.91 l for the automated refill group and [71.27-8053] for the usual 
care group. 
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Traditional Approach 
In the traditional approach to hypothesis testing, the researcher 
follows five steps as explained in the following section. The cal
culation of the test statistic and the selection of the critical value 

is usually done by the statistical software being used. Given the 
capabilities of modern computing, it is recommended that actual 

p-values be presented rather than simply stating that the p-value is 
greater than or less than the stated significance level (e.g., p <0.05) 
or simply stating whether the results are statistically significant. 19 

The steps to perform a hypothesis test for a difference using the 

traditional approach are outlined further in text using the adher
ence study example and presented in Table 9-8. 

Step 1. Convert the Research Question into the Appropriate 
Null and Alternate Hypotheses 

Once the desired research question is identified, an appropriate 

null hypothesis and accompanying alternate hypothesis must be 
constructed. This is something that must be done with care as 
an incorrect hypothesis can drastically alter the conclusions and 

interpretation. The original research question was to determine if 

TABLE 9-8 • Example of the Traditional Approach to 
Hypothesis Testing 

Step 

1. Convert the research 
question Into an appro
priate null and alternate 
hypothesis 

2. Select the appropriate 
statlstlcal test 

3. Select the desired 
significance level (I.e., a 
level) and the appropri
ate crltlcal Vlllue for the 
statistical test 

4. Calculate the test 
statlstk 

5. Compare the test 
statistic to the crlt
ical value and draw 
concluslons 

Example 

Research question: Is the automatic 
refill program effective at improving 
adherence? 

H
0
: Mean PDC among the refill pro

gram (RP) patients will be the same as 
mean PDC among the usual care (UC) 
patients; or H

0
: Mean PD<;. - Mean 

P~=O 

HA: Mean PDC among the refill pro
gram (RP) patients will be different 
than mean PDC among the usual care 
(UC) patients; or HA: Mean PDCAP -
Mean PDCuc ~ 0). 

The t-test is selected since it is com
paring two independent groups with 
an assumption that PDC is normally 
distributed 

The significance level is set at 5% 
(a = 0.05). The critical value for a two
tailed t-test at the 5% level of signifi
cance with 98 degrees of freedom is 
1.984 

Based on the provided information, 
the calculated t-statistic is 2.250 (with 
98 degrees of freedom) 

In comparing the calculated statistic 
to the critical value, the t-statistic ls 
found to be greater than the critical 
value. This results in rejecting H

0 
and 

concluding that there is a difference 
in PDC between the groups. The 
actual p-value is 0.027 

the automated refill program was effective at improving adherence 
(as measured by PDC). The null hypothesis might be that there 

is no difference in mean PDC between the automatic refill pro
gram (RP) group and the usual care (UC) group. The null hypoth
esis could be stated as H0

: Mean PDC - Mean PDC = O or 
RP UC 

Mean PDCRP = Mean PDCuc· The alternate would be that the two 
groups are different on PDC measurements (H : Mean PDC -

A RP 

Mean PDCuc *- 0). It is common in statistics text books for the 
population mean for each group to be presented by the Greek 
letter mu, µ. Thus, the null and alternative hypotheses might also 

be stated as H 0: µPDc., - µPDCuc = 0 and HA: µnx;., - µPDGx .eo. 
Notice that the original research question was actually one

sided, but the null hypothesis was framed as a nondirectional 
null. This is common since two-sided (or nondirectional) tests 
are more conservative than a directional test at the same a level. 

When reading a research study, look closely to see whether two
sided or one-sided statistical tests were used to determine if the 

hypothesis testing approach was directional or nondirectional 
since research questions may be stated as directional. This can 

usually be identified in the statistical analysis section by looking 
for statements about "two-tailed analyses" or "two-tailed signifi
cance levels." 

Step 2. Select the Appropriate Statistical Test 

In this situation, the comparison is between two independent 
groups. For the sake of simplicity, assume that PDC (and the dif

ference in PDC) is normally distributed. The appropriate statisti

cal test in this case would be the independent samples t-test. More 
information about this will be discussed in Chapter 10, "Bivariate 

Analysis and Comparing Groups." 

Step 3. Select the Desired Significance Level (i.e., a Level) 
and the Appropriate Critical Value for the Statistical Test 

The desired significance level must be set up front by the researcher 
before the data are collected, or at least before data analysis begins. 

A significance level of 5% (or a= 0.05) is selected. Remember, 
that the t-distribution is affected by degrees of freedom. In this 
situation, there are two groups with 50 subjects each. One degree 

of freedom is lost in each group in order to estimate the mean, so 
the total degrees of freedom are 98 (df = 98). Since a two-tailed 
test is being used, the critical t-value for 98 degrees of freedom 

is 1.984. Notice how this critical value is slightly higher than the 
similar value for the z-distribution in Table 9-2. This should make 
sense given that the sample size in the study is moderately large. 

Step 4. Calculate the Test Statistic 

Without going into the detailed calculations, based on the infor

mation provided in Table 9-7, the calculated t-statistic would 
be 2.250. 

Step 5. Compare the Test Statistic to the Critical 
Value and Draw Conclusions 

The final step in the traditional approach involves comparing the 
calculated test statistic to the selected critical value. If the absolute 

value of the test statistic is greater than or equal to the critical 
value (i.e., !Test statistic! <::Critical value), then the null hypothe
sis (H0) would be rejected. If the critical value is greater (i.e., !Test 

statistic! < Critical value), then the null would not be rejected 



(i.e., fail to reject). Remember, the alternate hypothesis is not being 
tested and is actually not referred to at all during the hypothesis 
testing process. 

As part of this final step, the p-value can be generated. For 
this example p = 0.027. This means that there is a 2.7% chance of 
finding a result of this magnitude (or larger) assuming the null 
hypothesis is true. To put it another way, the chance of finding 
these results given that there is no effect of the refill program is 
2.7%. With the computing capabilities available today, it is stan
dard practice to provide the actual p-value rather than stating 
whether the cut-point for statistical significance is met (e.g., 
p <0.05 or p <0.01).20 The p-value can also be conceptualized as 
the strength of the evidence against the null hypothesis. Smaller 
p-values indicate increasingly strong evidence against the null, 
sop = 0.45 does not suggest strong evidence against the null while 
p <0.001 would denote strong evidence against the null. Keep
ing in line with the spirit of hypothesis testing, p-values less than 
or equal to the a: level (or p :S: «) denote statistical significance. 
It is important to remember that the p-value does not represent 
the strength or size of the finding (Le., a smaller p-value does not 
indicate a stronger finding).9 It only addresses the probability of 
obtaining a result as large as, or larger than, the observed results 
assuming the null hypothesis is true. 

Confidence Interval Approach 
The traditional approach to hypothesis testing has been a source 
of confusion and misinterpretation.20

-
24 The American Statistical 

Association went so far as to release a statement clarifying the role 
and use of p-values in 2016.25 Cis have been promoted as a way to 
overcome some of the problems with interpretations of the p-value 
and the simple binary conclusions of a hypothesis test. 2(),26.27 While 
these have not completely replaced the traditional approach to 
hypothesis testing, they have become standard reporting in bio
medical research.19

•
28 Cis can also be used to conduct hypothesis 

tests. The CI approach may actually be more straightforward in 
some situations like equivalence and noninferiority than the tra
ditional approach. 

The process of conducting a hypothesis test using Cis is sim
ilar to the traditional approach in the previous section. The pro
cess begins with constructing the appropriate hypotheses. In this 
approach, there is no statistical test to select, but an a: level must 
still be selected before conducting the study. After stating the « 
level, the appropriate critical value is chosen to construct the CI. 
Rather than comparing the test statistic to the critical value, the 
CI approach involves determining whether the interval contains 
the value representing the null or a value representing margins 
for equivalence or noninferiority. For tests of difference, the null 
value is usually 0 since the difference between two means would 
be 0 if they were not different. In certain situations, the ratio of 
two quantities is being estimated, such as with odds ratios or rela
tive risks, so the value representing the null is 1 since this reflects 
the condition where the numerator and denominator in a ratio 
are equal. If the interval contains the null value of interest, then 
the null hypothesis is not rejected at a given significance level. If 
the interval does not contain the null value, the null is rejected at 
a given significance level. 

Using the previous adherence example, the focus is a test of dif
ference between two means, therefore the null value would be 0. 
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The information provided in Table 9-7 includes the 95% CI for 
the difference between two means. Looking at this Cl, 0 is not 
included in the interval, thus the conclusion is that the difference 
in adherence between the two groups is statistically significant 
at the 5% level (i.e., the null hypothesis of no difference can be 
rejected). Note that this is the same conclusion obtained using 
the traditional approach. From the CI approach, an actual p-value 
would not be available unless explicitly calculated, but the differ
ence can still be determined to be statistically significant. 

In the adherence example, the actual 95% CI for the difference 
was provided. Sometimes a research article may not provide the 
CI for the difference. Instead, the point estimates and their Cis, or 
at least their sample sizes and standard deviations, are provided 
so each CI could be calculated. In situations where the CI of the 
difference is not provided, there are methods to construct the CI 
that involve combining variance estimates of the two groups. This 
can be difficult if all necessary information is not provided. Some 
have suggested that an "eyeball test" to check for overlap between 
the Cls from the two point estimates is an easy way to assess statis
tical significance in these situations. In the adherence example, 
the 95% Cls for each group overlap slightly. By using the "eyeball 
test," the conclusion would be that the PDC for the two programs 
was not different; however, the formal statistical test and the CI 
approach using the difference in the means suggest that there is a 
statistically significance difference. This represents the potential 
drawback to this approach of examining the overlap between two 
Cis. While one can safely conclude that intervals that do not over
lap are statistically significantly different, it is possible for there to 
be a certain amount of overlap between the Cis of two quantities 
that are statistically significantly different. Incorrectly conclud
ing that the two means were not significantly different when they 
were in fact significantly different would result in an incorrect 
conclusion, but this would make the process more conservative 
(i.e., more difficult to reject the null) so it may be an acceptable 
alternative if no other information is available.29- 31 

BAYESIAN APPROACH TO STATISTICAL 
INFERENCE 

The approaches to statistical inference discussed up to this point 
have been rooted in the frequentist approach, which takes the 
view that conclusions will be correct in the long run. The fre
quentist approach focuses on testing the null hypothesis (e.g., 
there is no difference between two treatments). Unfortunately, 
we are often more interested in the alternative hypothesis (e.g., 
one treatment is more effective than the other), yet this is not a 
hypothesis with which frequentist statistical inference is generally 
concerned.32 The Bayesian approach to statistical inference pro
vides a way to address this apparent misalignment between the 
question we want to answer and the statistical analysis approach. 

Both frequentist and Bayesian statistics approach inference 
indirectly by inferring some unknown parameter from a given set 
of observations (or data). The frequentist approach views param
eters as fixed while the data are free to vary. Technically, the data 
being analyzed are one set of observations of many potential sam
ples. This is rooted in the idea that the estimate of the parameter of 
interest will be correct in the long run upon repeated samples and 
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replication of the study. Although not often stated explicitly, the 
data set is asswned to be a random sample of the source population. 
In this way, the uncertainty arises from variability created through 
the act of sampling. Bayesian statistics approach inference in the 
"opposite" way by viewing the data at hand as fixed and attaching 
uncertainty to the parameters being estimated. This uncertainty 
may come in two forms: 1) the parameters themselves vary (rather 
than being fixed) or 2) our understanding or knowledge of the 
parameters is uncertain and varies with time (i.e., with additional 
data, we can estimate and understand parameters more clearly).33 

One way to conceptualize the Bayesian approach to statistical 
inference is to consider a scale that weighs what we knew before 
conducting a study against what we find out from a given set of 
observations on a sample. Our knowledge of the parameter being 
estimated (e.g., the effect of a drug) before a study is conducted is 
referred to as the prior distribution in Bayesian statistics. When 
the analysis is conducted, the newly obtained evidence will be 
used to update our prior distribution (or prior knowledge). This 
updated estimate is called the posterior distribution. A!; Kalil 
and Sun suggest, the Bayesian approach allows us to "learn from 
our experiences and readjust our knowledge according to the 
accumulation of growing information on a given subject."32 

Bayes' theorem (equation 5) provides the mathematical 
approach to this updating process: 

researchers suggest a comparison of null and alternative hypoth
eses via the Bayes factor,25 which indicates the weight of the evi
dence in support of a given hypothesis. 34.3

5 

Bayesian analyses seem conceptually simple; however, it has 
not seen widespread use in biomedical research. There are many 
potential reasons for this. One commonly stated reason is that 
the Bayesian approach is too subjective since the researcher can 
theoretically select whatever prior distribution is desired to pro
duce the best result. While there is a certain amount of subjectiv
ity, prior distributions must be selected in a defensible way (e.g., 
using estimates of effects from prior studies). Another barrier 
against the use of Bayesian statistics is the seemingly excessive 
use of probability. As shown in equation 5, there are three differ
ent probabilities, which may seem off-putting to some. The use 
of probabilities is explicit in Bayesian inference, but they are no 
less present in frequentist statistics. The availability of Bayesian 
approaches in statistical software packages has also been another 
barrier to the more widespread adoption of Bayesian statistics. 
This has begun to change as Bayesian analysis techniques are 
being included in statistical software packages by software com
panies or through extensions and programs written by the user 
community.33 Please see Chapter 11, "Simple and Multiple Linear 
Regression;' for an example of Bayesian analysis. 

(Oldata)"' p(datal9)xp(9) 
p p(data) (5) WHAT"SIGNIFICANT" MEANS 

where 8 is some parameter to be estimated (e.g., the proportion 
of the population experiencing an event, the difference in two 
means, the relationship between two variables). The prior prob
ability distribution is represented in equation 5 by p(8), or the 
probability of the parameter. The posterior probability distribu
tion is represented by p(6 ldata), or the probability of the param
eter given the observed data. The probability of the observed data 
given the parameter, p( datal 6), is called the likelihood function. 
In this way, the Bayesian approach provides a way to estimate 
a parameter by incorporating the full body of evidence. If the 
results seen in the current data are not that convincing, then our 
prior knowledge will not be changed. On the other hand, findings 
from a study may result in substantial changes to our understand
ing or estimates of the parameter. This updated understanding {or 
the posterior distribution) from one analysis generally becomes 
the prior for future analyses. 

When conducting a statistical analysis using a Bayesian 
approach, the information reported is somewhat different than 
with the frequentist approach. Bayesian analyses do not produce 
p-values in the frequentist sense (i.e., the probability of finding 
the results or more extreme results assuming the null hypothesis 
is true). The posterior probability distribution, or p(8 ldata), is 
calculated instead. A point estimate of the parameter itself, such 
as the mean, odds ratio, or the regression coefficient, can be pro
vided (these point estimates are often expressed as the mean or 
median of the posterior distribution). The Bayesian analog to 
Cis are called credible intervals (or Bayesian posterior intervals), 
which describe the range of values within which a parameter may 
fall at a certain level of certainty (e.g., 95% or 99%). Notice how 
this resembles the common misinterpretation of Cis mentioned 
earlier. Although there is disagreement among statisticians, some 

When reading research articles, it is common to see the term "sig
nificant" used frequently. Unfortunately, this term may have dif
ferent meanings in varying contexts and authors may not always 
be consistent or clear in their use of the term. It is important to 
recognize the varying meanings of the term "significant" in these 
different contexts so that statements can be evaluated appro
priately. From a statistical analysis standpoint, "significant" has 
a very specific meaning, which can be quite different from the 
meaning of the term for applications in practice. 

Statistical Significance 
As discussed earlier, one of the final steps in performing a hypoth
esis test is to determine whether or not the null hypothesis will be 
rejected. When it is determined that there is sufficient evidence to 
reject the null hypothesis, then one concludes that the results are 
statistically significant. One important thing to keep in mind is that 
statistical significance refers to the results of the analysis. On their 
own, data are neither significant nor nonsignificant The differ
ences, associations, or relationships identified within the data while 
conducting the analysis are determined to be statistically significant. 

Because the rules for statistical significance testing do not 
allow for any gray area in coming to a statistical conclusion, the 
results of an analysis are either statistically significant or not. Still, 
some authors use such statements as "marginally statistically signifi
cant" or "borderline significant" when the results yield p-values that 
do not meet the stated level of statistical significance (e.g., p = 0.06 
when the stated significance level is a = 0.05). Stating a "trend 
toward significance" is problematic when describing the results 
from one study or one analysis where the p-value is slightly higher 
than the stated significance level. The term "trend" is not appro
priate unless the scenario involves several studies or analyses. 



Terms like "highly statistically significant" for p <0.01 and "very 
highly statistically significant" for p <0.001 are also inappropriate 
and only add to the confusion since the relative size of the p-value 
is not useful in determining how much more significant a result 
is.9.36 Methods have been proposed to incorporate levels of uncer
tainty regarding making a conclusion after a hypothesis test. 37 

More recently there have been calls to end the use of the term 
"statistically significant" altogether due in part to the misuse and 
misinterpretation of statistical significance, NHST, and p-values. 38 

This has generated substantial discussion and is an area of active 
debate in both the theoretical and applied research literature. 

Clinical Significance 
While statistical significance relates to whether the null hypoth
esis is rejected, clinical significance speaks to the practical sig
nificance or importance of the findings. Statistical significance 
is strictly related to the statistical analysis. One easy way to con
ceptualize clinical significance is to consider whether or not the 
findings will result in a change in practice. It is quite possible for 
the results of a study to be statistically significant but relatively 
unimportant from a practice standpoint. Consider a study exam
ining the effectiveness of a new medication in reducing the risk of 
myocardial infarction (MI) compared to an existing medication 
that is standard therapy. The researchers may find that the reduc
tion of the 5-year risk of MI is 0.2% compared to the standard 
therapy with p = 0.01. While this result is statistically significant, 
it is unlikely that this small reduction would prompt clinicians to 
begin to use this medication in widespread practice instead of the 
standard therapy. Since p-values and statistical significance can 
be heavily influenced by sample size, it is important to remember 
to examine the clinical significance of a result when a very small 
difference or weak association is determined to be statistically sig
nificant and the sample size is large. 

It is also important to remember that the absence of a statisti
cally significant finding may be clinically important. For example, 
consider a new dosing regimen for chemotherapy that has been 
shown to have an improved side effect profile versus the current 
standard regimen. When comparing the new dosing regimen to 
the standard regimen to examine cancer progression and survival, 

Review Questions 
I. Using the concepts from the central limit theorem, explain 

why larger samples are viewed as better than smaller samples. 

2. For the following research questions, state an appropriate null 
and alternate hypothesis and determine whether the hypoth
esis test would be directional or nondirectional and whether 
it would be a test of difference, equivalence, superiority, or 
noninferiority. 

a. Do students who get at least 8 hours of sleep the night 
before an exam get different exam grades than those who 
get <8 hours of sleep? 

b. Is the occurrence of vomiting with a higher dose of 
docetaxel for a shorter duration equivalent to a lower dose 
of docetaxel for a longer duration? [Note: "equivalent" here 
means within 5%] 
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no statistically significant difference was found between the two. 
This lack of statistical significance could be clinically important 
and prompt clinicians to change their practice. Admittedly, clini
cal significance involves a certain level of subjectivity. It is entirely 
possible that one individual may view the results of a study as clin
ically significant while another may not. Similarly, a difference of 
the same magnitude may be clinically significant in one therapeu
tic area but not in another. The use of the number needed to treat 
(NNT) or the number need to harm (NNH) can be used when 
considering clinical significance. 39 While these quantities do not 
provide absolute cutoffs for clinical significance, they can help 
provide more concrete values to guide determination of clinical 
significance. As mentioned earlier, the CI can also help provide an 
indication of clinical significance, especially when the difference 
or association is small but statistically significant. 

Clinical significance also involves the interpretation of results 
in the larger context of existing knowledge in an area. While 
statistical significance is only related to a specific statistical anal
ysis, it is possible to consider the entire study, which may involve 
multiple analyses, in light of the findings from similar studies 
when making determinations of clinical significance. 

SUMMARY AND CONCLUSION 

Statistical inference is the process of making a determination about 
some value or relationship in the target population of interest based 
on information obtained from a sample. This process is an impor
tant part of statistical analysis and draws on basic statistical con
cepts related to statistical distributions and the CLT. Inference can 
be conducted directly tluough estimation or indirectly through 
hypothesis testing, but both have a useful place in biomedical 
research. The use of hypothesis testing to generate a p-value and 
the construction of Cis form the basis for reporting the results 
of inferential statistics in most biomedical research, although the 
use of Bayesian inference is becoming more commonplace. It is 
important to understand the general mechanisms behind statis
tical inference to conduct a research study or to understand and 
apply the results of other studies in an appropriate manner. 

3. A study is comparing the difference in the occurrence of 
abnormalities in serum creatinine associated with a new drug 
compared to an existing drug. The point estimate for the 
comparison in creatinine is 0.3 mg/dL with a 95% confidence 
interval (for the difference) of -0.6 to 1.2. Is this difference 
statistically significant? Why or why not? 

4. A study is testing a new drug that has been developed for 
improving the understanding of statistics among pharmacy 
students. Out of a class of 100 students, half are randomly 
assigned to receive a placebo and half will receive the new drug. 
The investigators noted that the students in the drug group 
scored 12 points (SD = 6) higher on the final exam than those 
in the placebo group. Calculate the 99% confidence interval 
(two-tailed) for this difference. 

5. What is the difference between the frequentist approach to 
statistical inference and the Bayesian approach? 
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6. Define prior and posterior distributions and explain their role 
in Bayesian statistical analysis. 

7. What is the difference between statistical significance and clin
ical significance? 

Online Resources 
Rice Virtual Lab in Statistics: http://onlinestatbook.com/rvls/ 
index.html (Online simulators and calculators for confidence 
intervals, the central limit theorem, sampling distributions, and 
many others) 

SticiGui: http://www.stat.berkdey.edu/-stark/SticiGui/index 
.htm (Online introductory statistics "text" that contains calcu
lators and examples of statistics concepts including recorded 
lectures; devdoped by Dr. Philip B. Stark at the University of 
California-Berkeley) 

JASP: https://jasp-stats.org (Open source statistical software 
that provides frequentist and Bayesian approaches to common 
analyses) 

PSPP: https://www.gnu.org/software/pspp/pspp.html (Open 
source software providing common statistical analyses via a 
graphical user interface) 

R Commander: https://socialsciences.rncmaster.ca/jfox/Misc/ 
Rcrndr/ (Graphical user interface to R statistical software; most 
basic statistical analyses are available; plug-ins provide additional 
functions unique to specific settings, such as epidemiology and 
evidence-based medicine) 

VassarStats: http://www.vassarstats.net/index.html (Web site for 
statistical computation) 
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Bivariate Analysis and 
Comparing Groups 
Marion K. Slack, PhD 

CHAPTER OBJECTIVES 

.,. Describe statistical tests used to evaluate differences 
among groups 

.,. Define statistically dependent (i.e., dependent or paired 
observations) samples and state how these affect the 
choice of a statistical test 

.,. Explain how the scale of measurement for the dependent 
variable influences the choice of a statistical test 

KEY TERMINOLOGY 

.,. Define nonparametric statistical methods and identify 
common nonparametric tests 

.,. Identify statistical tests to evaluate relationships between 
two continuous variables and between two ordinal 
variables 

Analysis of variance CANOVA) 
Bivariate analyses 
Chi-square test of homogeneity 
Independent groups fl.test 

Kruskal-Wallis test 

Negative relationship 
Nonparametric methods 
Paired f-test 

Positive relationship 
Scatterplot 
Sign test 

Parametric methods 
Pearson correlation coefficient 

Speannan rank correlation coefficient 
Wiicoxon-Mann-Whitney test 

INTRODUCTION 

One of the most common research designs encountered in bio
medicine involves the comparison of outcomes in two groups. 
Typically, one group of patients will receive an experimental 
treatment and a second group receives a comparison treatment 
that may be a placebo. a second type of treatment, or usual care. 
Within pharmacy, the classic two-group study is a study compar
ing a drug treatment to placebo. The outcomes from each group 
are compared using a statistical test and conclusions are made 
regarding the efficacy of treatment based on the results of the 
statistical test. 

The purpose of this chapter is to describe the most commonly 
used bivariate analyse1,• including those used to compare 
groups, and to illustrate these techniques using small datasets. 
The chapter begins by describing the process of statistically 
comparing averages (or means) and then proportions between 
two independent groups. The situation of nonindependent 

•BwllriaU analym Is a term wed to denote an ana1ysla with jun two vari
ables. Some use the term univariate analysis to dederlbe analyN of a $Ingle 
dependent variable, even though there may be multiple independent vari
ables. Using this definition. some of the techniques discussed in this chapter, 
such as ANOVA and the t-test, may alao be comidered. unMuiate techniques. 
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groups, such as when a group of patients is measured at two dif
ferent time points, is then discussed. Comparisons of the rank 
order of responses in two or more groups are also described, as 
is the calculation of the correlation between two variables. These 
statistical tests are described in the context of a case scenario. 
The chapter ends by reviewing the use and assumptions of the 
described statistical tests for comparing groups as shown with a 
flowchart. 

CASE SCENARIO 

Consider the situation of a pharmacist-run community health 
center where services are provided to a substantial number of 
patients with Type II diabetes. Community health center pharma
cists have worked with the local YWCA to provide exercise classes 
and make gym facilities available to their patients. They know that 
exercise should have a positive effect on patients with diabetes; 
that is, exercise increases the impact of diabetes medications on 
the control of blood sugar in diabetes. They want to gather evi
dence that the program is effective for their patients so they have 
designed a research study. The study will have two groups, a treat
ment and a comparison group; the patients in the treatment group 
will participate in the exercise program, while the patients in the 
comparison group will continue to receive care as it is currently 
provided, that is, usual care. Eligible patients are assigned to the 
treatment or comparison group using a random procedure so 
that the study would be considered a randomized controlled trial 
(RCT). The primary outcome measure is glycosylated hemoglo
bin (AlC). AlC indicates the percent of red blood cells that have 
become glycated by glucose in the blood and is reported as a per
cent; the purpose of the exercise program is to reduce AlC levels 
to near normal. The next step is to determine what statistical test 
to use to show that the exercise program produced a statistically 
significant reduction in AlC compared to the usual care group. 

CONTINUOUS OUTCOME: COMPARING TWO 
GROUPS USING THE t-TEST 

In the case scenario, the exercise program is the independent vari
able (treatment variable) and has two values: usual care with the 
exercise program and usual care without the program, making it 
a discrete variable. The dependent variable is Al C measured as a 
percentage and treated as a continuous variable. The pharmacists 
want to show that Al C is reduced in the exercise group compared 
to the usual care group using a hypothesis test. The process of 
hypothesis testing was described in Chapter 9, "Interpretation and 
Basic Statistical Concepts." Using this process, the null hypothesis 
will be that there is no difference in the mean Al C in the exercise 
group and the comparison group or as H

0
: Meanl! - Meanc = 0 

(this is a nondirectional test of difference). It is common in statis
tics textbooks for the population mean for each group to be pre
sented by the Greek letter mu (µ). Thus, the null hypothesis might 
also be stated as H0 : ~ - µc = 0. The AlC data collected after 
a sufficient period of time for 10 patients in the exercise group 
and 10 patients in the comparison group are shown in Table 10-1. 
The calculated means are 7.35 for the exercise group and 7.80 for 
the comparison group (a mean difference of0.45). Looking at the 

TABLE 10-1 • Continuous Outcome: Exercise Group versus 
Comparison Group• 

Exercise Group: Comparison Group: 
Patient ID A1C Levels Patient ID A1C Levels 

101 6.8 103 7.6 

105 7.3 104 7.9 

107 8.1 106 8.1 

108 7.1 110 8.4 

109 7.7 111 7.8 

112 7.3 113 7.5 

114 7.6 116 7.7 

115 7.2 118 7.2 

117 7.5 119 8.2 

121 6.9 120 7.6 

Mean 7.35 7.80 

s2 0.152 0.129 

t statistic 2.69 

p-value 0.015 

"The A 1 C levels reported after the exercise program or the comparison 
(usual care) program are listed in columns 2 and 4, respectively. Total 
N = 20; there are 1 o patients ln each group (n1 = n2 = 1 OJ. 

values, the value is lower for the exercise group but the difference 
might be due to random variation. To determine the probability 
of obtaining these results (or something more extreme) if there 
were no factors operating but chance (or random variation), a 
statistical test is needed. The appropriate statistical test in this case 
is the independent groups t-test. 

To obtain the probability of finding an observed mean differ
ence of this magnitude (or larger) assuming the null hypothesis 
is true (i.e., there were no factors operating but chance) (also 
called a p-value), a test statistic is first calculated. After making 
some assumptions, it is possible to state the distribution of the 
test statistic when the null hypothesis is true (in this case, the 
test statistic follows the t distribution). Using this information, a 
p-value can be calculated for the test. The general formula for cal
culating the test statistic to assess whether the difference between 
two means is zero (i.e., that the means of two independent groups 
are the same), called the t-statistic, is: 

- - 2 2 
(X1 -Xz) wh z (tli -l)s. +(n2 -l)s2 t = , ere sP =---=----=---=-----=-

s2 s2 (tli+~-2) 
...L+--1... 
t2i nz 

The formula indicates that the calculated value of t, the test 
statistic, depends on the difference between the observed means 
(.X1 - x2 ) , the variability of the values as represented by the 
pooled variance estimate cs;), and the square root of the sample 
size as represented by n1 and n2 (the sample sizes for each group) .1 

Examination of the equation shows that the value oft increases as 
the difference between the means increases, the pooled variance 
estimate (variability) decreases, and as the sample size increases. 

Statistical theory can be used to show that under the null 
hypothesis of no difference in means, the t statistic is distributed 



as a t distribution with n
1 
+ n

2 
- 2 degrees of freedom. From this 

knowledge, a p-value can be calculated. This p-value can then 
be compared to the acceptable type I error rate that was selected 
before conducting the study (this acceptable level is called the sig
nificance level or a level). By convention, this generally is set at 
5% and may be stated as a = 0.05. The general rule of thumb is 
to reject the null hypothesis if the p-value is less than or equal to 
a and do not reject the null if the p-value is greater than a. If it 
is relatively rare to obtain such results when the null is indeed 
true (i.e., the data are discrepant with the null hypothesis), the 
null hypothesis should be rejected. It is important to keep in mind 
that for the p-value derived from the statistical test to accurately 
reflect the true probability (i.e., be a valid measure), the hypothe
sis must be stated a priori, that is, before the data are collected and 
analyzed for a specific study. The standard procedure to assure 
validity is to write a proposal in which the hypotheses that will be 
tested are stated. 

The calculated t-statistic in Table 10-1 is 2.69 with an asso
ciated p-value of 0.015. Because the p-value is less than the sig
nificance level of 0.05, the null hypothesis can be rejected with 
a conclusion that the two means are not equal (i.e., there was a 
difference) and those patients in the exercise group on average 
had lower AIC levels than those in the comparison group. There 
is a statistically significant difference in the mean Al C levels of 
individuals assigned to the exercise group compared to those 
in the control group (p = 0.015). They, therefore, consider that 
the exercise program is most likely effective and participating in 
an exercise program likely will reduce AlC levels. Note that the 
statistical test did not prove that the exercise program is effective; 
the statistical test provided evidence that if there were no factors 
operating except for chance, the probability of observing a dif
ference like this is small. Researchers and clinicians need to use 
their judgment concerning biologic plausibility and other causal 
criteria including the research design and methods when making 
assessments of whether a treatment was indeed the cause of any 
difference. 

The primary method of reporting the results of the t-test is to 
report a point estimate of the difference between two means (or 
the mean for each group) and the p-value for the test. Another 
method of reporting the findings is to report the point estimate 
and a confidence interval. This approach for a test of difference 
between two means was discussed in Chapter 9, "Interpretation 
and Basic Statistical Concepts" (and demonstrated using the 
t-test). This approach can be used for many of the procedures dis
cussed in the current chapter. 

ANOVA FOR THREE OR MORE GROUPS 

The t-test was described for testing the differences in the means 
of two groups. If more than two groups of patients are included 
in the study, then different statistical tests are required. The anal
ogous test to the t-test for two or more groups is analysis of vari
ance (ANOVA). ANOVA could be used to compare the mean 
AIC levels for three groups, for example, a usual care group, an 
exercise group, and a diet counseling group. The means for the 
three groups are shown in the graph of Figure 10-1. 

Using an ANOVA requires a two-step analysis process. The 
first step is to determine if there might be any differences among 
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FIGURE 10-1: Graph Illustrating Findings From an ANOVA. Group 1 = 
Usual care; Group 2 =Exercise program; Group 3 =Diet counseling. 

the means of the three groups by calculating an F-statistic and 
retrieving its associated p-value. If the p-value is below the stated 
significance level (a) (e.g., 0.05), then a second step is required 
to determine which of groups differ from the others using a 
modified version of the t-test, known as posthoc tests (examples 
include Tukey's HSD test and Scheffe's test2). In the example, the 
p-value for the comparison between Group 1 (usual care) and 
Group 2 (exercise) or Group 3 (diet) was less than 0.05, and the 
null hypothesis of no difference can be rejected for Group 1 versus 
Group 2 or Group 3. However, the p-value for the comparison of 
Group 2 to Group 3 was greater than 0.05, so the null hypothe
sis of no difference could not be rejected. Therefore, the findings 
could be interpreted to indicate that either diet or exercise is bet
ter than usual care, but there is no evidence from these data of a 
difference between the diet and exercise treatments. The F test 
used in ANOVA can be thought of as an extension of the t-test. 
An AN OVA used to compare two groups would produce the same 
results as a nondirectional t-test; the advantage to an ANOVA is 
its use with three or more independent groups. 

CATEGORICAL OUTCOME: COMPARING TWO 
GROUPS USING THE CHI-SQUARE TEST OF 
HOMOGENEITY 

If the goal of the case study is whether a patient is or is not at 
their goal AlC level, then the researchers could ask whether the 
proportion (or % ) of patients whose A 1 C levels were at their goal 
level of 7 .5 or less is different in each group; that is, they want to 
compare the proportion of patients at goal in the exercise group 
to the proportion of patients at goal in the comparison group. 
Whether or not a patient is at a treatment goal, a dichotomous 
variable, represents a different level of measurement than measur
ing A IC levels. This requires a different statistical test because the 
type of statistical test used depends on the level of measurement. 
The appropriate statistical test to assess whether two proportions 
are equal is the chi-square test of homogeneity. 

Hypotheses involving categorical outcome variables typically 
involve proportions. For example, a null hypothesis may be: 
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H
0

: PA= PB, where P =population proportion having a given 
outcome for the A and B groups. The number of patients meeting 
the criteria for each category of response (e.g., improved and not 
improved) is counted then expressed as a sample proportion. The 
null hypothesis is then stated as a comparison of proportions
that there is no difference in the proportion of patients improved 
in the treatment group and the proportion of patients improved 
in the comparison group (as with the t-test example, this is a 
nondirectional test of difference). 

When comparing two groups on a categorical variable, it is 
common to present the data in a contingency table. As shown in 
Table 10-2, the proportion of patients who improved in the treat
ment group is represented as al(a + c) and the proportion in the 
comparison group as b!(b + d). 

Most introductory statistics books provide formulas for calcu
lating the chi-square test statisticb (.X2) from a contingency table 
(e.g., see DanieP). For a 2 x 2 contingency table, .X2 can be calcu
lated using this short-cut formula: 

x2 = n(ad-bc)
2 

[(a +b)(c+ d)(a+c)(b+d)] 

The procedure for interpreting the results is similar to that 
used for the t-test. Statistical theory reveals that when the null 
hypothesis of no difference in proportions is true, .X2 is distrib
uted approximately as 'f (i.e., a chi-square distribution) with 
(#rows - !)(#columns - I) degrees of freedom (in the case of 
a 2 x 2 contingency, degrees of freedom = 1). A p-value can be 
then calculated and compared to the significance level, a. The 
null hypothesis is rejected if the p-value is below the value of 0.05 
and retained if it is above 0.05. 

The data in Table 10-3 reveal that 70% of the patients in 
exercise group were at goal, while 20% of the comparison group 
patients were at goal. The calculated value of .X2 to compare the 
proportions of patients at goal in these two groups is 5.05 and its 
associated p-value is 0.025. Because the p-value is less than 0.05, 
the null hypothesis can be rejected with a conclusion that there is 
a statistically significant difference in proportions (if there were 
no factors operating but chance or random variation, the prob
ability of obtaining these results or something more extreme is 
small). That is, the proportion of patients at goal in the exercise 
group is significantly greater than the proportion of patients at 
goal in the comparison or usual care group. 

TABLE 10·2 • A2x2ContingencyTable 

Treatment Comparison 
Group Group Total 

Improved a b a+b 

Not Improved c d c+d 

Tobi I o+c b+d n=a+b+c+d 
Note: In the table, the two outcomes are "Improved' and •not Improved." 
The two comparison groups form the columns and the two outcomes form 
the rows. This type of table is frequently seen in research reports involv
ing health care. The letters in each cell represent the number of patients 
improved (or not improved). 

b Also called the Pearson chi-square statistic after its inventor, Karl Pearson.' 

TABLE 10-3 • Dichotomous Outcome: Exercise Group versus 
Comparison Group 

Exercise Group 

At Goal" 7 

Not at Goal 3 

Total 10 

Comparison Group 

2 

8 

10 

Total 

9 

11 

20 
•At goal was defined as having an A 1 C level of 7 .5% or less; the numbers in 
the "At Goal' row represent the number of patients In the exercise group 
and the comparison group who were at goal. 

The chi-square test of homogeneity has some basic sample 
size requirements. If these requirements are not met, research
ers will often use the Fisher exact test to test the null hypothesis 
of equal proportions in two populations (i.e., H 0: PA= P8). The 
test is called an exact test because it calculates the exact probabil
ity of obtaining the results or something more extreme (i.e., the 
p-value) rather than relying on an approximation.• In the current 
example, one could argue that the sample size requirements for 
the chi-square test have not been met and the Fisher exact test 
should be used. The Fisher exact test for the data in Table 10-3 
has a p-value of0.07, suggesting that there is not enough evidence 
to conclude that the exercise and usual care groups are different 
in terms of the proportion of patients whose A IC levels were at 
their goal level. This puts the two pharmacists in the awkward 
and uncomfortable situation of having an inconclusive answer 
to their question and nicely highlights the difficulty of working 
with small samples. In designing and planning their next study, it 
would be helpful for them to perform a prestudy power analysis to 
estimate the necessary sample size (see Chapter 13, "Sample Size 
and Power Analysis" for more information). 

The concepts of the odds ratio (OR) and risk ratio (RR) were 
introduced in Chapter 5, "Cohort and Case Control Studies:' 
Examples of calculating these measures of association from a 
2 x 2 contingency table like that of Table 10-2 were provided. 
The test of the null hypothesis that two populations have equal 
proportions on some characteristic of interest (e.g .• being at goal) 
conducted earlier provides valuable information about the RR 
and OR. If the null hypothesis that there is no difference in pro
portions is rejected, generally so too will the null hypotheses that 
the RR = 1 and the OR = 1 be rejected. An RR of 1 and an OR 
of I indicate no association between the two variables of interest. 
In the present example, it would suggest that when compared to 
usual care, an exercise program is not effective in increasing the 
probability of being at goal in terms of AIC. Whether the dif
ference between two proportions (or risks). the RR, or the OR 
is reported in a given study depends on the type of study design 
that was employed and the type of statistical technique used to 
analyze the data. But in the simple case of two nominal variables 
presented in a 2 x 2 contingency table, the general hypothesis 
test for whether the difference between two proportions = 0, the 
RR= 1, and the OR= 1 is the same. 

As with the case of assessing the difference between two means 
using the t-test, the confidence interval approach can also be used 
when reporting the difference between two proportions, RR, or 
OR. Formulas necessary for calculating these confidence intervals 
from a simple 2 x 2 contingency table are readily available, 5 but 



can be rather cumbersome. Statistical software packages can eas
ily provide these confidence intervals and the general approach 
for interpretation and for conducting a hypothesis test using these 
intervals described in Chapter 9, "Interpretation and Basic Statis
tical Concepts" apply. 

Just like the independent groups t-test can be extended to 
more than two groups by using ANOVA, the chi-square test of 
homogeneity can be extended and used for the situation of com
paring proportions when you have more than two groups (i.e., 
the contingency table is larger than 2 x 2). It is also possible to 
use a chi-square test to assess whether two nominal variables of 
any number of categories are independent (or not associated with 
each other) (again the contingency table may be larger than 2 x 2, 
but now both rows and columns can be greater than 2). This is 
referred to as the chi-square test of independence, but it is math
ematically identical to the chi-square test of homogeneity.3 Even 
more tests that use the x2 (chi-square) distribution are available, 
if one is able to treat one or more of the classifications as ordinal 
rather than both as nominal. For more information see Agresti.4 

INDEPENDENT VERSUS DEPENDENT GROUPS: 
THE PAI RED t-TEST 

Assume that the community health center pharmacists wanted to 
conduct a study comparing usual care to a combined exercise and 
diet program. However, developing the combined treatment pro
gram would require substantial coordination and development, so 
they decided to conduct a pilot study first to work out the details 
related to conducting the study and to determine what type of 
impact they could expect from the combined treatment program. 
For the pilot study, they decided to include only 10 patients and 
that they would measure AIC at the beginning and end of the 
program. Hence, there would be two measures on each patient, 
one at baseline and one after treatment The comparison groups 
would be the baseline group and the posttreatment group and the 
same patients would be in both groups. 

In general, if the comparison groups used for the statistical 
comparison involve different groups of patients then the groups 
are considered independent. In the first part of the case study, the 
patients in the exercise group were different patients than those in 
the usual care group. As shown in Table 10-1, there is one measure 
of AlC for each patient. If the comparison groups used for the 
statistical comparison involve more than one measurement on the 
same patients, then the groups are considered dependent (the sets 
of observations are said to be paired). The dependence derives 
from having two measures on the same person and the assump
tion that the same person will score similarly at both time points.< 
For example, a person who scores high on a baseline measure 

"In the c:urrent example, the same subjec:ts are measured both before and 
after a treatment; in other words, at two different time points. This is a c:om
mon scenario giving rise to paired observations. Paired observations can be 
obtained in a number of different ways. For more information, see Daniel.3 
Also, just as the independent groups t-test can be extended to more than two 
groups by using ANOVA, the paired t-test can be extended to the situation 
where individuals are measured at more than two occasions; this is referred 
to as repeated-measures ANOVA. 
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would be expected to score relatively high on the posttreatment 
measure. Because the value of the baseline score correlates to the 
value of the posttreatment score, the two scores are not indepen
dent. In contrast, one person's score should not be correlated to 
the score of a different person in a second group; that is, their 
scores are independent and the groups are considered indepen
dent. Example data for the study on a combined exercise and diet 
treatment program using two measures on the same patients are 
shown in Table 10-4. 

The null hypothesis for the study can be stated as: there 
is no difference between the mean AlC level at baseline and 
posttreatment; H

0
: MeanB - MeanPr= 0. The test statistic for com

paring baseline to posttreatment involves differences in means 
between dependent groups; therefore, a dependent groups or 
paired t-test is used. The t-test formula for dependent groups is 
as follows: 

(X B - X P'l') s2 s2 

t = ---.=============, where s~ = ....!.. ands~ =_IT_ 
Is~ +s~ -2rs- s- • n xn n 

" x. x,,, x. x,,, 

[

s! and s!-r are the variances of the scores at baseline l 
and posttreatment; 

r = the correlation between the baseline and 

posttreatment measurements 

When the null hypothesis of no difference in means is true, 
this t statistic is distributed as a t distribution with n -1 degrees 
of freedom. As before, from this knowledge, a p-value can be 
calculated. Notice that the paired t-test formula is very similar 

TABLE 10-4 • Baseline and Posttreatment Measures for One 
Group of Patients 

Baseline Measure Posttreatment 
Patient ID (AlC) Measure CA 1 C) 

101 7.6 6.8 

102 7.9 7.3 

103 8.1 8.1 

104 8.4 7.1 

105 7.8 7.7 

106 7.5 7.3 

107 7.7 7.6 

108 7.2 7.2 

109 8.2 7.5 

110 7.6 6.9 

Mean 7.80 7.35 

s2 0.129 0.152 

tstatistic 3.27 

p-value 0.010 

Example for a dependent groups design where there are 1 O patients with 
two measurements on each patient-a measurement at baseline before the 
combined diet and exercise treatment and a measurement posttreatment. 
All patients received the treatment, the combined diet and exercise 
program. The comparison groups for the statistical test are baseline versus 
posttreatment. Total n = 1 O; there are 1 o patients each assessed at 2 time 
points. The t statistic and p-value are from a paired t-test. 
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to that used for at-test for independent groups except that the 
denominator is reduced by a term allowing for the correlation 
between the baseline and posttreatment measures.1 To the extent 
that the baseline and posttreatment measurements are correlated, 
the denominator of the test statistic of the scores as represented 
is reduced and the value of the t-statistic is increased. Because of 
this correlation, the p-value for the paired t-test will generally be 
less than the p-value for an independent groups t-test given the 
same sample size. 

In the case study, the means and variances are the same for both 
the independent groups t-test and dependent groups (or paired) 
t-test (the same data were reformatted to represent the dependent 
groups version) and the number of patients in the dependent groups 
example is less (10) than the number in the independent groups 
example (20). Recall that p-value for the independent groups was 
0.015; for the paired t-test for the data in Table 10-4, p = 0.010. 
The p-value is less than 0.05, so the null hypothesis is rejected, and 
there is some preliminary evidence that the combined exercise and 
diet program may decrease AlC levels.d Because a paired t-test is 
more likely to be statistically significant, a paired t-test is said to be 
more powerful than a t-test for independent groups. 

ALTERNATIVE APPROACHES FOR 
COMPARING GROUPS 

The Sign Test 
Continuing with the pilot study described in the previous section 
with the data outlined in Table 10-4, because the objective of the 
study is for the exercise-diet program to decrease Al C, one can 
tabulate how many patients' Al C levels decreased from baseline 
to posttreatment. Ideally, all patients' AlC would decrease even 
if the decrease was not adequate to consider them at goal. The 
null hypothesis would be: The number of patients whose Al C 
decreased from baseline to posttreatment is equal to the number 
of patients whose A 1 C increased from baseline to posttreatment. 
The sign test can be used to test such a hypothesis. This test 
can be viewed as an alternative to the paired t-test when certain 
assumptions necessary for the paired t-test are not met or when 
the variable of interest cannot be considered continuous.• 

To obtain the data for the test, the number and direction of 
changes from baseline to posttreatment are counted. In the exam
ple, the desired change is a decrease so the direction of change is 

dFor a variety of reasons this particular type of design, the pretest-posttest 
design with no control group, is very limited in providing evidence of a 
treatment effect; therefore, phrases such as •preliminary evidence" and •may 
decrease" are used when describing the results. 

'The Wilcoxon signed ranks test is another alternative to the paired t-test. 
The sign test as described in this section only considers the direction of the 
change; the Wilcoxon signed ranks test takes into consideration the direction 
and magnitude of changes. 6 One advantage of the sign test in some situations 
is that it does not require actual measured values of the variable of interest; 
one would simply need to determine if the patient increased or decreased (or 
stayed the same) on the variable between the two time points. Yet another test 
for paired data, the McNemar test, is used for comparing dependent propor
tions (e.g., to test the null hypothesis that the proportion of patients at goal at 
baseline is equal to the proportion at goal posttreatment). 

indicated with a negative sign (-). An increase in Al C is indicated 
by a + sign; no change is indicated by ± and is counted with the 
+signs. The data for the example study are shown in Table 10-5. 

The null hypothesis for the sign test is: H0: N (-signs) = N 
(+signs) where N =number of signs. For the example, the null 
hypothesis will be retained if the number of positive signs is statis
tically equal to the number of negative signs; if they are not statis
tically equal, then the null hypothesis will be rejected. The test is 
conducted by appealing either to the binomial distribution or the 
normal distribution (an approximation to the binomial distribu
tion) depending on the sample size. A p-value can be calculated 
and compared to a significance level as has been done with the 
other tests presented in this chapter. Given the data in Table 10-5, 
eight patients had negative signs and the p-value for the sign test 
is p = 0.008, so the null hypothesis is rejected. Given this infor
mation, there is evidence that the patients who took part in the 
combined exercise and diet program significantly reduced their 
AlC levels from baseline to posttreatment. 

The Wilcoxon-Mann-Whitney Test1 

Ordinal levels of measurement represent measurements that have 
an order, for example, from small to large, but do not have equal 
intervals between the scale values. Ordinal measures are derived 
by ranking the variable from low to high. For example, the mea
sures of body weight for a group of 10 patients could be ranked 
from 1 to 10 based on the position of each patient's weight rel
ative to other patients' weights. The data on AlC from the case 
study presented in Table 10-1 (assuming independent groups) are 
shown in Table 10-6 with associated ranks. To obtain the ranks, 
the data are pooled into one group and numbered from lowest 
to highest. 

When attempting to study differences between two indepen
dent groups on a variable that has an ordinal level of measure
ment (or when that variable is continuous, but heavily skewed 
with extreme observations), the Wilcoxon-Mann-Whitney test 
can be used. This test can be viewed as potential alternative to 
the independent groups t-test under certain conditions. The basic 
null hypothesis associated with a Wilcoxon-Mann-Whitney test is 
that there is no difference in the distribution of the scores for each 
group; there is no difference in the sum of the ranks for each group 
(with some additional assumptions, this procedure can be used to 
test whether two independent groups have equal medians).1 For 
the example using AlC, the hypothesis is that exercise decreases 
AlC levels, hence the sum of the ranks for the AlC values for 
the treatment group are expected to be lower than the sum of the 
ranks for the comparison group. To calculate a p-value, one can 
appeal to a specific tabled distribution (which can be found in 
most nonparametric statistics books6) or, if the sample is large 
enough, one can use the normal distribution as an approximation. 

!Mann and Whitney and Wilcoxon both independently developed equivalent. 
yet differing versions, of this test; thus, in the literature it goes by the name 
the Wilcoxon rank-sum test and the Mann-Whitney U test. The Wilcoxon
Mann-Whitney test recognizes each of their contributions.6 This 
nomenclature is an important consideration as statistical software may refer 
to the test by one name or the other. For example, IBM SPSS (New York, NY, 
USA) refers to the test as the Mann-Whitney U test while SAS (Cary, NC, 
USA) refers to the test as the Wilcoxon rank-sum test. 



TABLE 10·5 • Using Signs to Compare Baseline and 
Posttreatment Measurements 

Baseline Posttreatment 
Patient ID Measure (A 1 C) Measure (Al() 

101 7.6 6.8 

102 7.9 7.3 

103 8.1 8.1 

104 8.4 7.1 

105 7.8 7.7 

106 7.5 7.3 

107 7.7 7.6 

108 7.2 7.2 

109 8.2 7.5 

110 7.6 6.9 

Sign for 
Change 

± 

± 

The data are from one group of patients (n = 1 O) tested at baseline and 
posttreatment. The sign represents the direction of the change in A 1 C values; 
a± Indicates no change. 

Using a standard statistical software package, a p-value 
of 0.019 was calculated for the data in Table 10-6 using the 
Wilcoxon-Mann-Whitney test. Therefore, the null hypothesis can 
be rejected, indicating that the AlC levels for the exercise group 
are generally lower than those of the comparison group, a find
ing consistent with the results of the independent groups t-test 
reported earlier with the same data. 

The Kruskal-Wallis Test 
The Kruskal-Wallis test can also be used with ordinal data; it 
extends the Wilcoxon-Mann-Whitney test to more than two 
groups when the groups are independent (which is why this test is 

TABLE 10·6 • Using Rank Order Data to Compare Groups 

Exercise Group: Rank Order:" 
Patient ID A1C Levels Exercise Group 

101 6.8 

105 7.3 6.5 

107 8.1 175 

108 7.1 3 

109 7.7 135 

112 7.3 6.5 

114 7.6 11 

115 7.2 4.5 

117 7.5 8.5 

121 6.9 2 

Sum of Ranks 74 
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sometimes referred to as the Kruskal-Wallis one-way analysis of 
variance by ranks). Again, the scores from both groups are pooled 
then ranked from lowest to highest and one can test the null 
hypothesis that the samples come from identical populations with 
the same median.6 Thus, the null hypothesis is: H 0: MedianA = 
MedianB = Medianc. The formula for the Kruskal-Wallis test 
statistic is somewhat cumbersome, but p-values can easily be cal
culated by appealing to a specific tabled distribution or using the 
f (chi-square) distribution as an approximation with the degrees 
of freedom= number of groups - 1. 

THE CONCEPT OF CORRELATION 

Exercise is the main component of the intervention described 
in the case scenario to control diabetes and reduce AlC levels. 
Earlier analyses have shown that AIC values are reduced in the 
exercise group, however one cannot determine from these earlier 
analyses if the response is associated with the amount of exercise; 
that is, whether the patients who exercised more had lower AIC 
levels. To answer this question, a bivariate technique to summa
rize the relationship between two continuous variables called the 
correlation coefficient can be used. 

As a precursor to conducting an analysis of correlation, it is 
often helpful to display the relationship between the two variables 
using a scatterplot, which is a plot of paired values on each of 
the variables on a traditional Cartesian coordinate plane (mean
ing the graph has both X- and Y-axes). Examples of scatterplots 
can be found in Figure 10-2. Graph A demonstrates that as the 
value of the reference variable on the horizontal axis increases, 
the value of the second variable shown on the vertical axis also 
increases. When the value of one variable increases as the value 
of the second variable increases, the relationship between the two 
variables is described as a positive relationship or association. 

Comparison Group: Rank Order:• 
Patient ID AlCLevels Comparison Group 

103 7.6 11 

104 7.9 16 

106 8.1 17.5 

110 8.4 20 

111 7.8 15 

113 7.5 8.5 

116 7.7 13.5 

118 7.2 4.5 

119 8.2 19 

120 7.6 11 

136 

The data shown are from independent groups-a treatment group and a comparison (usual care group); total N = 20; there are 1 O patients in each group 
(n, =n2 =10). The data from both groups are pooled and the ranks assigned for the pooled group. 
"Tles are a common problem when assigning ranks to data. A simple method of addressing the Issue Is to assign each of the tied ranks the mean of the ranks 
that would be nextln the sequence. In the example, patlentlD#'s 115 and 118are tied for the 4th position with anA1C of7.2;thus each received a rank 
of 45 or(4t5)/2. The next scores in rank order are patient ID#'s 105and112 with an A1Cof7.5. Since ranks4 and 5 have already been assigned, these two 
observations are assigned a rank of 6.5 or (6+7)/2. 
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FIGURE 10-2: Scatterplots Illustrating a Perfect Positive Linear Relationship (r = 1) (Graph A), a Perfect Negative Linear Relationship (r = - 1) 
(Graph B), and no Overall Linear Relationship (r = O) (Graphs C and D). 

Graph B illustrates a negative relationship; that is, as the value of 
the reference variable on the horizontal axis increases, the value 
of the variable on the vertical axis decreases. Both graphs A and 
B demonstrate perfect linear relationships, meaning all of the data 
points fall exactly on a straight line. Such perfect relationships will 
rarely, if ever, occur in practice with real data; real data tend to be 
messier (ie., the points do not all fall exactly on a straight line, but 
rather the points may cluster around it). Chapter 11, "Simple and 
Multiple Linear Regression; demonstrates how to fit a straight 
line equation to a set of such data points. Graph C illustrates a 
situation where the values of variable on the horizontal axis do 
not seem to be linked at all to the values on the vertical axis; in 
other words, there is no apparent relationship between the X and 
Y variables. Graph D demonstrates a curved or nonlinear rela
tionship between the values of the X variable and the values of the 
Y variable; X and Y are negatively related for smaller values of X 
but positively related for larger values of X. 

The Pearson Correlation Coefficient 
If the variables are continuous as illustrated in the graphs in 
Figure 10-2, statistical procedures can be used to describe the 
amount of correspondence between the variables using the Pear
son correlation coefficient, designated as r. The Pearson cor
relation is a measure of how two variables are linearly related.7 It 
provides information about the strength and direction of the lin
ear relationship between two continuous variables. The Pearson 
correlation coefficient varies between + 1 and - 1. A coefficient of 

+ 1 indicates a perfect positive linear relationship between the two 
variables (Graph A in Figure 10-2). If the correspondence is not 
perfect, that is many, but not all, of the large values of the second 
variable are paired with large values of the reference variable and 
many, but not al~ of the small values of the second variable are 
paired with small values of the reference variable, the correlation 
will be positive, but no longer l (e.g., 0.8). As fewer and fewer of 
the values correspond, the value of the Pearson correlation coeffi
cient (r) will decrease; for example, when r= 0.1, the linear corre
spondence between the two variables is small. Keep in mind that 
what constitutes a small or large correlation is subjectively defined 
and will vary according to the field of study and the nature of the 
variables under consideration.8 

If, as in graph Bin Figure 10-2, the relationship between two 
variables is negative, the value of the Pearson correlation coeffi
cient will be negative. A coefficient of -1 indicates that there is 
perfect negative linear correspondence between the two variables. 
Like positive correlation coefficients, negative coefficients with 
low values (e.g., -0.15) indicate that there is a small amount of 
linear correspondence between the values of the two variables. An 
r of 0 means that there is no overall linear relationship between 
two variables. Note that this can occur in more than one way. Both 
graphs C and D in Figure 10-2 produce Pearson correlation coef
ficients of 0. Graph C suggests no apparent relationship between 
the two variables, whereas graph D suggests a perfect nonlinear 
relationship. Thus, an r = 0 does not mean that two variables 
are unrelated or independent of each other, only that no linear 



relationship exists between the two variables. To the extent that 
the correspondence between the two variables is not linear, for 
example, represents a curvilinear relationship, the Pearson cor
relation coefficient will not accurately represent the correspon
dence between the two variables. 

The formula for calculating a Pearson correlation coefficient 
is shown below.1 Note that the mean of each variable, X and Y, is 
used in the calculation, consequently, Pearson's r should be used 
for data for which a mean can be calculated, that is, continuous 
data. However, the measurements do not need to be on the same 
scale; one scale could be height in inches and the other could be 
weight in pounds. 

n 

L(X, - X)(l'; -Y) 

r~----;=='==·============~ 
n n 

L(Xi - X)2 LO'; - Y)2 

l=l l=I 

The hypothesis related to correlation, like hypotheses discussed 
for differences between means or differences in proportions, con
siders random variation. One could expect that some values of 
two variables will correspond from random chance even when 
there is no relationship between the two variables. The hypothe
sis, then, concerns evaluating the probability of finding the study 
results or results of greater magnitude, given that there is no truly 
linear relationship between two variables. The null hypothesis 
related to a Pearson correlation coefficient could be stated as: The 
linear correspondence between the variables is zero or H

0
: p = 0 

(p is the lower case of the Greek letter rho and is used by conven
tion to represent the population correlation coefficient). 

The test statistic used to for the test of the null hypothesis is the 
t-statistic, shown here (yes, the same t-statistic used for the t-tests 
discussed previously): 

When the p = 0, this test statistic has a t-distribution with n - 2 
degrees of freedom. From this knowledge, a p-value can be calcu
lated and compared to the significance level, a. 

Data on the amount of exercise each patient in the study 
engaged in during the study were collected. The average number 
of minutes per week is shown for each patient in the right column 
of Table 10-7. The average time engaged in exercise varied from 
50 minutes to 210 minutes per week. The posttreatment values 
for AlC are shown in the second column. As discussed previ
ously, correlations can be calculated between two variables each 
of which is measured on a different scale. In the current example, 
one would expect to find a negative correlation, because increased 
exercise should produce lower AIC values. 

The correlation hypothesis for this study could be stated as: 
There is no correlation between the quantity of exercise and Al C 
levels at the end of the study or H

0
: p = 0. As shown in Table 10-7, 

the calculated value for the Pearson correlation coefficient for this 
group of 10 patients is r = --0. 72. A graphic representation of the 
correlation between amount of exercise and blood sugar levels as 
represented by AlC levels is shown in Figure 10-3. 

The graph clearly shows that the correlation is negative; that 
is, the more time patients engaged in exercise, the lower their 
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TABLE 10-7 • Data Used to calculate the Correlation of A 1 C 
Levels with Minutes of Exercise 

Posttreatment Exercise 
Patient ID A1Clevels (Average min/wk) 

101 6.8 150 

102 7.3 140 

103 8.1 50 

104 7.1 170 

105 7.7 125 

106 7.3 150 

107 7.6 180 

108 7.2 132 

109 7.5 90 

110 6.9 210 

Mean 7.35 139.7 

Pearson r -0.72 

p-value 0.019 

Total n = 1 O; the correlation involves two different measures on each indi
vidual patient: A 1 C level and average minutes of exercise per week. 

AIC levels. The p-value associated with an r of-0.72 with n = 10 
is 0.019, which is less than 0.05. Therefore, the null hypothesis 
of no linear correspondence between AlC and minutes of exer
cise can be rejected with a conclusion that there is evidence of a 
negative linear relationship between the amount of exercise and 
AIClevels. 

The Spearman Rank Correlation Coefficient 
The Spearman rank correlation coefficient, r, (note that the 
subscript s is used to differentiate the Spearman rank correlation 
coefficient from the Pearson correlation coefficient), is very sim
ilar to r; it measures the degree to which the values on a reference 
variable increase or decrease relative to the values on the second 
variable. Unlike r though, r, does not account for the amount of 

The calculated Pearson correlation coefficient is -0.72. 
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FIGURE 10-3: Scatterplot and Correlation between Average Minutes 
of Exercise per Week and A 1 C Levels. 
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TABLE 10-8 • Rank Data for Calculating r, 

Exercise Rank for Rank for Frequency Difference (d) 
Patient ID (Average min/wk) Average Exercise of Visits to Pharmacy between Ranks cP 

101 150 6.5 4 2.5 6.25 

102 140 5 9 -4 16 

103 50 10 -9 81 

104 170 8 7 

105 125 3 8 -5 25 

106 150 6.5 5 1.5 2.25 

107 180 9 3 6 36 

108 132 4 2 2 4 

109 90 2 6 -4 16 

110 210 10 1 9 81 

Spearman'· -0.63 268.5 

The data are for 1 O patients and there are two measurements on each patient, the average number of minutes of exercise per week and their rank for relatlve 
number of pharmacy visits. The data for average minutes of exercise per week Is converted to ranks for ca lculatlon of r,. The difference is calculated for each 
pair of ranks then squared to calculate r,. 

difference between the values; it only considers whether the rank 
of the second variable is higher or lower than the rank of the ref
erence variable.1 Because r, is for ranked data (ordinal data), it can 
be used when the data on the two variables are not measured on 
an interval or ratio scale. If one variable is measured on a ratio or 
interval scale and the other variable is measured on an ordinal 
scale, then the variable measured on the ratio or interval scale 
must be transformed into ranks before calculating r,. 

A reasonable hypothesis is that the amount of exercise is neg
atively correlated with frequency of visits to their pharmacy; the 
more a patient exercises, the less often they visit the pharmacy. 
The two pharmacists in our case scenario have no objective data 
on frequency of pharmacy visits, but they both know the patients 
and know which patients visit the pharmacy most, and which 
least. Therefore, they rank patients based on the frequency of vis
its where 1 = the least visits and 10 = the most visits. The data are 
shown in Table 10-8. 

When there are no tied ranks, the formula for r, is: 

6!d12 
r =1- i=t 

' n(n2 -1)' 

where d; is the difference between a pair of ranks 

and n is the number of pairs of ranks. 

There is correction to this formula when there are ties; how
ever, one can simply calculate the Pearson r on the ranks (rather 
than raw data) even when there are ties and this approach will 
produce the Spearman rank correlation, r/ 

Like r, the value of r, varies between -1 and +1; a negative 
correlation indicates that as one variable increases, the other 
decreases. Again, like r, values close to 0 indicate that there is lit
tle or no correspondence between the ranks of one variable and 

the second variable while values close to either -1 or + 1 indicate 
a close correspondence between the ranks. The calculated r, for 
the example is --0.63, indicating that there is a moderate negative 
correspondence between the average amount of exercise and the 
number of visits to the pharmacy-the number of pharmacy visits 
was negatively associated with amount of exercise. 

As indicated previously, r, and rare very similar. The calcu
lation of both measures of association is also readily available in 
standard statistical software packages. However, r, can be used 
in situations when interval or ratio data are not available. In the 
example, the pharmacists had no data on frequency of visits but 
could rank the patients based on their knowledge of who visited 
the pharmacy most often, least often, and so on. Thus, r, allows 
one to statistically test a relationship when limited data is avail
able. As demonstrated above, r can be used with interval and 
ratio data after transformation into ranks. Its use with this type 
of data is preferred when the variables of interest have skewed 
distributions because r is less sensitive to extreme values com-
pared tor. 

1 

A Final Note on Correlation 
Establishing the relationship between independent and depen
dent variables of interest is an important step in the research pro
cess, but these relationships should be interpreted with caution. 
The methods for describing relationships in this section may 
indicate that the variables are correlated but this relationship may 
not necessarily be causal. Correlation simply indicates that the 
independent and dependent variables are related to each other, 
whereas causality further asserts that the independent variable is 
the "cause" or explanation for the values of the dependent vari
able. Correlation (or association) is but one piece of evidence for a 
causal relationship; although necessary, correlation itself does not 
provide sufficient evidence to establish causality. 



USING A FLOWCHART TO IDENTIFY THE 
APPROPRIATE STATISTICAL TEST FOR 
COMPARING GROUPS 

The primary topic of this chapter has been calculating a test statis
tic and obtaining its correspondingp-value to test the null hypoth
esis of no difference between study groups. Several procedures 
can be used to test the null hypothesis of no difference including: 
independent groups t-test, paired t-test, ANOVA, chi-square test, 
sign test, Wilcoxon-Mann-Whitney test, and Kruskal-Wallis test. 
All of these statistical tests are included within the group of statis
tical tests used to make inferences concerning location or central 
tendency. The types of statistical tests included in this group are 
summarized in Figure 10-4. 

- ,., dependent eamplel -
Otgroupl 

llnfllret ... nlglllldl Ill ,., lndepelldent ...... - >-- -,..._ rnedllns, or modal Otgroupl 

>--
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The primary factors used to determine which statistical test to 
use are: 

• Independence or dependence of the groups (samples) 
• Levd of measurement of the dependent (outcome) variable 
• Assumptions on which specific statistical tests are based 

Groups are independent if the values on the measure in 
one group are in no way influenced by the values on the mea
sure in the other group. If there are different people in each 
group, blood pressure readings in one group generally would 
not influence the blood pressure readings in the second group. 
In contrast, if the groups are dependent, for example the same 
people are in both groups, then blood pressure levds in the sec
ond group will be influenced by the blood pressure levels in the 
first group. 
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>-- QnlnallJI - S1sJ1 lllt orWllcclal 
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>-- NamNJ or clchoDnoul - homoglnllty or 
llNlepelldelm 
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To use the flowchart, identify the study design (e.g., dependent samples or groups) and the level of measurement (e.g., continuous), and then identify the type 
of statlstlcal test to use (e.g., paired Mest). Parametric tests make certain assumptions, such as the data are normally distributed and homogeneity of variance 
(i.e., the variances of the scores are equal in al I comparison groups), and are identified in bold and Italicized lettering. 

•The data for the sign test can also be dichotomous, but there must be some order Implied by the dichotomy (e.g., Increased or decreased). 

h The scale of measurement of the dependent variable can be ordinal or continuous (interval or ratio) and assumptions of an alternative parametric test, such as 
normality, are not reasonable. 

<The McNemar test is used when the outcome variable is dichotomous and the interest is in comparing two dependent proportions. 

FIGURE 10-4: Flowchart for Identifying Appropriate Statistical Tests for Comparing Groups. 
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The second factor that determines which statistical test to use 
is the level of measurement on the dependent or outcome vari
able. If the outcome variable is continuous, the mean or average 
for each group can be calculated and a statistical test, i.e., at-test 
or ANOVA, can be used to determine a p-value. If the outcome 
variable is categorical (or nominal), then a chi-square test can be 
used to calculate a p-value and test the null hypothesis. 

The third factor that determines which statistical test to use is 
the assumptions on which the statistical tests are based. In general, 
there are two groups of statistical methods, parametric methods 
and nonparametric methods,8 and each group has different 
assumptions. Although not always clear-cut, parametric tests are 
analysis methods that attempt to test hypotheses that contain 
statements about population parameters (e.g., about populations 
means) and/or rely on assumptions about the specific nature of 
the sampled population (e.g., the variable on which the groups are 
being compared is normally distributed in each population). The 
parametric statistical methods are shown in bokl and italics in 
Figure 10-4 and include the paired t-test, the t-test, and ANOVA. 
In contrast, nonparametric statistical methods make few if any 
assumptions about the populations that generated the samples and/ 
or focus on testing hypotheses that are not about specific popula
tion parameters. Hence, if the assumptions required for parametric 
tests cannot be met, one alternative is to use a nonparametric test. 
Nonparametric tests shown in Figure 10-4 include the McNemar 
test, sign test, Wilcoxon signed ranks test, the chi-square test, 
Wilcoxon-Mann-Whitney test, and Kruskal-Wallis test. 

The upper arm of the diagram displays the tests for paired 
samples or dependent groups when the dependent variable is mea
sured at the nominal, ordinal, and continuous levels. For exam
ple, if investigators have a hypothesis of no difference between 
the means at baseline and posttreatment, they would follow the 

IN ote that ·parametric" and "nonparametric" are used to refer to analysis 
methods. The statistical test is nonparametric or parametric; one should 
not describe data as being parametric or nonparametric. Thus, the phrases 
"nonparametric data" or "parametric data" should not be used. 

Review Questions 
1. Example dependent variables and study designs are listed in 

columns one and two in the table bdow. Identify the level of 

track in the paired samples arm through continuous measures to 
a paired t-test. 

The center arm of the flowchart displays the statistical tests to 
use with two independent samples (groups) when the dependent 
variable is measured at the nominal, ordinal, or continuous levels. 
For example, if the null hypothesis stated that there were no dif
ferences in the means between the two groups, the track through 
continuous level of measurement to the t-test would be followed. 

The lower arm of the flowchart illustrates selection of a statis
tical test for more than two (K) independent samples. For con
tinuous variables when the hypothesis is no difference between 
three or more means, the statistical test would be an ANOVA. The 
corresponding test for ordinal level data, or with continuous data 
when the assumption of normality is not tenable, such as a skewed 
distribution, is the Kruskal-Wallis test. 

SUMMARY AND CONCLUSION 

Bivariate analysis is used to describe methods for analyzing just 
two variables, such as when testing hypotheses when an exper
imental treatment is compared with a placebo or a comparison 
treatment to determine if the differences between the groups can 
be deemed to be statistically significant. Such analyses also include 
assessing the association between two variables, such as the Pear
son correlation or the Spearman rank correlation. Although not 
comprehensive in nature, this chapter has attempted to intro
duce the reader to common bivariate analyses and illustrate these 
statistical methods with small data sets based on the questions 
from two pharmacists working in a community health center. The 
importance of considering study design issues, such as whether 
observations should be considered to be dependent or paired and 
the level of measurement of the outcome variable, in selecting an 
appropriate statistical test was demonstrated. Two general types 
of statistical methods were identified: parametric and nonpara
metric. The use of these tests to evaluate whether statements can 
be made concerning statistical significance of results by compar
ing a p-value to a stated significance level (a) was highlighted. 

measurement for the dependent variable in column 3 and the 
appropriate statistical test in column 4. 

Example Dependent Variable/Outcome 

Difference in mean blood pressure level in two groups 
(e.g., 120 versus 125 mm Hg) 

Study Design 

Independent groups (2) 

Level of Measurement Statistical Test 

Difference in mean blood pressure level before and after 
an intervention (e.g., 120 versus 125 mm Hg) 

Difference in mean blood pressure level in three groups 
(e.g., 120 versus 1 25 versus 130) 

Proportion at blood pressure goal in two groups 
(e.g., 10/20 versus 3/20) 

The number of patients in a single group with increased/ 
decreased BMI when comparing two time points 

Rank order of task completion in two groups 

Dependent groups (baseline 
versus posttreatment) 

Independent groups (3) 

Independent groups (2) 

Dependent groups (baseline 
versus posttreatment) 

Independent groups (2) 



2. The formula for calculating the t-statistic from the indepen
dent groups t-test is presented below. Based on the formula, 
complete each statement below using the appropriate term: 
increases or decreases. 

a. As the difference between the treatment mean (X1 ) and 
placebo mean (X2 ) increases, the value of the t-statistic 
______ (increases or decreases) and the associated 
p-value (increases or decreases). 

b. As the standard deviation increases, the value of the 
t-statistic (increases or decreases) and the 
associatedp-value (increases or decreases). 

c. As the number of subjects in the sample increases, the value 
of the t-statistic (increases or decreases) 
and the associated p-value (increases 
or decreases). 

3. If the difference between two proportions is 0, show why the 
risk ratio is 1. 
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Online Resources 
quantpsy.org: http://www.quantpsy.org/chisq/chisq.htm (A very 
user friendly web site for calculating chi-square tests without 
having to use the raw data.) 

VassarStats: http://www.vassarstats.net/index.html (Another 
useful web site.) 
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Simple and Multiple 
Linear Regression 
Dan Friesner, PhD • John P. Bentley, PhD 

CHAPTER OBJECTIVES 

~ Identify and describe situations where a researt:h design is 
not amenable to bivariate statistical analysis 

~ Define and describe the causes (i.e., confounders, omitted 
variables, mediators, effect modifiers) and consequences 
(i.e., bias or inefficiency) of inappropriately using bivariate 
statistical analysis 

~ Explain how linear regression is commonly used in the drug 
literature to account for these causes and consequences 

KEY TERMINOLOGY 

~ Describe and appropriately interpret the coefficient esti
mates and predictions produced by linear regression 

~ Describe how the coefficient estimates and predictions 
produced by linear regression, when properly interpreted, 
can be used to evaluate a research hypothesis 

Bayesian regression analysis Equal-tall credible Interval Multiple linear regression 

Biased Highest posterior density (HPD) Omitted variable 
Bivariate linear regression credible interval 

Coefficient estimates Inefficient 

Confounder Interaction 

Confounding effect Linear regression 

Credible interval Mediating effect 

Dummy variables Mediator 

Effect modification Moderator 

Effect modifier Moderator effect 

INTRODUCTION 

In an ideal experimental setting. a researcher has complete 
contJ:ol over study design and implementation. This complete 
contJ:ol over the experiment allows the researcher to antici
pate and account for potential sources of bias that might affect 
the outcome of the experiment. Once all major sources of bias 
have been identified and accounted for. the remaining sources of 
error can be adjusted for .in a traditional randomhed controlled 
1rial (RCT). These can include minor variability .in laboratory 

Ordinary least squares (OLS) 

Residual 
R-squared {R2) 

Simple linear regression 

Standardized coefficients 
Unstandardized coeffidents 

methods and measurement errors in the resulting data. Random 
sampling methodologies, as well as the random assignment of 
patients to tJ:eatment and control groups. are sufficient to ensure 
that these minor differences "average out" across the groups and 
do not biu or otherwise influence the results of the experiment. 
As a result. experimental data can be used to statistically test the 
researcher's null hypothesis .in a fairly straightforward manner. 

Unfortunately, in many practical settings the researcher does 
not have full contJ:ol over the design of a study. For example, 
many types of observational studies use secondary data such as 
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administrative claims previously collected by third party payers 
for nonresearch purposes.1 Similarly, in certain types of clinical 
studies, ethical considerations prohibit researchers from employ
ing randomization or conducting experiments.2 Third, some 
research must be collected through survey techniques, where 
study participants may not be willing or able to respond to all 
questions posed by a researcher.3 Without the ability to control 
the study design to adjust for possible biases inherent in these 
designs, it is difficult to argue that the results add anything sub
stantial to the current states of knowledge and clinical practice. 
This is problematic, given the wide array of topics and issues in 
clinical and administrative pharmacy practice that can only be 
investigated using observational study designs. 

The approach used by most clinical and academic research
ers in these instances is to apply more sophisticated methods of 
statistical analysis to data that are derived from partially control
lable or noncontrollable experiments. Statisticians also refer to 
these types of experiments as natural experiments, because the 
researcher must take some or all of the experimental design as 
given, or as a "state of nature."4.5 The logic behind the analysis of 
natural experiments is to attempt to identify all possible sources 
of bias that might occur in the study. One subsequently collects 
data on both the performance of the control and test groups 
(although the independent variable of interest does not have to be 
a nominal grouping variable-it can be a continuous variable), as 
well as these possible sources of bias. The potential sources of bias 
are included in the statistical analysis and used to adjust for (or 
hold constant) any unwanted effects. Thus, any potential sources 
of bias are removed statistically, or "averaged out" in much the 
same manner that randomization accounts for minor sources of 
bias in an RCT. The common methods of statistical analysis that 
are used to account for these sources of bias are generally known 
as "'regression analysis." This chapter provides an introduction to 
regression analysis, and more specifically linear regression anal
ysis, as it is used in clinical research. It provides a brief discussion 
of bias and inefficiency that may result from bivariate analyses 
and introduces simple linear regression. This chapter concludes 
with a discussion of multiple linear regression with a demon
stration of how this statistical method can be used to account for 
some of the potential problems associated with bivariate analyses. 

CASE SCENARIO 

Consider the study analyzed by Willems and colleagues6 (as well 
as a related study by Schorling and colleagues7

), who used inter
view and community-based participatory research methods to 
examine the prevalence of type II diabetes (hereafter, diabetes) 
and cardiovascular disease (CVD) among African Americans in 
two rural Virginia (Buckingham and Louisa) counties. The 
research team interviewed 1,046 subjects and successfully 
screened 403 individuals for diabetes and CVD. The raw data are 
available at: http://biostat.mc.vanderbilt.edu/wiki/Main/DataSets. 
After eliminating observations with missing values," the data set 

•There is a substantial literature dealing with missing data, including missing 
data mechanisms and methods for addressing the presence of missing data (for 
more information, see Enders•). To simplify the case scenario used in this chap
ter, the relatively simple approach known as a complete-case analysis was used. 
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FIGURE 11-1A: Scatterplot of A 1C Level versus Waist-hip Ratio. 

contains 366 observations. This reduced sample will be used in 
this chapter as a simple context in which to explore regression 
analysis. Diabetes is typically diagnosed using glycosylated hemo
globin (AlC), with higher levels indicating the onset of diabetes.6 

It is also generally hypothesized that obesity, as measured by 
the ratio of the waist (in inches) to the hip (in inches), is an accu
rate predictor of diabetes.6 As discussed in Chapter 10, "'Bivariate 
Analysis and Comparing Groups," it is possible to examine the 
magnitude and the statistical significance of the Pearson correla
tion coefficient between the two variables of interest, which in 
this case is 0.2157 (p-value <0.0001). This relationship can also be 
expressed graphically via a two-dimensional scatter plot, as shown 
in Figure 11-IA. 

Clearly, the relationship between the two variables is positive. 
Assuming that the researcher has performed the calculations cor
rectly, there is nothing inherently invalid about Figure 11-lA from 
a purely statistical perspective. The problem of bias occurs when 
the researcher attempts to interpret the statistical result within the 
context of her/his own discipline or practice setting. For example, 
many clinical and health services researchers would argue that the 
relationship expressed in Figure 11-lA is misleading because it 
attempts to express a relationship between obesity and the onset 
of diabetes in an oversimplified manner. Examples of this over
simplification include, but are not limited to, the following: 

1. There are other, alternative methods to measure obesity. For 
example, one could use the body mass index (or BMI) as a 
measure of obesity. 

2. Waist and hip circumferences depend on body frames. People 
who are naturally larger in stature will exhibit fundamentally dif
ferent waist-hip ratios and ifbody frame is also related to AlC, 
then failing to account for it in an analysis may give the wrong 
impression about the waist-hip ratio and AlC relationship. 

3. Males tend to be larger in stature than females, so if stature 
matters, sex might also matter in explaining AlC levels. 

4. The study examines African Americans in two rural counties 
in Virginia. The relationship between AlC levels and waist
hip ratio may be fundamentally different in other geographic 
areas (i.e., urban areas or other rural areas of the United States) 
or among different socio-economic structures (i.e., among 
Hispanic or Asian populations). 



OMITTED VARIABLES, CON FOUNDERS, BIAS, 
AND EFFICIENCY 

These four items help illustrate several terms that researchers 
typically use to critique studies involving observational studies. 
The first and most general terms are confounder and omitted 
variable. In its global usage, a confounder is any factor that pre
vents the researcher from directly and appropriately interpreting 
a statistical result within the practical context of the study.~ An 
omitted variable is a specific and observable factor, but is omitted 
from the analysis . .t.S Note that the term confounder is a broader 
term than an omitted variable, since a confounder could be an 
omitted variable, but it could also reflect a flaw in the study's 
design. The decision to study patients in two rural Virginia coun
ties could represent lack of generalizability, without necessarily 
being construed as an omitted variable. On the other hand, a fail
ure to account for a participant's sex would be both an omitted 
variable and a confounder. 

The presence of a confounder (whether an omitted variable or 
otherwise) in a study typically causes the study to provide results 
that may differ in direction, magnitude, and practical interpreta
tion from an otherwise similar study that has accounted for the 
confounding effect. For example, if the researcher omits the vari
able from the analysis, the study will generate an estimate that on 
average is fundamentally different than the population parameter 
that one is trying to estimate. In the language of statistics, such 
sample estimates are said to be biased.4.5 On other hand, if the 
researcher adjusts for the confounder statistically, the sample esti
mates should be very similar to the population parameter being 
estimated; in such cases, the estimate is said to be unbiased. The 
difference between the average confounded sample estimate and 
the nonconfounded population parameter is an estimate of the 
magnitude of the bias. Henceforth, all references to the term "bias" 
refer to the statistical definition, rather than the vernacular use of 
the term. 

If adjusting for the confounder leads to changes in any esti
mate of variation (usually a reduction in the standard deviation 
or standard error}, then any results obtained without adjusting 
for confounding (usually exhibiting higher levels of variation) are 
said to be inefficient.4•

5 The amount of inefficiency is essentially 
the difference between the two measures of variation with and 
without adjusting for confounder effects. 

Researchers are often interested in the relationship between 
two variables, a primary independent variable and a dependent 
variable. The consideration of other variables may alter the inter
pretation and meaning of the relationship between these two vari
ables. Failure to appropriately handle these other variables in the 
analysis may impact or otherwise generate biased or inefficient 
results. In many instances, there are three common explanations. 
The first is generally known as a confounding effect, and the 
variable that produces the effect is known as a confounder. Thus, 
the term confounder has both a global meaning as described ear
lier, and a more specific connotation, as used here. A confounder 
is a variable that when accounted for in an analysis leads to a 
meaningfully different interpretation of the relationship between 
the primary independent variable and the dependent variable 
compared to when the confounding variable is ignored in or 
excluded from the analysis.10 In the present example, consider a 
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variable indicating the person's stature as a potential confounder. 
Confounding would be present if the estimate of the relationship 
between A 1 C and waist-hip ratio is substantially different depend
ing on whether or not stature is considered as a predictor of AlC 
together with waist-hip ratio. Thus, if a researcher can account 
for how large the person is naturally, it is possible to interpret the 
relationship between AlC and the waist-hip ratio more appropri
ately. More information on the concept of confounding can be 
found in Chapter 5, "Cohort and Case-Control Studies." 

The second explanation is known as effect modification, and 
any variable that produces a modifying effect is known as an 
effect modifier.11 In other areas of research, effect modification 
is known as a moderator effect and the variable that produces 
the effect is called a moderator.12 An effect modifier alters the 
strength and/or direction of the relationship between the inde
pendent variable and the dependent variable.13 Thus, the rela
tionship between the independent variable of interest and the 
dependent variable depends on the values of a third variable, 
the effect modifier. An example of an effect modifier is when 
different subgroups respond differently to a treatment. In the 
present example, consider the county of residence of the partic
ipants. There may be fundamentally different socio-cultural and 
economic factors across the two counties in this study. If diets, 
lifestyles, and genetic predispositions are fundamentally different 
across the two counties, one might expect to see corresponding 
differences in the AIC and waist-hip ratio relationship between 
the two counties (e.g., the relationship may be stronger in one 
county compared to the other}. Within clinical trials, effect mod
ifiers typically occur when people in different age groups like the 
elderly respond fundamentally differently to a drug than other 
age groups like young adults. 

The third explanation is known as a mediating effect, and 
the variable that produces the effect is known as a mediator.13 
A mediator is similar to a confounder in that, if you can account 
for the mediator in the analysis, it is possible to interpret the rela
tionship between the independent variable of interest and the 
dependent variable more appropriately. The difference between 
a confounder and a mediator is that a confounder is not an inter
mediate variable in a causal pathway, whereas a mediator attempts 
to link the primary independent variable and the dependent vari
able.12 In other words, a mediation model can be used to assess 
whether a primary independent variable leads to changes on 
another variable (mediator), which in turn causes changes on the 
main dependent (outcome) variable. Consider the potential role 
of systolic blood pressure (SBP) in the relationship between the 
measures of obesity (waist-hip ratios and BMI) and the occur
rence of CVD. Obesity (as signified by higher waist-hip ratios and 
greater BMI) leads to higher SBP which, in turn, leads to greater 
CVD risk. Such a finding suggests that obesity increases CVD 
risk partly through its effect on other risk factors, such as SBP. 
Accounting for this mediating effect affects the accuracy and pre
cision of any empirical results because doing so provides more 
information about the causal nature of the relationship between 
the variables being analyzed. 

It is important to note that, in any single analysis, any combi
nation or permutation of these potential sources of error may be 
present Confounders, effect modifiers, and mediators may exist 
independently or simultaneously. One may have confounders, 
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moderators, mediators, all, or none. While there are statistical 
methods available to test for the presence of each of these, there 
is no substitute for using common and clinical sense for appro
priately adjusting and accounting for these effects. Each of these 
effects arises not in the application of statistical methods, but in 
the interpretation of the results within a practical context. It is 
therefore important for researchers and clinicians to have a solid 
understanding of clinical practice, identify errors of omission and 
commission, and adjust for them accordingly. At the very least, 
such issues should be discussed as limitations in the resulting 
manuscript For clinicians, the ability to identify the presence of 
these effects can be valuable in determining whether the study 
findings can be applied to practice. 

The confounding effect will be discussed and demonstrated 
after considering some basic principles of linear regression. The 
moderator effect (effect modification) and the concept of statisti
cal interaction also will be briefly explored, building on the multi
ple regression model. However, the analysis of mediating effects is 
not discussed in this chapter; for more information on statistical 
mediation, see Hayes.12 

SIMPLE LINEAR REGRESSION 

An examination of Figure 11-lA provides a simple and straight
forward means to introduce regression analysis, specifically linearb 
regression analysis with a single independent variable, referred 
to as simple linear regression (also called bivariate linear 
regression). Suppose for simplicity that obesity, as measured by 
the waist-hip ratio, causes elevated AlC levels, and thus drives 
the onset of diabetes. Thus, waist-hip ratio is the independent vari
able (sometimes called a predictor variable or regressor) and AlC 
is the dependent variable (sometimes called the response variable 
or outcome variable). In this case, it is appropriate to place the 
waist-hip ratio on the horizontal axis of Figure 11-lA and AlC 
levels on the vertical axis. Suppose now that one is interested in 
identifying how small changes in the average patient's level of obe
sity increase the likelihood of developing diabetes. Empirically, 
how does a slight increase (or decrease) in waist-hip ratio, on aver
age, increase (decrease) patient AlC levels? 

The most straightforward means to characterize this relation
ship is to draw a linear trend or regression line through the mid
dle of the data in the scatterplot, as shown in Figure 11-IB. Like 
all linear trend or regression lines, the equation for the line can be 
characterized using a slope and an intercept; that is, Y = b0 + b1X, 
where Y indicates the dependent variable on the Y-axis, X indi
cates the independent variable on the X-axis, h 0 is (an estimate of) 
the equation's intercept and b

1 
is (an estimate of} the slope. The 

bLinear refers to the fact that the resulting equation is linear in the regres
sion coefficients (Le., the b coefficients as defined later in this chapter). This 
means that the independent variables are multiplied by the regression coef
ficients and then these products are summed to calculate a predict.cd score 
on the dependent variable. There are no restrictions on how the independent 
variables and the dependent variable are defined. Linear regression can be 
used to capture nonlinear (e.g., curvilinear) relationships between variables 
using a special case of linear regression called polynomial regression or by 
transforming the independent and/or dependent variables prior to analy
sis (e.g., taking the natural log of the variables). For more information, see 
Wooldridge,• Stock and Watson,5 and Kleinbaum et aL10 
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FIGURE 11-18: Scatterplot of A1C Level Versus Waist-Hip Ratio With 
Fitted Regression Line. 

slope of the line is especially interesting to the researcher because 
it characterizes the relationship (or marginal ejfect)4

•
5
•
14 of waist

hip ratio (X) on AlC levels (Y). The relationship between each 
individual observation and the trend line, or the measure of how 
far above or below the trend line each participant in the study is, 
can be measured by the vertical distance between each data point 
and the trend line. This is known as the (estimated) error term, or 
residual. Individuals whose data points lie above the trend line 
have positive (estimated) errors, while those below the trend line 
have negative (estimated) errors. Since regression produces esti
mates that reflect mean values, the sum of all residuals in the data 
set will automatically be zero. Mathematically, the equation gov
erning the scatterplot is given by the following14

: 

(I) 

where i = I, .. . , n indexes each of the n observations (in this case, 
people) in the sample of data; Y represents each patient's AIC 
reading; X represents each patient's waist-hip ratio; and u is the 
error term. As noted earlier, the first part of the equation (Y

1 
= 

b + h X.) essentially gives an estimate of the equation for the trend 
ihie, ~hlle the u; depicts how each individual observation in the 
data set relates to the trend line. Because the trend line reflects the 
mean value in the data set, it also implies that Ii:.1 u1 :;Q; that is, 
all positive value for u will offset the negative values. 

Regression analysis is the process of specifying and estimating 
these trend lines. Ordinary least squares (OLS) is the simplest 
form of estimation for regression analysis, in that it assumes that 
the variable on the y-axis of the scatterplot is a continuous vari
able. To estimate h

0 
and b

1 
(the coefficient estimates), it is nec

essary to solve a calculus problem.14 More specifically, OLS seeks 
to choose the value of h and h to make the sum of the squared 0 1 
values of the residual u. as small as possible. 

' 
" 

minimize._,,i., L(u1)
2 

l•I 

or 

n 

minimizeb,,.i., L (¥; - h0 -h1X1 )
2 (2) 

l • l 



In other words, OLS chooses the values for the slope and 
the intercept to ensure that the trend line is set as close to the 
middle of the data in the scatterplot as possible without over- or 
under-estimating the equation of the line. In the case of a sin
gle variable on the X-axis (i.e., a single independent variable, or 
a single regressor), OLS estimates the intercept and slopes via the 
following equations: 

(3) 

(4) 

where x represents the sample mean for the independent variable 
(in this case, the waist-hip ratio) and f represents the sample mean 
for the dependent variable (in this case, the AlC level). Although 
researchers generally rely on statistical software to perform these 
calculations rather than using these formulas, an appreciation of 
the complexity of these calculations, and the computing power 
necessary to produce them, is warranted. Table 11-1 displays the 
results of the regression equation estimated using Microsoft Excel's 
Analysis Tool Pack (Microsoft Corporation, Redmond, WA). The 
estimated intercept of the line is -0.1011 while the estimated slope 
is 6.4774. 

Examining Table 11-1 yields several additional features of 
linear regression with OLS estimation. First, because both the 
slope and intercept estimates are based on a sample of data, there 
is inherently some measure of variation attached to each esti
mate. OLS estimates these measures as standard errors. Second, 
assuming 1) that the data has been collected appropriately as a 
random sample; 2) that the distribution for the error term can be 
approximated by a normal distribution; and 3) that the equation 

TABLE 11 ·1 • Simple Linear Regression Results 

Summary Output 

Regression Statistics 

Multiple R 0.2157 

R-Squared 0.0465 

Adjusted R-Squared 0.0439 

Standard Error 2.1815 

Observations 366 

ANO VA 

df SS MS 
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is properly specified, the distribution for each parameter estimate 
can also be shown to be closely approximated by a normal distri
bution (and exactly specified by a Student's t-distribution). This 
allows the researcher to apply simple t-tests to the slope and inter
cept to test hypotheses of interest to the study.14 The formula for 
the test statistic is given by: 

b-a 
f=--P_H_, 

SEb 
(5) 

where b represents the regression coefficient estimate produced 
by OLS (either b

0 
or b1); SEb is the estimated standard error pro

duced by OLS for b; and Pn is the statement about the value 
of the corresponding population parameter specified under the 
null hypothesis. The degrees of freedom for the test is n - k, 
where n is the number of observations in the data set and k (in 
this case, 2) is the number of slope and intercept parameter esti
mates. From this knowledge, a p-value can be calculated for the 
test. The most common hypothesis test applied in any regression 
analysis is: 

(6) 

Under this hypothesis test, the value for Pn in equation (5) 
is zero. Intuitively, a value for zero as specified under the null 
hypothesis, and applied to the slope estimate b

1
, suggests that 

there is no linear relationship between the variables X and Y. 
In practical terms, this null hypothesis implies that there is no 
causal link between obesity (as measured by the waist-hip ratio) 
and the presence of diabetes (as measured by AlC levels). A rejec
tion of this null hypothesis in favor of the alternative suggests 
(with a significance level previously specified by the researcher, 

Regression 1 84.5280 84.5280 

F 

17.7612 

p-value 

<0.0001 

Residual 364 1732.3296 

Total 365 1816.8576 

Coefficients Standard Error 

Intercept -0.1011 1.3593 

whratio 6.4774 1.5370 

whratio =waist-hip ratio. 

4.7591 

t-statistic 

-0.0744 

4.2144 

p-value 

0.9407 

<0.0001 

9596 Confidence Umits 

-2.7742 

3.4550 

2.5719 

9.4999 
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such as a= 0.05) that there is a linear relationship between these 
two variables. Examining Table 11-1, the large t-statistic value 
(4.2144) and correspondingly smallp-value (less than a= 0.05) 
indicate that the null hypothesis for the slope estimate b 

1 
can be 

rejected. 
Once the coefficient's statistical significance has been estab

lished, the magnitude of the slope, 6.4774, can be interpreted in 
a practical, clinical context. In linear regression, coefficient esti
mates are interpreted as marginal effects.4.5•14 This implies that for 
every small, one-unit change in the waist-hip ratio, the mean AlC 
level increases or decreases by 6.4774 units. Thus, if the waist
hip ratio increases by 0.001, the AlC level increases by 0.0064774 
units (or 0.001*6.4774). 

Another feature oflinear regression with OLS estimation is that 
it provides several very simple and intuitive links to basic descrip
tive statistics. For example, suppose that the true population value 
for b

1 
(or /3

1
) is exactly equal to zero. According to equation (4), 

b
0 

= Y +OX= f . That is, when there are no independent variables 
included in the regression (or when they are all statistically no dif
ferent than zero, and do not predict the dependent variable), OLS 
provides an intercept estimate that is equal to the sample mean of 
the dependent variable (AlC levels). In addition, if the researcher 
applies the basic hypothesis test specified in equation ( 6) to the 
slope estimate (b

1
) and the null hypothesis is rejected, this implies 

that the linear regression model provides valuable information 
over and above simple descriptive statistics and hypothesis tests 
conducted using those descriptive statistics.14 

A final feature of linear regression is that it attempts to 
explain the amount of variation in the dependent variable, Y. In 
OLS estimation, the error term can be used to measure the rel
ative degree with which the regression model predicts changes 
in the dependent variable (AlC levels). This is also known as 
"assessing the OLS modefs fit." If the regression provides valu
able information over and above simple descriptive statistics, 
then the regression model should account for a large portion of 
the total variation in the dependent variable. Using the exam
ple, variation in waist-hip ratios should explain a large portion 
of the variation in AlC levels. Mathematically, this relationship 
can be expressed as R-squared (R2) . The measure of R2 must 
take values between 0 and 1. As R2 approaches 0, the regression 
explains very little variation in the dependent variable (Y). If 
the regression explains the dependent variable well, then the R2 

approaches I. 
R2 is a useful measure of overall model fit for several reasons. 

First, it is intuitive. It is simply the proportion of total variation 
that the OLS linear regression model explains, with higher values 
indicating that OLS does a better job of predicting the depen
dent variable, and lower values indicating that OLS does a worse 
job of explaining the dependent variable. Second, OLS can be 
interpreted within the context of descriptive statistics. One can 
actually demonstrate that (in the case of a single independent 
variable X) the R2 is simply the square of the bivariate (Pearson) 
correlation coefficient14

; that is R2 = (r xr>2· Third, the R2 measure 
can be interpreted within the context of the scatterplot depicted 
in Figure 11-lA. When OLS produces a regression with a high 
R2 value, all of the data points are very tightly clustered around 
the trend or regression line. At the extreme case where R2 = 1, all 
data points lie exactly on the trend line. This makes the values 

for the residual (the u;s) very close to zero, both individually 
and collectively, and the R2 close to one. When the R2 is closer 
to zero, most of the data are scattered across the plot far away 
from the trend line, which makes the u;s very large. Some might 
ask how large should R2 be when evaluating model fit? Unfor
tunately, there is not an easy answer to this question. Rather, it 
depends on the application. Some suggest that regressions are 
considered excellent model fits when the R2 value is in excess 
of 0.66, moderate fits for R2 values between 0.33 and 0.66, and 
poor fits for R2 values below 0.33 (i.e., explains less than one
third of the variation in the dependent variable). However, there 
are situations where an R2 < 0.33 can be considered acceptable. 
Note that the R2 value produced by the regression in Table 11-1 
is 0.0465, which implies that the regression model exhibits rel
atively poor fit. 

MULTIPLE LINEAR REGRESSION 

General Features 
The use of regression analysis provides researchers analyzing 
observational data with a simple and straightforward means to 
address possible confounders. Consider first those confounders 
that can be addressed by collecting information on one or more 
omitted variables. As an example in the Willems diabetes study,6 

suppose that the researcher collected data on the body frames of 
each study participant (variable Z). If the variable Z can somehow 
be incorporated into the regression model, then any statistical 
bias or inefficiency that results from failing to include Z would 
be eliminated, since the researcher has adjusted, or controlled, for 
this variable in the empirical analysis. & such, variables such as Z 
are frequently referred to as control variables.14

•
15 

Mathematically, control variables are added to the model 
through the error term or residual. In equation (1), the resid
uals (u/s) effectively incorporate all sources of variation in the 
dependent variable (Y, or AlC levels) that are not captured by 
the primary regressor(s) (X, or the waist-hip ratio). Hence, any 
omitted variable is automatically included in the residuals. But 
if data are collected on the omitted variable Z, the effect of the 
variable Z can be separated from the residual by incorporating 
the variable in the equation for the trend or regression line. 
Specifically, let 

~=~~+~ m 
where b1 is a coefficient estimate and e is another residual with 
characteristics that are similar to those of u. All other notation 
remains the same. Also note that, since the sum (and mean} of all 
of the u/s is zero, there is no need to specify an intercept for this 
equation. Substituting equation (7) into equation (1), it follows 
that: 

or 

(8) 

This incorporation of the effects of the variable Z in equation 
(8) is known as a multiple linear regression equation, since the 
right hand side of the equation contains more than one regressor. 



Multiple regression is also called multivariable analysis, multi
variable adjustment, or multivariable modeling.16 With only two 
regressors, X and Z, equation (8) could be represented as a three 
dimensional scatterplot, and the trend line y; = b

0 
+b

1
X

1 
+b

2
Z

1 
becomes a plane instead of a line.14.15 

The frame variable (Z) is described as a confounder, in that 
understanding the body frames of the study participants can 
help to more appropriately interpret the relationship between the 
waist-hip ratio and the AlC levels. If the estimates from equa
tion (8) inclusive of (Z) are compared with the estimates in equa
tion (1), then the coefficient estimate and standard error for the 
waist-hip ratio changes. This is because we have held constant, 
or controlled for, the effects of the confounding variable, and the 
interpretation of the regression coefficient for waist-hip variable 
takes that into account. In equation (1), the estimate b

1 
reflects 

the marginal impact of a small change in the waist-hip ratio (X) 
on AlC levels. In equation (8), the estimate b

1 
reflects the mar

ginal impact of a small change in the waist-hip ratio (X) on AlC 
levels, holding constant, or controlling for, the specified confound
ing variables. Assuming there is some theoretical and/or clinical 
rationale for the variable Z to be included as a control variable, 
the difference in magnitude between the two measures provides 
an approximation of the magnitude of the bias that occurs due to 
the omission of a confounder. 

Generally, a regression equation contains many potential omit
ted variables that must be accounted for to produce unbiased esti
mates. Hence, it may be necessary to separate the effects of many 
control variables in equation (7): 

(8a) 

where b
2

, b
3

, ... ,bk depict additional slope (or regression coeffi
cient) estimates for each control variable; Z, W, ... , V represent 
the required control variables; and the remaining terminology is 
as described previously. This, in turn, leads to a more complicated 
(but theoretically and/or clinically appropriate) specification of 
equation (8): 

As the specification of (8) becomes more complicated, it is 
important to understand the consequences of the new spec
ification on OLS parameter estimates. First, it is difficult (and 
visually unappealing) to present scatterplots that have more than 
three dimensions. Hence, in multiple regression, trend lines and 
other empirical results are commonly presented as equations and 
tables of parameter estimates, rather than scatter plots. Second, 
while the interpretation of each slope estimate can be interpreted 
as a marginal effect, one must note that the effect is based on 
holding constant all other control variables in the model. Hence, 
the interpretation of b

1 
would be the marginal impact of a one

unit change in the waist-hip ratio (X) on AlC levels (Y), holding 
all other specified regressors (predictors) in the model constant. 
Third, the mechanics underlying the calculation of the slope 
and intercept estimates becomes more complicated. As a result, 
the solutions for each b estimate become much more compli
cated than what is expressed in equations (3) and (4). Standard 
computer packages (including SPSS, SAS, and Microsoft Excel's 
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Analysis Tool Pack feature) can easily conduct multiple regres
sion analyses with nearly as much speed as a simple regression, 
and report the results in an identical fashion, including estimated 
standard errors for each slope/intercept estimate. Fourth, indi
vidual t-tests can be applied to specific parameter estimates in a 
manner that is identical to the simpler form of linear regression 
discussed previously. 

Multiple regression also requires the researcher to develop two 
new metrics to assess the overall "fit" of the regression equation. 
The first is an adaptation of the R2 measure. In multiple regres
sion, the R2 becomes less useful as a measure of model fit for two 
reasons. One is that, with the addition of more than one control 
variable, the R2 is no longer the simple square of the Pearson cor
relation coefficient between Y and X. Second, the R2 is a limited 
measure in that anytime a new control variable is added to the 
equation, the R2 will always increase, whether or not the variable 
is clinically or practically meaningful. In the diabetes example, 
one would expect the model to predict AlC levels more accu
rately if a variable such as participants' body mass indices (BMI) 
were included in the model, and thus the R2 should increase by a 
considerable amount if BMI is added as a control variable. On the 
other hand, the R2 would increase (albeit by a smaller amount) if 
an irrelevant variable was added to the model; for example, the 
distance in miles from the participant's home to the nearest US 
Post Office. 

To account for these limitations, researchers have developed 
what is known as the adjusted R2

, or ii2 .14
-

17 This measure adapts 
the R2 formula by adding a penalty for each extra parameter 
that is added to the model. Thus, the ii2 measure forces a trade
off between the complexity of the model (as measured by the 
number ofregressors) and the gain in model fit (R2

) that those 
regressors provide. Adding regressors will always increase the 
R2

, and the R2 will always be at least as large as the ii2. A large 
difference in magnitude between the R2 and ii2 may indicate the 
presence of one or more superfluous regressors in the model. 
Smaller differences indicate that each regressor in the model 
contributes some useful amount of statistical information to 
the model. 

Table 11-2 uses the diabetes data to estimate an example of 
a multiple regression model using a variety of additional regres
sors, including the patient's total cholesterol level (chol), county 
of residence (Buckingham), age (age), sex <female), BMI (bmi), 
body frames (a discrete variable where every person in the sample 
is classified into one of three possible categories: small, medium, 
and large), SBP (hp.ls), and diastolic blood pressure (bp.ld). 
Note several interesting changes in the model as these additional 
regressors were added to the regression. First, the R2 increased 
from 0.0465 to 0.1798. Additionally, the R.2 takes a value of 0.1567, 
which is very close in magnitude to the R2

• While overall model 
fit is still somewhat poor, the implication is that adding these 
regressors to the model does significantly increase the mod
el's ability to explain AlC levels among the study's participants. 
Three regressors exhibit significant t-statistics: patient total cho
lesterol, patient age, and patient BMI. The coefficient estimate for 
the patient's cholesterol is 0.0099, indicating that a small, one-unit 
increase in the typical patient's total cholesterol increases AlC 
levels by 0.0099 units, holding the other regressors constant. Sim
ilarly, a one-unit increase in the patient's age increases AlC levels 
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TABLE 11-2 • Multiple Linear Regression Results 

Summary Output 

Regression Statistics 

Multiple R 0.4240 

R-Squared 0.1798 

Adjusted 0.1567 
R-Squared 

Standard Error 2.0488 

Observations 366 

ANOVA 

df SS MS 

Regression 10 326.6894 32.6689 

Residual 355 1490.1682 4.1977 

Total 365 1816.8576 

Variable Coefficients Standard Error t-statistic 

Intercept -13633 1.6473 -0.8276 

whratio 2.5881 1.6978 1.5244 

chol 0.0099 0.0026 3.8129 

Buckingham 0.2699 0.2224 1.2136 

age 0.0318 0.0082 3.8815 

Female --0.2104 0.2603 -0.8083 

bmi 0.0405 0.0200 2.0190 

small --0.0551 0.2791 -0.1976 

large --0.1125 0.2956 -0.3805 

bp.1s 0.0065 0.0069 0.9485 

bp.1d --0.0104 0.0107 -0.9729 

F 

7.7827 

p-value 

0.4085 

0.1283 

0.0002 

0.2257 

0.0001 

0.4195 

0.0442 

0.8435 

0.7038 

0.3435 

0.3313 

p-volue 

<0.0001 

9596 Confidence Limits 

-4.6030 1.8764 

-0.7509 5.9271 

0.0048 0,0150 

-0.1675 0.7074 

0.0157 0.0480 

-0.7224 0.3016 

0.0010 0.0799 

-0.6040 0.4937 

-0.6938 0.4688 

-0.0070 0.0201 

-0.0315 0.0106 

whratio =waist-hip ratio; chol =total cholesterol level; Buckingham = county of residence; female = sex; bmi = body mass index; small and large refer to 
dummy variables representing the discrete variable, body frame (as noted in the upcoming•oummyVariables"subsection, medium is the reference category 
in this example); bp.1 s = systolic blood pressure; bp.1 d = dlastollc blood pressure. 

by 0.0318 units while holding the other regressors in the model 
constant. Lastly, a one-unit increase in the patient's BMI increases 
AIC levels by 0.0405 units, holding the other specified regressors 
constant. All three results make sense clinically, as older patients, 
patients with CVD, and more obese patients are all more prone 
to the onset of type II diabetes. Interestingly, once other patient 
characteristics are controlled for, the waist-hip ratio measure's 
t-statistic and p-value indicate that this regressor is no longer a 
significant determinant of AIC levels. This suggests the presence 
of confounding with respect to the relationship between waist
hip ratio and AIC. However, it is important to recognize that in 
certain cases, adding additional regressors does not remove the 
source of the bias. Whether adding regressors reduces the bias is 
as much a function of clinical and theoretical knowledge as it is 
the application of statistics. 

Another extension commonly used in multiple regression is 
the need to test hypotheses about more than one parameter (i.e., 
joint tests of model parameters). As with the t-statistic and t-test, 
most computer packages automatically calculate F-statistics and 

perform F-tests under one or more standard null and alternative 
hypotheses. Under the null hypothesis, the F-statistic is distrib
uted as an F-distribution, allowing for the calculation of a p-value. 
The most common null hypothesis is 

H1i.:Not H0 

(9) 

Under this null hypothesis, all of the population values for 
slope coefficients are jointly equal to zero, which implies that none 
of the regressors have any joint impact on the dependent variable. 
Thus, the regression does not add anything over and above sim
ply computing mean AlC levels. Rejecting the null implies that 
the regressors, when considered collectively, explain a signifi
cant amount of variation in (or significantly predict) A 1 C levels. 
The second panel in Table 11-2 contains the results of this test. 
The F-statistic's value is 7.7827, and the correspondingp-value is 
<0.05, indicating that we reject the null hypothesis at the 0.05 level 
of significance. That is, it was "worth it" to run the regression. 



Dummy Variables 
Notice that several regressors used in the multiple regression 
reported in Table 11-2 are discrete variables (Le., county of res
idence, sex, body frames). It is possible to include such variables 
in regression analysis in general, and in linear regression analysis 
in particular. To include discrete variables in regression analysis, 
dummy variables can be used to represent the categories of a dis
crete variable.1.,17 Dummy variables are specific types of control 
variables that are binary in nature. Perhaps the most commonly 
used dummy variable coding scheme is reference cell coding, 
which uses a - 1 dummy variables, with a being the number of 
categories of a discrete variable, and each dummy variable can 
have a value of 0 or l, indicating membership in a category ( 1 if a 
member of a group and 0 otherwise).10 

Consider the case of a binary regressor, such as whether the 
study participant resides in Buckingham County or Louisa 
County. Perhaps there might be differences across the two coun
ties that should be controlled for in the analysis, thus it is included 
as a predictor variable in the analysis. Since the county of resi
dence variable has two categories, one dummy variable is needed 
In the analysis reported in Table 11-2, the variable Buckingham 
take on a value of one if the study participant resides in Bucking
ham County and a value of zero otherwise (i.e., the participant 
resides in Louisa County). 

When the dummy variable is included as a regressor and the 
regression equation is estimated, a coefficient estimate will be 
produced for the dummy variable. The question is how to inter
pret this coefficient estimate, since the dummy variable is binary, 
and therefore cannot represent a marginal effect in the truest 
sense. In such cases, the coefficient estimates for dummy variables 
indicate the mean change (increase or decrease) in the dependent 
variable (Y) that occurs due to membership in the category where 
the dummy variable takes a value of one (relative to a value of zero), 
holding the other specified regressors constant. In the case of our 
diabetes regression, the dummy variable's coefficient estimate 
represents the mean increase in AlC levels experienced by resi
dents of Buckingham County (over and above residents of Louisa 
County} holding the other specified regressors constant. That is, 
at the mean, how much better or worse are Al C levels in Bucking
ham County than in Louisa County, after we have controlled for 
all other determinants of AlC levels in the model? In the present 
example, this difference is not statistically significant (p = 0.2257). 

Also note that dummy variables are always interpreted in a rel
ative context (the ones relative to the zeros}. As a result, the use of 
one dummy variable provides information on both groups, and it 
is unnecessary to include a second dummy variable to identify the 
Louisa County residents with a value of one. Similarly, in some 
cases there will be a series of mutually exclusive and collective 
exhaustive dummy variables to measure multiple categories. An 
example might be a series of variables that measure race or eth
nicity. Suppose that we have five categories: Caucasian, African 
American, Asian, Hispanic, and all other races/ethnicities. In 
such cases, the researcher would choose four dummy variables 
to represent the five categories and these four dummy variables 
would be included in the regression. All dummy variables would 
be measured relative to the omitted category (called the reference 
category; for the body frames variable in Table 11-2, medium is 
the reference category). Note that if you include all five dummy 
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variables in the equation, OLS will generally crash! This is a phe
nomenon known as perfect multicollinearity, which occurs when 
the researcher includes a series of variables that contain exactly 
the same quantity of information, but the information is included 
twice.14 In the case of the five dummy variables, the combination 
of the first four dummy variables tell you exactly the same thing 
that the fifth dummy variable does (i.e., through process of elim
ination, if you are not in the first four dummy variables you must 
be included in the fifth one). The choice of which a - I dummy 
variables are included in the regression is generally left to the 
researcher, as any combination of a - 1 variables will contain the 
same amount of statistical information. However, it is generally 
good practice to use the dummy variable that exhibits the highest 
number of ones (and the lowest number of zeros) as the omitted 
dummy variable. 

Unstandardized and Standardized 
Regression Coefficients 
Multiple regression is useful because it allows the data analyst 
to (among other things) examine the effects of more than one 
regressor on the dependent variable. If one coefficient estimate 
is statistically significant from zero, and another coefficient esti
mate is not significant from zero, it is clear that the variable cor
responding to the significant coefficient estimate matters "'more~ 
or has a more pronounced statistical effect on the dependent 
variable than the other regressor. As an example, in Table 11-2, 
one can infer (and holding the effects of all specified regressors in 
the model constant) that the individual's total cholesterol matters 
"more" than the waist-hip ratio. 

One difficulty that occurs when interpreting coefficient esti
mates in multiple regression is that two or more variables may 
exhibit statistically significant coefficient estimates. In this case, 
it may be difficult to interpret which variable has a larger impact 
on the dependent variable. One reason is that each regressor may 
be measured in different units. In Table 11-2, for example, both 
total cholesterol (measured as mg/dL) and BMI (measured as 
703 x [weight in pounds divided by height in inches squared]) 
exhibit statistically significant coefficient estimates, and are mea
sured in different units. As stated earlier, the coefficient estimates 
in Table 11-2 represent the change in the dependent variable 
associated with a one-unit increase in the independent vari
able while holding the other regressors in the model constant. 
These are called unstandardized coefficients and the regression 
model is in its unstandardized or raw metric form. Given that 
total cholesterol and BMI have different units, it is challenging 
to compare the coefficient estimates because a one-unit increase 
in total cholesterol does not correspond to a one-unit increase in 
BMI. Thus, it is difficult to directly interpret the magnitudes of 
coefficient estimates across these two variables without ensuring 
a common unit of measurement. 

In such situations, researchers may employ what are known 
as standardized coefficlents0 and use a standardized regression 

'These standardized coefficients are sometimes referred to as "beta 
coefficients" or "beta weights"; but it has been suggested that authors clearly 
specify whether coefficients are unstandardized or standardized, rather than 
using a nomenclature that not everyone readily understands. u 
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TABLE 11-3 • Multiple Linear Regression Results with Standardized Coefficients 

Summary Output 

Regression Statistics 

Multiple R 0.4240 

R Squared 0.1798 

Adjusted 0.1567 
R Squared 

Standard Error 0.9183 

Observations 366 

ANOVA 

df 

Regression 10 

Residual 355 

Total 365 

Variable Coefficients 

Intercept 0.0171 

whratio 0.0862 

chol 0.1948 

Buckingham 0.1210 

age 0.2325 

female -0.0943 

bmi 0.1208 

small -0.0247 

large -0.0504 

bp.1s 0.0676 

bp.ld -0.0638 

SS MS 

65.6307 6.5631 

299.3693 0.8433 

365 

Standard Error t-statistic 

0.1076 0.1592 

0.0565 1.5244 

0.0511 3.8129 

0.0997 1.2136 

0.0599 3.8815 

0.1167 -0.8083 

0.0598 2.0190 

0.1251 -0.1976 

0.1325 -0.3805 

0.0713 0.9485 

0.0655 -0.9729 

F 

7.7827 

p-value 

0.8736 

0.1283 

0.0002 

0.2257 

0.0001 

0.4195 

0.0442 

0.8435 

0.7038 

03435 

03313 

p-volue 

<0.0001 

9596 Confidence Limits 

-0.1945 0.2288 

-0.0250 0.1974 

0.0943 0.2953 

-0.0751 0.3171 

0.1147 0.3503 

-0.3238 0.1352 

0.0031 0.2384 

-0.2707 0.2213 

-0.3110 0.2101 

-0.0726 0.2078 

-0.1926 0.0651 

whratio =waist-hip ratio; chol =total cholesterol level; Buckingham = county of residence; female = sex; bmi = body mass index; small and large refer to 
dummy variables representing the discrete variable, body frame (as noted in the upcoming•oummyVariables"subsection, medium is the reference category 
in this example); bp.1 s = systolic blood pressure; bp.1 d = dlastollc blood pressure. All nondummy variables, lncludlng the dependent variable, have been stan
dardized using the z-score transformation. 

modeL d Recall from Chapter 9, "Interpretation and Basic Statistical 
Concepts;' the concept of a z-score. Any variable whose observa
tions are transformed to z-scores exhibits a mean of zero and a 
standard deviation of one. If two such variables are transformed to 
z-score, they both exhibit means of zero and standard deviations 
equal to one, and are directly comparable. Thus, when estimating 
a regression model with variables transformed to z-scores (i.e., 
standardized), the magnitudes of the coefficient estimates for these 
standardized variables should also be directly comparable. When 
using full standardization, every variable in the regression model. 
including the dependent and independent variables (except for 
dummy variables, which have little interpretation when standard
ized12), are standardized. It is also possible to estimate partially 
standardized regression models, where only the regressors (or a 
portion of the regressors-called X-standardization) or the depen
dent variable (called Y-standardization) are standardized. 

"There are other approaches to determining variable importance; for exam
ple, relative importance analysis.18 

Table 11-3 contains a fully standardized multiple regression 
model that is analogous to Table 11-2 {the dummy variables, 
Buckingham, female, small, and large have not been standardized 
and remain in a 0 or 1 metric). Note that all of the model diag
nostics, including R2

, adjusted R2
, and the F-statistic for overall 

model fit, are unchanged. The reason is that we have added no 
new information or data to the model. We have simply trans
formed existing data in a manner that makes the coefficient esti
mates comparable. The t-statistics and p-values for all coefficient 
estimates (except the constant) should also be unchanged for the 
same reason. The only things that change are the magnitudes 
of the coefficient estimates (and their accompanying standard 
errors) which are transformed in proportion to the standardized 
variables {which have means of zero and standard deviations 
of one), as well as the model intercept {which is renormed to 
account for the centering of the standardized variables around 
zero). This allows the researcher to directly compare the magni
tudes of the coefficient estimates without having to worry about 
units of measurement. Using our earlier example, both the total 



cholesterol and BMI coefficient estimates were statistically sig
nificant from zero. The coefficient estimate for the standardized 
total cholesterol variable (0.1948) is larger than the standardized 
coefficient estimate for BMI (0.1208) (which is the opposite of 
the unstandardized model), suggesting that the total cholesterol 
has a larger marginal impact on AlC levels than BMI, holding 
the other specified regressors in the model constant. 

Although the standardized regression model is useful in 
making comparisons concerning the relative magnitudes of 
coefficient estimates, it suffers from a limitation. By remov
ing all units of measurement from the variables in the model, 
interpreting the meaning of one coefficient estimate within the 
context of the problem becomes more difficult. Standardized 
coefficient estimates are interpreted in the context of standard 
deviation units. For example, the interpretation of the standard
ized coefficient for the total cholesterol variable is as follows: a 
one standard deviation change in total cholesterol is associated 
with change of 0.1948 standard deviations in Al C. Units of mea
surement are important because they provide a practical con
text with which to interpret the results. Correspondingly, most 
researchers give primary emphasis to unstandardized regression 
results and utilize standardized regression techniques as a sec
ondary technique when the goal is to make specific types of rel
ative comparisons. 

Effect Modification 
Suppose county of residence is added as a regressor variable in 
a linear regression equation examining the relationship between 
Al C (the dependent variable) and waist-hip ratio. In the process 
of conducting the analysis, a researcher asks whether the rela
tionship between waist-hip ratio and AlC is significantly differ
ent between participants who reside in Buckingham County and 
those who reside in Louisa County. As described earlier, this is 
a question of effect modification or moderation, and county of 
residence would be called an effect modifier or moderator. Effect 
modification is present when there is a statistical interaction 
between two independent variables; thus, a typical way to test 
for effect modification is to include an interaction term as an 
additional independent variable in the regression equation. This 
term ls the product of the two variables in question; in the pres
ent case, this tenn would equal waist-hip ratio x county of res
idence. If the null hypothesis that the regression coefficient for 
the interaction term is zero is rejected, then this is evidence of 
effect modification. 

A moderated regression analysis (not shown) revealed no 
evidence in the Willems' study data6 that there is an interaction 
between waist-hip ratio and county of residence in the prediction 
of AlC (p = 0.4826). The decision to include interaction terms in 
a regression equation should not be based solely on statistical evi
dence. Researchers should also provide clinical and/or theoretical 
considerations for their inclusion. 

Multiple Linear Regression Example 
from the Literature 
Figure 11-2 is from a study by Doucette and colleagues that 
explores the impact of various pharmacy characteristics on the 
breadth of (nondistributive) pharmacy services offered at that 
pharmacy.19 The figure contains an annotated table from the 
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LINEAR REGRESSION WITH DIABETES DATA 

The specification of any regression model Is based on the expe
rience of the researcher, an evaluation of the literature, and 
theory-based prior expectations. Please use your clinical knowl
edge, prior expectations, and theoretical knowledge to answer 
the following question. 

What is the appropriate specification for the regression 
depicted In Table 11-2? In specifying this regression, what vari
ables In the current data set should be Included and what addi
tional variables should the researchers have collected data on to 
include in the regression? 

HINT: If the current regression explains <20% of the variation 
in A1C levels, there is >80% left to be explained. This implies 
that a number of variables are missing! 

original study that demonstrates one approach for displaying 
the results from a multiple linear regression anal~is, namely a 
listing of independent variables and a statement of the estimated 
regression coefficients for each independent variable, along with 
t-statistics and p-values. The findings from this table suggest 
that having more than three pharmacy technicians on duty is 

LITERATURE EVALUATION WITH LINEAR REGRESSION 

Rojanasarot and colleges surveyed licensed phannacists prac
ticing in the United States in 2014. There were 1,574 observa
tions available for analysis. Based on these survey results, the 
authors Identified four main factors describing how easy or 
dlfflcult It would be for pharmacists to find an alternative place 
of employment: environmental conditions, availability of pro
fessional opportunities, compensation structures, and better 
coworkers. Regression analysis was conducted to detennine 
what demographic characteristics were statistically significant 
detennlnants of each factor. Regressors Included dummy vari
ables for the respondent's age, sex, race, marital status, highest 
pharmacy degree held (PhannD versus bachelor degree), year 
of licensure, practice setting, work status (full or part time), posi
tion (staff phannacist or phannacy manager) and years with 
current employee. 

Please read the article and answer the following questions. 

1. Evaluate the authors' regression specification of the envi
ronmental conditions and their results. Does the regression 
model display good fit? Which variables are significant? Do 
the empirical results coincide with prior expectations? Are 
there any omitted variables? 

2. The authors conduct three additional regressions to predict 
1) the professional opportunities factor, 2) the compensa
tion factor, and 3) the coworkers factor. Repeat the evalu
ation conducted In question 1 for each of these addltlonal 
regressions. 

Source: Rojanasarot S, Gaither C, Schommer J, et al. Exploring pharma
cists' perceived job alternatives: results from the 2014 National Pharma
cist WorkfoKe Survey. J Am Phann Assoc. 2017;57:47-55. 
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Table 2 
Below Is a list of 
independent variables 
(pmdictoni or regA'l680ni} 
In 1he multiple linear 
regruslon model. 

Regression results of influences on community pharmacy service index• Having more than thnie 
technicians on duty, working 
in a phannacy chain, working 
In a supermarket, Involvement 
with an lnterprofasslonal 
teem, self-reported levels of 
innovation, and perceiYed 
workloads are algnlflcant 
predlc1Drs of the number of 
nondistri:Jutive pharmacy 
servioee. Statistical 
algnlftcance Is based on 
p·values Jes.& than 0.05. 

Practice characteristics Standardized t value Pvalue 
beta coefficient 

Number of additional pharmacists on dutY6 
>0.5- 1 0.019 0.391 0.696 

>1 0.098 1.808 O.OTI Number of pharmacy 
technicians on duty, a 
dlecrate var!able, le 
represenl9d by four 
dummy variables. Three 
are included: 1-2; 2·3; and 
more than 3. The fourth 
dummy variable, 0-1 
technicians. serves as the 
ruference ca!Bgory. 

Number of pharmacy technicians on dutyC 
>1.0-2 0.010 
>2.0-3 - 0.003 

>3 - 0.119 
Pharmacy typed 

Independent 0.023 
Pharmacy chain 0.125 
Supermarket 0.112 

Involvement in an 0.135 
interprofessional team 

lnnovativenesse 0.307 
Adequacy of resourcesr - 0.041 
Perceived workloadg 0.109 
Model: R2 = 0.164; F= 7.175; p <0.001 

0.188 
- 0.053 
- 2.018 

0.453 
2.250 
2.223 
3.105 

6.052 
- 0.825 

0.851 
0.958 
0.044 

0.651 
0.025 
0.027 
0.002 

<0.001 
0.410 
0.017 

A one-ilnit increase in 
peroeived workload is 
associated with a 0.109 
unit lnCt'88H In the number 
of noncislributiw pharmacy 
servioee, holding the other 
regressors constant. 

16.4% of the variation in 
the number of 
nondlstrlbutlll'e pharmacy 
services is sxplained by 
the predictors ineluded 
In 1he regreeeton model. 

• Sum of the number of 8 services offered at the pharmacy: medication 
therapy management. immunization, adjusting medication therapy, 
medication reconciliation. disease state management, health screening 
or coaching. complex nonsterile compounding. point-of-care testing. 

Since the reseerdiers report 
standatdized mgreesion 
coe!llclents, the one-ilnlt 
Increase Is 9C11lvalent to one 
standatd deviation. That is, 
an inCl'N.88 of one atanclard 
d9111a11on In peroelved 
workload lncreeses the 
number of nondistributive 
pharmacy servi086 by 0.109 
standatd delllatlone. 

b Dummy variables: comparator is 0-0.5 additional pharmacist on duty. 
c Dummy variables: comparator is 0-1 pharmacy technician on duty. 
d Dummy variables: comparator is mass merchandiser. 
e Sum of3 items that used a 5-point scale: 1, strongly disagree: 2. disagree: 

3. neither disagree nor agree; 4, agree: 5, strongly agree. 
r Sum of 5 items that used a 5-point scale: 1, strongly disagree; 2. disagree: 

3. neither disagree nor agree; 4, agree; 5, strongly agree. 
g How the perceived workload was rated on a 5-point scale: 1, excessively 

low; 2, low: 3. about right; 4, high; 5. excessively high. 

FIGURE 11-2: Results From Multiple Linear Regression Analysis Explorfng Predictors of the Community Pharmacy Service Index. (Reproduced 
from Doucette W, Rippe J, Ga!Uler C. et al. Influences on the frequency and type of community phannacy service$. J Am Phann Assoc:. 2017;57:72-76.) 

associated with sites offering fewer (nondistributive) pharmacy 
services compared to phannacies with one or fewer tedmicians. 
Pharmacies that were part of a chain or located in a supermar
ket reported offering more (nondistributive) pharmacy services 
than mass merchandise pharmacies. Finally. those involved 
in interprofessional teams, who considered their pharmacy as 
•more innovative:' and who reported higher perceived workloads 
were associated with a greater number of (nondistributive) ser
vices offered. Both the dependent variable (i.e., number of ser
vices offered) and several of the primary .independent variables 
of interest (i.e., innovativeness. adequacy of resources. perceived 
workload) studied by Doucette and colleagues19 were derived 
from multi-item or single-item. self-reported measurements, and 
were treated as continuous variables in the analysis. Because the 
measurement scales for these variables a.re somewhat arbitrary, 
the researchers chose to report standardized estimates to aid 
interpretation. as presented in Figure 11-2. 

METHODS OF ESTIMATION OTHER THAN OLS: 
FOCUS ON BAYESIAN ANALYSIS 

The creation of objectively-stated hypotheses about unknown, yet 
fixed. population parameters, as well as the use of OLS to estimate 

regression models that test such hypotheses, are frequently 
referred to as frequentist or "classical" statistical methodologies. 
This is not the only way to approach to test hypotheses and con
duct statistical analysis. A common alternative to the frequentist 
approach is known as Bayesian analysis or Bayesian statistics. 
When applied with.in the context of regression analysis. it is also 
known as Bayesian regression analysis. This section will explore 
Bayesian estimation and interpretation of a regression model 
considering the same case scenario used throughout this chapter. 
namely a model to predict Al C levels using the diabetes data. 

The fundamentals of Bayesian inference are discussed in 
Chapter 9, "lnterpretati.on and Basic Statistical Concepts." Recall 
that Bayesian researchers approach hypothesis testing from a sub
jective (or more appropriately, a not purely objective) vantage. 
They argue that the "truth~ as expressed by population param
eters, is unknowable. Instead. the best that the researcher can do 
is to form an initial, prior belief about the "truth• (i.e., the prior 
distribution). The researcher subsequently collects data (possibly, 
but not exclusively, via randomly generated samples) and uses 
that data to inform. or revise her/his prior beliefs (i.e .• the poste
rior distribution). Over time, as more data is collected and beliefs 
are revised. the researcher iterates toward the "truth~ 

When estimating regression models in a Bayesian context, the 
results generate coe:fficient estimates, which can be interpreted in 



a manner that is analogous to coefficient estimates generated by 
OLS. There are, however, some differences.2° First, because Baye
sians focus on estimating posterior distributions (which may be 
bell-shaped or skewed}, Bayesian regressions focus on estimating 
a posterior distribution for each regre$sion coefficient in the model. 
When reporting results, Bayesians also tend to report means, stan
dard deviations, and percentiles {including the 50th percentile, or 
median) for each coefficient's posterior distribution, rather than a 
single measure of central tendency for each coefficient. This gives 
the reader information about the center (or "average") of the dis
tribution, as well as information on the shape and skewness of the 
distribution for each regression coefficient. 

Second, in Bayesian regression, there are no confidence 
intervals, and no formal hypothesis tests as they are known in 
frequentist statistics. In place of confidence intervals, Bayesians 
calculate credible intervals which represent ranges of plausible 
values within which the "true" population parameter for a coeffi
cient is most likely to reside, based on the researcher's beliefs and 
available data. For example, a 95% credible interval represents the 
range of possible values covering 95% of the posterior distribution. 
Possible values for the coefficient that fall outside of this range are 
"not credible" and would be treated analogously to null hypoth
eses that, under the frequentist approach, would be rejected with 
95% confidence. Values within the credible region are "credible~ 
and are analogous to frequentist null hypotheses that are not 
rejected (i.e., the value specified under the null hypothesis lies 
inside the 95% confidence interval). Because posterior distributions 
can be symmetric (similar to a normal distribution, or bell curve) 
or nonsymmetric, there are several approaches to representing 
credible intervals. One approach is to assume that a two-sided cred
ible region is centered such that there is always an equal area under 
the curve in each tail of the posterior distribution outside of the 
credible region. This is known as the equal-tail credible interval. 
The other is to center the 95% (or 90% or 99%} credible region 
around the middle of the distribution, which leads to the 

TABLE 11-4 • Bayesian Multiple Linear Regression Results 

Posterior Distributions for A 1 C Regression Coefficients 

Standard 
Variable Mean Median Deviation 

Intercept -1.3558 -13256 1.6686 

whratio 2.5954 25854 1.7137 

chol 0.0099 0.0099 0.0026 

Buckingham 0.2737 0.2730 0.2232 

age 0.0318 0.0318 0.0082 

female -0.2109 --0.2124 0.2611 

bmi 0.0405 0.0406 0.0199 

small -0.0570 --0.0559 0.2816 

large --0.1183 --0.1157 0.2987 

hp.ls 0.0065 0.0064 0.0069 

bp.1d -0.0105 --0.0105 0.0107 

Dis per 4.2201 4.2035 0.3204 
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highest posterior density (HPD) credible interval We note that 
if the distribution is symmetric (like a normal distribution), the 
two types of credible regions are identical. But if a posterior dis
tribution is skewed, the two credible region estimates will differ 
based on the amount of skewness in the posterior distribution. 

A third difference between OLS and Bayesian regression is that 
measures to characterize the regression's overall model fit in OLS 
regression, such as R2 or adjusted R2

, are problematic in Baye
sian regression. Instead, Bayesians use empirical measures that 
account for changes in the posterior distribution should a regres
sor be omitted or added to the regression. These measures (which 
include the Akaike Information Criterion, the Bayesian Informa
tion Criterion, and the Deviance Information Criterion) quantify 
the amount of information that is "lost" (or how those changes 
impact the posterior distribution) when the regression equation 
is altered. Since many of these measures are not easily interpreted, 
they are not discussed here. We refer the reader to other sources 
for a discussion of this issue. 20 

Table 11-4 re-estimates our regression model explaining AlC 
levels using Bayesian regression instead of OLS. This particular 
regression assumes a prior distribution of "ignorance~ which 
essentially is when the researcher exhibits no specific prior beliefs 
about the formation of Al C levels and the effects of the regressors 
on AIC levels. As noted from the results, the coefficient estimates 
(expressed as the mean or median of the posterior distribution 
for each coefficient) largely mimic those from OLS. We note in 
passing that the similarity in coefficient estimates between the 
two approaches is due to the prior belief, which assumes little to 
nothing on the part of the researcher ahead of time. The more 
weight the researcher gives prior beliefs, the more the results will 
diverge from those generated by OLS. Credible intervals (95%) 
are also provided, and can be analyzed similarly to confidence 
intervals. If the value of zero falls within a credible region for a 
particular coefficient estimate, the less important is that variable 
in affecting Al C levels. Total cholesterol, BMI, and age all exhibit 

Equal-Tail 95% Highest Posterior Density (HPD) 
Credible Intervals 95% Credible Intervals 

-4.6859 1.8140 -4.6541 1.8347 

-0.7169 6.0069 -0.6902 6.0271 

0.0046 0.0150 0.0048 0.0151 

-0.1692 0.7070 -0.1744 0.6996 

0.0156 0.0477 0.0160 0.0480 

-0.7169 0.3085 -0.7189 03053 

0.0016 0.0797 0.0016 0.0796 

-0.6122 0.4914 -0.5970 05013 

-0.7017 0.4628 --0.6988 0.4643 

-0.0071 0.0199 -0.0067 0.0203 

-0.0312 0.0105 -0.0312 0.0105 

3.6371 4.8826 3.6076 4.8435 

whratio = waist-hip ratio; chol = total cholesterol level; Bucking ham =county of residence; female = sex; bmi = body mass index; small and large refer to 
dummy variables representing the discrete variable, body frame (as noted in the upcoming ·oummyVariables• subsection, medium is the reference category 
in this example); bp.1 s = systolic blood pressure; bp.1 d = diastolic blood pressure; Disper is a measure of dispersion in the model's error term. 
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95% credible intervals that do not include a value of zero. Lastly, 
the HPD and equal-tail credible intervals are very similar, indicat
ing that the posterior distributions for each coefficient are mostly 
symmetric. 

SUMMARY AND CONCLUSION 

Linear regression analysis is one of the most common statistical 
techniques in clinical research and is used when the dependent 
variable is continuous and there is a need to adjust for variables 
that cannot be accounted for by manipulating a study's design. 
Under the appropriate circumstances, linear regression mod
els can be highly successful in accounting for many potential 
confounders and for assessing effect modification. A regression 
analysis will produce accurate and precise results when 1) the 
assumptions underlying the model are consistent with the data 
being analyzed and 2) sufficient data and explanatory variables 

Review Questions 
1. Explain the concept of effect modification in your own words 

and give an example of an effect modifier. 

2. What is the difference between a confounder and a mediator? 
Give an example of each from the clinical literature. 

3. Using a statistical definition, what does it mean for an estimate 
to be biased? Inefficient? 

4. Explain why testing the null hypothesis that all of the slope 
coefficients in a regression are equal to zero is equivalent to 
evaluating the use of linear regression versus descriptive statis
tics for the dependent variable. 

5. Can a regression's R2 ever be less than its adjusted R2? Explain. 

Online Resources 
Statistical Consulting Services at the UCLA Institute for 
Digital Research and Education: https:// stats.idre. ucla.edu/ 
(A very useful web site complete with answers to many 
frequently asked questions, tutorials, and many worked 
examples, including some with annotated output. They also 
have web pages developed for many text books, including books 
devoted to the topics covered in this chapter, showing how 
to work the examples in these books using various statistical 
software packages.) 
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Logistic Regression 
and Survival Analysis 
John P. Bentley, PhD • Dan Friesner, PhD 

CHAPTER OBJECTIVES 

.,. Describe how binary logistic regression and Cox regres
sion are commonly used in the drug literature 

.,. Distinguish the nature of the outcome variable for logis
tic regression and Cox regression compared to linear 
regression 

.,. Describe and appropriately interpret the coefficient esti
mates and predictions produced by binary logistic regres
sion and Cox regression 

KEY TERMINOLOGY 

.,. Describe how the coefficient estimates and predictions 
produced by binary logistic regression and Cox regression 
can be used to evaluate a research hypothesis 

.,. Interpret an estimated survival curve 

.,. Evaluate a Kaplan-Meier plot comparing the survival 
curves of two different groups 

Binary logistic regression 
Censoring 
Cox proportional hazards regression 

model 

Hazard function 
Hazard ratio (HR) 
Kaplan-Meier method 

Logtt 

Maximum likelihood estimation (MLE) 
Odds ratio (OR) 

Survival analysis 
Survival curve 

Hazard Lo!J""rank test 

INTRODUCTION 

In general, the linear regression model is used when the dependent 
variable or outcome variable of interest is a continuous variable. 
such as glycosylated hemoglobin. (A 1 C} or systolic blood pressure. 
However. in clinical research. many outcome variables of inter
est cannot be conceptualized as being continuous. In some c:ases. 
the outcome variable may be categorical (e.g .• a dichotomous or 
binary variable. such as whether or not one has a disease). while in 
many other situations the outcome variable may be the time until 
an event occurs and it is possible that the researcher may not know 
when {or whether) the event occurs for everyone in the study. 

The purpose of this chapter is to discuss additional meth
ods of regression analysis that are appropriate for such situa
tions. This chapter begins with a discussion of the methodology 

Survival function 

behind. and appropriate use of, logistic regression for the analy
sis of an outcome variable that is binary (or dichotomous). The 
second part of the chapter provides an overview of two differ
ent techniques that fall under the general umbrella of survival 
analysis. the Kaplan-Meier method and Cox regression. Both are 
widely used in the clinic:al literature when the outcome variable 
is the time until the occurrence of an event. 

BINARY LOGISTIC REGRESSION 

In Chapter 11. "Simple and Multiple Linear Regression; the case 
scenario involved the prediction of patient Al C levels, a contin
uous variable (see http://biostat.mc.vanderbiltedu/wiki/Main/ 
DataSet.s).1.l From a clinical perspective, the linear regression 
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model using ordinary least squares (OLS) estimation has a limita
tion. Although higher AlC levels do indicate a more pronounced 
onset of diabetes, when diagnosing patients there must be some 
practical cutoff, above which a patient "has" diabetes, and below 
which the patient "does not have" diabetes. Most pharmacother
apy guidelines use an AlC level of seven as this cutoff point.3 It 
is conceivable to characterize this discrete decision by creating a 
new variable in the diabetes data set that takes a value of one for 
patients whose AlC levels exceed or equal seven and a value of 
zero otherwise. Clinical researchers often encounter such binary 
outcome variables, where the variable can only take on two val
ues. Although such variables can consist of continuous variables 
with a meaningful cutoff point (like Al C), many times the binary 
variable is a true discrete variable (e.g., dead or alive, experienced 
an adverse event or did not, case or control). When an outcome 
variable consists of only two categories, binary logistic regression 
is an appropriate statistical method. There are generalizations of 
logistic regression for situations when the response variable has 
more than two nominal categories or when the response variable 
is a set of ordered categories. Binary logistic regression is an oft
used statistical method in the biomedical literature. 

To correctly predict a variable that takes only two possible val
ues, one must attempt to predict the probability or chance that the 
dependent variable takes a value of zero or a value of one. That is: 

P(f; =l)=b0 +b1X;+b2Z; +b3W; + ... +bkV, (1) 

where P(¥; = 1) denotes an estimated probability that the depen
dent variable (Y) takes on the value of 1 (i.e., has the event or 
outcome of interest).' One of the many problemsb associated 
with using linear regression with OLS estimation for equation (1) 
is that probabilities must range between 0 and 1, inclusive, but 
predicted values (i.e., estimated probabilities) from equation (1) 
using linear regression with OLS estimation may be less than 0 or 
greater than 1. To ensure that the probabilities are appropriately 
constrained to be between 0 and 1 and to subsequently estimate 
these probabilities, we must identify a function for P(Y1 = 1). A 
common choice is to assume that P(Yj = 1) follows a logistic distri
bution. The logistic distribution is similar to the normal distribu
tion, except that the tails of the distribution are slightly thicker.4.s 
For cumulative probabilities, the logistic distribution is: 

e'ba+b,X1+b,Z1+b,W,+ ... +b•Vj 

P(Y:=l)=-~----
j 1 +eb,+b,X1+b,Z1+b,W,+ .•. +b,Vj (2) 

where e' is the exponential function evaluated at x (sometimes 
expressed as exp[x]). This function is the antilog (or inverse) of 
the natural logarithm (base e exponentiation). 

Equation (2) can be rearranged to arrive at the following: 

( 
P(f; = l) ) b b b b ln = o +b1X1 + 2Z1 + 3w; + ... + l V, 

1-P(f; =1) 
(3) 

Equation (3) is called the binary logistic regression model. 
Notice that the right-hand side of the equation is virtually identical 

•Since the dependent variable is mutually exclusive and collectively exhaus
tive, and since the probability that some value for Y must occur with certainty 
(a probability of 1), we can immediately deduce the probability that Yi= 0 
once we have estimated the probability that Yi = 1. 

bThere are others; see Menard.7 

to the linear regression model in equation {8b) in Chapter 11, 
"Simple and Multiple Linear Regression:' However, the left-hand 
side of the model is quite different. This expression is called the 
logit (or log-odds) and it is the natural log of the odds of suc
cess for Y

1 
(Le., the odds of having the event of interest). Note 

that ( 1:";~~:~> ) is the odds that Y1 = 1. The transformation of 

P to ln ( 1:";~~~>) is called the logit transformation, which is 
why logistic regression models are also called logit models. 

To estimate the parameters, one must use a different method 
than OLS to account for the binary nature of the dependent vari
able. The estimation method most commonly used for logis
tic regression is known as maximum likelihood estimation 
(MLE).4-7 As the names suggest, the difference between OLS and 
MLE is that OLS focuses on identifying the equation of a trend 
line that minimizes the residuals that relate each data point to the 
trend line. MLE focuses on maximizing the predictive capabilities 
of the regression, rather than minimizing its residuals. 

Table 12-1 contains results from a binary logistic regression 
analysis. Since Microsoft Excel does not include logistic regression 
in its Analysis Tool Pack feature, the results were produced using 
SAS Version 9.3 (SAS Corporation, Cary, NC). For simplicity, the 
same set of explanatory variables from Table 11-2 in Chapter 11, 
"Simple and Multiple Linear Regression;' was used in the logistic 
regression model. As with linear regression, the logistic regression 
model provides a list of coefficient estimates for the slopes and 
intercept It also provides a standard error estimate for each esti
mate. However, there are some notable differences in Table 12-1 
compared to the previous results generated by linear regression. 
First, because it is inappropriate to use an OLS trend line to esti
mate the regression model, it is also inappropriate to use the 
standard R2 measure of model fit (there are R2 analogs for use in 
logistic regression, but they do not have the same proportion-of
total-variation interpretation). Also, the test of the overall model 
(Le., the test of the null hypothesis that all population values for 
the coefficients are jointly equal to zero-see equation [9] in 
Chapter 11, "Simple and Multiple Linear Regression") is not per
formed using an F-statistic, but rather a chi-square statistic. The 
question asked by this test in logistic regression is the same basic 
question as in linear regression, but the nature of the dependent 
variable is different. Thus, it asks, taken collectively, does the entire 
set of independent variables contribute significantly to the predic
tion of the binary dependent variable? The bottom of Table 12-1 
contains this test (test statistic = 51.3355) and its associated p-value 
(<0.0001), which indicates a rejection of the null hypothesis; so 
one can conclude that the predictors, taken collectively, do allow 
better predictions of P(Y

1 
= 1) than could be made without them. 

Similarly, t-statistics are not used to test the significance of 
individual predictors in logistic regression. The standard null 
hypothesis for such a test is given by: 

HD : /3k =O 
(4) 

HA :Not H0 , or f3k :;t=O 

There are several ways of constructing this significance test, 
but the most commonly reported by statistical software (and 
what appears in Table 12-1) is known as the Wald test. Under the 
null hypothesis stated in equation (4), the test statistic is simply ( ~ r, where bk indicates a specific coefficient estimate and SE0t 
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TABLE 12-1 • Binary Logistic Regression Analysis 

Dependent Variable: Diabetes (BinaryVariable Identifying A1C Scores Above 7) 

Chi-Square 
Variable Coeff. Standard Error Statistic p-value Odds Ratio 95% Confidence Limits for Odds Ratio 

Intercept -11.3118 2.4607 21.1324 <.0001 

whratio 3.1805 2.3976 1.7597 0.1847 24.0590 0.2190 >999.999 

chol 0.0090 0.0034 6.8211 0.0090 1.0090 1.0020 1.0160 

Buckingham 0.1238 0.3315 0.1395 0.7088 1.1320 0.5910 2.1670 

age 0.0418 0.0124 11.4317 0.0007 1.0430 1 .0180 1.0680 

female -0.2570 0.4035 0.4054 0.5243 0.7730 0.3510 1.7060 

bmi 0.0714 0.0286 6.2401 0.0125 1.0740 1.0160 1.1360 

small 0.1012 0.4600 0.0484 0.8259 1.1060 0.4490 2.7260 

large -0.0474 0.4026 0.0139 0.9062 0.9540 0.4330 2.0990 

bp.1s 0.0069 0.0091 0.5756 0.4480 1.0070 0.9890 1.0250 

bp.1d -0.0043 0.0162 0.0700 0.7914 0.9960 0.9650 1.0280 

Chi-Square Test Statistic Value 51.3355 <0.0001 

Degrees of Freedom 10 

Number of Observations 366 

whratio =waist-hip ratio; cnol =total cholesterol level; Buckingham= county of residence; female= gender; bmi =body mass index; small and large refer to 
dummy variables representing the discrete variable, body frame; bp.1 s = systollc blood pressure; bp.1 d = dlastollc blood pressure. 

is the estimated standard error for bk. Under the null hypothesis, 
this test statistic has an approximately f (chi-square) distribu
tion with degrees of freedom = 1. For the clinician, there is little 
difference in the interpretation of the results compared to linear 
regression. P-values less than conventional levels (usually 0.05) 

indicate a rejection of the null hypothesis. Similar to Table 11-2 
in Chapter 11, "Simple and Multiple Linear Regression," three 
regressors in Table 12-1 exhibit significant chi-square statistics: 
total cholesterol age, and BMI. 

A final difference of note between binary logistic regression 
and linear regression is in the interpretation of the coefficient esti
mates. The logistic regression coefficients as stated in equation ( 3) 
represent the change in the log-odds of success for Yi for a one-unit 
increase in the regressor of interest, holding the other regressors 
constanL The concept oflog-odds is not intuitive. To interpret the 
magnitude of the relationship between a regressor and the depen
dent variable, it is common to calculate an odds ratio (OR) for 
each parameter estimate.6 The idea behind an odds ratio in the 
context of logistic regression is the same as the odds ratio con
cept that was introduced in Chapter 5, "Cohort and Case Control 
Studies." Using equation (3) together with an understanding of 
the difference between probability and odds and some knowledge 
of the laws of exponents, it can be shown that the natural antilog
arithm (base e exponentiation) of the estimated logistic regres
sion coefficient (eh) is an estimated odds ratio.8 Thus, consider a 
predictor x. The odds ratio compares the odds of success at x + 1 
to the odds of success at x, holding constant the other regressors. 
The estimated odds of success at x + 1 equal the estimated odds of 
success at x multiplied by the odds ratio, fl'. If a marginal change 
in the value of a regressor does not noticeably impact a model 
it will not allow the model to distinguish between observations 

where Y = 1 and Y = 0. If that is the case, a = 0 and the odds ratio 1 l ,.., 

would equal one (e° = 1). On the other hand, if a small change in 
a regressor is informative, it will help the model better distinguish 
between cases where Yi = 1 and Yi = 0, and the corresponding 
odds ratio would move away from a value of one and f3 ;i!: 0. 

Just like with the coefficient estimates, it is possible to build 
confidence intervals (CI) (usually 95% Cis) around odds ratio 
estimates and conduct hypothesis tests. If the CI for an odds ratio 
includes 1, this implies that the variable does not play any statisti
cal role in explaining the dependent variable. This is equivalent to 
single parameter hypothesis tests discussed in equation (4), where 
the null hypothesis identifies a case where a population parameter 
is set equal to zero. If the value of 1 falls outside of the CI, we reject 
the null hypothesis that the odds ratio for the population equals 
one. This implies that the regressor in question plays a statistical 
role in explaining the dependent variable. 

Despite the differences in the mathematical mechanics between 
linear regression and binary logistic regression, the practical inter
pretation of the results remains highly consistent between the two 
models. Examining Table 12-1, note that the chi-square tests indi
cate that the overall model is statistically significant, just as the 
F-tests indicated in Table 11-2 in Chapter 11, "Simple and Multiple 
Linear Regression." Additionally, only three regressors have statis
tically significant coefficient estimates: total cholesterol, age, and 
BMI. All three coefficient estimates are positive in sign and have 
odds ratio estimates (i) that are greater than 1 and (ii) whose 95% 
CI estimates do not include the value of 1. Thus, higher values for 
any one of these variables (holding constant the other specified 
regressors) leads to a greater likelihood of developing diabetes. 
For example, the interpretation of the results for the age variable 
is: after adjusting for the other predictors, the estimated odds of 
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having an AlC equal to or exceeding 7 multiply by 1.043 for each 
one-year increase in age. Thus, holding constant the other predic
tors, the estimated odds ofhaving an AlC equal to or exceeding 7 
for a 51-year old are 1.043 times the estimated odds for a 50-year 
old (or 4.396 high.er). Rather than a single year, it may be more 
interesting to examine the odds ratio associated with a decade 
change in years. This is easily accomplished by multiplying the 
logistic regression coefficient by 10 before exponentiating. Thus, 
we have el10"°'°418> = (e<10"0.°"11>)10 = OR10 = 1.519, which means that 
the estimated odds of having an AlC equal to or exceeding 7 for a 
60-year old are 1.519 times the estimated odds for a SO-year old (or 
51.996 higher}, holding the other predictors in the model constant 

regression}. Notice that it is also possible to use dummy variables 
to represent categories of a discrete variable in logistic regression 
just like in linear regression (odds ratios give a comparison of the 
odds of having the event for one group relative to another). The 
presence of confounders and effect modifiers may create bias and 
inefficiency in the resulting estimates through different statisti
cal mechanisms, but the fact that these effects occur remains the 
same. Hence, clinicians and academic researchers should always 
exercise care to ensure that the underlying study and data col
lection processes, as well as the specification of the regression 
model. are constructed and implemented appropriately, and in 
accordance with theory and clinical practice. 

Similarly, the potential for various confounding effects 
remains the same across both methods (linear regression and logistic 

To further illustrate the practical interpretation of the results 
from a logistic regression analysis, consider Figure 12-l , which 

Atmr adjusting for the 
other predictors, 
the estimated odds of 
being In the hlghcoet 
group multlply by 0.933 
for each one-year 
Increase In age. Thus, 
holding constant the 
other predictors, the 
estimated odds of being 
In the high-cost group for 
a 51 year old are 0.933 
times the estimated oclds 
for a 50 year old 
(or 6.7% lower). In other 
words, older patients 
generally have lower costs. 

Notice how discr9te 
variables are treated. For 
example, region of 
residence is represented 
by three dummy variables 
with "Northeast" serving as 
the reference category or 
group (the odds ratios give 
a comparison of the odds 
of being in the high-cost 
group for each region 
relative to the Northeast
none are statistkally 
significant). 

Results of Logistic Regression 
Procedure-Predicting High-
Cost Group Membership- for 
Dichotomized Schizophrenia-Related 
Direct Medical Costs by Demographic 
and Clinical Variables 

DemograpWc/ 
Clinical Variables 
(Reference Group) Estimate 

---... A e• -0.0689 
Sex {males) 

Females -0.0396 
Race (African American) 

Caucasian · 0.6899 2.3280 
Other 0.5351 0.9164 

Has spouse · 0.9484 8.0711 
or under aged 
16 ears• 

___. Re ·on (Northeast) 

Midwest 0.747 1.109 0.277 4.449 
South 0.123 0.482 0.121 1.923 
West 0.458 5.363 

Famil income as a 
Low income 2.975 

Patient· erceived 
Good 0.456 14.989 
Poor" 1.278 189.127 

p . d auent·perce1ve men La iea t status exc ent 

Good 0.1233 00640 0.80C 0.543 0.066 4439 
Poor -0.8577 0.5460 0.116 0.203 0.021 1.953 
Number of medi· 0.1333 0.2271 0.634 1.143 0.660 1.977 
cal comorbidities 
Number of mental -0.3710 1.3095 0.253 0.690 0.366 1.303 
health-related 
comorbidities 

Year (2005) 
2006 0.3009 0.3575 0.550 1.098 0.230 5.243 
2007 -0.6767 1.4923 0.222 0.413 0.075 2.269 
2008 0.1686 0.1467 0.702 0.962 0.229 4.048 

•P<0.05. 
Cl =confidence Interval. 

Notice that e-0.0689 Is 
equal to the odds ratio 
of 0.933. 

Age is statistically 
significantly associated 
with high-cost group 
membership after 
controlling for other 
variables. Notice that the 
p-value for age is less 
than 0.05 and the 95% Cl 
for the odds ratio does not 
inch.Ide 1. 

FIGURE 12-1: Results from Logistic Regression Analysls Exploring Predictors of High-cost Group Membership In Patients with Schizophrenia. 
(Reproduced from Desai P, Lawson K. Bamer J, et al. Identifying patient characteristics associated wtth high schizophrenia-related direct medical costs In 
communlty-dwelllng patients. J Ma nag Care Phann. 2013;19(6):468-477.) 



is from a study that examined whether certain demographic 
and clinical factors were significantly associated with expe
riencing high schizophrenia-related direct medical costs in a 
group of patients with schizophrenia living in the community 
setting using data from the Medical Expenditure Panel Survey 
(MEPS).9 The figure contains an annotated table from the orig
inal study that demonstrates one approach for displaying the 
results from a logistic regression analysis. The table contains a 
list of independent variables, the estimated logistic regression 
coefficients for each independent variable, the Wald test statis
tic and p-value for each independent variable, and the value 
of the odds ratio that corresponds to the logistic regression 
coefficient for each predictor, along with 95% Cls for the odds 
ratio. The dependent variable used in the analysis presented 
in Figure 12-1 was a dichotomous variable indicating whether 
the respondent was in a high-cost group (annual expenditures 
~$16,000) or a low-cost group (annual expenditures <$16,000). 
The significant predictors of group membership in the multi
variable model included age, marital status, and perceived gen
eral health status. 

LOGISTIC REGRESSION WITH DIABETES DATA 

Because the same data set is used to estimate the binary logis
tic and linear regressions (see Table 11-2 in Chapter 11, •simple 
and Multiple Linear Regression;, it is possible to make some 
basic comparisons across both models. Answer the following 
questions: 
1. Suppose you are the researcher who has the choice to 

estimate either an linear model (using the A 1 C reading) or a 
binary logistic model (using a binary cutoff of 7 .OJ to explain 
and predict the onset of type II diabetes. Holding the number 
and types of regressors constant across both models, which 
estimation approach is most appropriate from a dinical per
spective? Please explain your answer. 

2. The binary logistic regression model discussed above uses an 
A1C level of 7.0 as a cutoff polntfortheonsetoftype II diabe
tes. Whlle this cutoff point Is consistent with guldellnes, It Is 
not set in stone.3 ls there a different cutoff point that should 
be used? Please explain your answer. 

HINT: Some clinicians focus on specific types of diabetes; 
for example, predlabetes and unmanaged diabetes. How does 
your answer change depending on the type of diabetes you are 
attempting to predict? 

•The same queation is often asked followiDg a r:mdomiz.ed controlled trial; 
thus. the approaches diKuascd in thia ac:ction arc commonly used to compare 
groups following an RCT. The techniques de&cribed here used in such situ
ations can be con&.dercd bivariate analyses with a reapome variable that is a 
time-to-eveut variable, p011sibly with CCI111oring. 
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LITERATURE EVALUATION WITH BINARY LOGISTIC 
REGRESSION 

Brannstrom and colleagues conduct a series of four binary 
logistic regressions (see Table IV in their paper) to explain the 
use of various diuretics among 467 elderly participants in norttl
ern Sweden. Regressors include factors such as age, gender, a 
diagnosis of heart failure, a diagnosis of hypertension, and the 
presence of dementia. Please read the article and answer the 
followlng questions. 
1. Evaluate the authors' regression specification and its results. 

Which variables are significant? Do the empirical results coin
cide with prior expectations? Are there any omitted variables? 

2. The authors appear to use the same model specification (I.e., 
the same set of regressors) for each type of diuretic. From a 
dinical perspective, does this make sense? Please explain you 
reasoning. 

3. The authors conduct an additional regression to predict the 
use of short acting nitroglycerin (see their Table V). Repeat 
the analysis you conducted in questions 1 and 2 for this 
regression. 

Source: Brannmom J, Hamberg K, Molander L, et al. Gender disparities 
ln the pharmacological treatment of cardiovascular disease and diabe
tes mellltus in the very old: an epidemlological, cross-sectional survey. 
Drugs Aging. 2011 ;28(12):993-1005. 

SURVIVAL ANALYSIS 

General Features 
In certain types of studies, the question of interest is not simply 
whether something occurs, but how long something will last.< Once 
again, consider the diabetes data described previously. A related 
research question may be the following. Suppose these same study 
participants were followed over a number of years. During the 
follow-up period. the participant provides samples for routine 
testing. Can we predict how long it will take for the average person 
in the study to develop nephropathy? And more specifically, does 
being diagnosed with diabetes reduce the length of time before 
the onset of nephropathy? A second example commonly occurs 
in clinical trials of experimental medicines, particularly for vari
ous types of cancer. Suppose the researcher identifies a sample of 
participants, all of whom have the same late stage cancer. Half are 
randomly assigned to receive the traditional treatment protocol (if 
the condition is terminal, perhaps it is simply pain management) 
and half receive the experimental treatment in addition to pain 
management. Questions that one may ask include: what is the 
median survival time in both groups, what is the survival proba
bility at different points in time (e.g., 6-month, 1-year, 5-year sur
vival rates), and is there any evidence that the survival experience 
of patients is different between the groups? 

When the outcome of interest in a study concerns the occur
rence and the timing of an event (Le., a time-to-event out
come}, the statistical methods commonly employed are called 
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survival analysis. There are actually a collection of survival anal
ysis methods and the two most common in the biomedical liter
ature are the Kaplan-Meier method and the Cox proportional 
hazards regression model Before discussing these methods, it 
is first necessary to describe the concepts of censoring and cen
sored data. When evaluating a time-to-event outcome, it is quite 
possible that researchers will encounter some censoring of data. 
Censoring occurs when the time to the event occurrence is not 
known exactly for some individuals; thus, there is some infor
mation about survival time, but not complete information. Cen
soring may occur for a number of reasons, for example, because 
participants drop out of the study before its conclusion. Addi
tionally, some participants may not experience the event over the 
time frame of the study and some may never experience the event. 
Survival analysis methods, including the Kaplan-Meier method 
and Cox regression, are capable of handling censored data. With
out appropriately accounting for censored data, other methods of 
estimating survival (e.g., calculating the mean survival time) will 
lead to potential biases. 

The Kaplan-Meier Method 
A common product of the Kaplan-Meier method are estimates 
of something called the survival function (also referred to as the 
survival curve-although in practice with real data, they look 
more like step functions than smooth curves). The Kaplan-Meier 
survival curve summarizes the probability of survival over time 
estimated from a sample. Examples of Kaplan-Meier survival 
curves can be found in Figures 12-2A and 12-2B. Both figures 
are from a study reporting the results of an RCT comparing radio
therapy alone versus radiotherapy concurrent with chemotherapy 
consisting of fluorouracil and mitomycin C (chemoradiotherapy) 
in the treatment of muscle-invasive bladder cancer.10 The results 
for the primary study endpoint, locoregional disease-free survival, 
are found in Figure 12-2A, while the results for one of the tertiary 
study outcomes, overall survival, can be found in Figure 12-2B. 
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Locoreglonal Dlseaae-free Survl11111 

Chemoradlotherapy 

Hazard ratio, 0.68 (95% Cl, 0.48-0.96) 
p=0.03 

Radiothera17>' 

o+-~~~~~~~~~~~~~~~ 

0 12 24 36 48 60 72 

No. at Risk Months since Randomization 
(no. of 9V9nl8) 
Chemoradiotherapy 182 (35} 108 (14} 76 (3} 66 (1) 56 (1} 46 (1} 25 
Radiotherapy alone 178 (54} 96 (16) 69 (4) 58 (1) 44 (O} 35 (1} 18 

FIGURE 12-2A: Kaplan-Meier survival curves showing rates of sur
vival free of locoregional disease during 72 months of follow-up. The 
p-value is from the log-rank test and the hazard ratio is from a Cox 
proportional hazards model. (Reproduced from James N, Hussain S, Hall E, 
et al. Radiotherapy with or without chemotherapy in muscle-invasive bladder 
cancer. N Engl J Med. 2012;366:1477-1488.) 
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0 12 24 36 46 60 72 
Months since Randomlzaaon 

Chemoradiotherapy 182 (35) 144 (33) 111 (11) 94 (9) 75 (3) 82 (1) 39 
Radiotherapy alone 178 (35) 141 (34) 104 (17) 85 (15) eo (7) 41 (2) 20 

FIGURE 12-28: Kaplan-Meier Survival Curves showing rates of over
all survival during 72 months of follow-up. Thep-value is from the 
log-rank test and the hazard ratio is from a Cox proportional hazards 
model. (Reproduced from James N, Hussain S, Hall E, et al. Radiotherapy with 
or without chemotherapy in muscle-invasive bladder cancer. N Eng I J Med. 
2012;366:1477-1488.) 

To compare the overall survival experience of both groups 
with respect to the study outcomes (i.e., to test the null hypoth
esis that the two curves are equivalent), the log-rank test was 
used by the authors. The results of these tests are also displayed 
in the figures. For the primary study endpoint, the test was 
statistically significant (p = 0.03), while there is no evidence 
in the data that the two treatments are different with respect 
to overall survival (p = 0.16). In examining Figure 12-2A, the 
survival curve for the chemoradiotherapy group is always 
higher than the survival curve for the radiotherapy group, sug
gesting that the chemoradiotherapy group has longer times to 
locoregional disease recurrence (defined as recurrence in pelvic 
nodes or bladder). The authors also report a 2-year recurrence
free rate of 67% in the chemoradiotherapy group and 54% in 
the radiotherapy group, providing further evidence that the use 
of fluorouracil and mitomycin C combined with radiotherapy 
improved locoregional control of bladder cancer when com
pared to radiotherapy alone. 

The Cox proportional Hazards Regression Model 
Although Kaplan-Meier survival curves are relatively simple and 
intuitive to understand, they are limited if one wants to adjust 
for predictors when the dependent variable consists of possibly 
censored time-until-event data. Furthermore, such procedures 
do not allow one to quantify the effect of a predictor variable on 
survival time (i.e., no parameter estimates are provided). Regres
sion analysis techniques that can be used to control for additional 
characteristics of participants were previously introduced for the 
cases of a continuous outcome variable (linear regression) and 
a binary outcome variable (logistic regression). There are other 
regression techniques that can be used when the outcome vari
able is the occurrence and the timing of an event, with the pos
sibility of censored data. These methods can be used to address 
the typical multivariable problems addressed by multiple linear 
and logistic regression (e.g., confounding, effect modification, 



dummy variables). Thus, it is possible to place survival analysis in 
a regression-based context. The most commonly used method in 
the biomedical literature to accomplish this goal is known as the 
Cox proportional hazards regression model.6J1 

To understand the Cox model, it is helpful to understand the 
concepts of hazard and the hazard function. The hazard of an 
event at any point t can be thought of as the risk of event occur
rence at time t.11 Technically, the hazard is a rate and takes the 
fonn of the number of events per interval of time. The collection 
of an individual's hazard for an event over time is called his or her 
hazard function, or h1(t). The hazard function can be modeled as 
a function of a set of predictors:12 

Equation (5) is called the proportional hazards model and is 
the basic model for Cox regression. This says that the hazard for 
person i at time tis the product of two factors: 

• b,,(t): a baseline hazard function (whk.b. is generally of little 
importance in Cox regression because it does not even have 
to be estimated to make any inferences of the effects of the 
predictors) 

• A set of predictor variables-like regressors in multiple 
regression 

Taking the natural logarithm of both sides of equation (5), the 
model can be rewritten as: 

The right-hand side of equation (6) looks strikingly similar 
to that of linear and logistic regression (with the exception that 
population regression parameters, {Js, are used rather than sample 
estimates, bs). The {Js describe the way that the hazard (and also 
survival time) is affected by the predictor. Thus, when fJ = 0, there 
is no effect and when: 

• fJ >0: an increase in the predictor leads to an increase in the 
hazard or a decrease in survival 

• p <0: an increase in the predictor leads to a decrease in the 
hazard or an increase in survival 

The p coefficients are estimated using a method similar to 
that used in logistic regression, called maximum partial likeli
hood estimation. As in the other regression models, it is possible 
to generate standard errors for each parameter estimate, thereby 
facilitating hypothesis tests and CI construction. These coeffi
cients represent the impact of a small (one-unit) change in the 
regressor on the natural logarithm of the hazard rate, holding the 
other specified regressors constant With a little math, it can be 
shown that the natural antilogarithm of a parameter (ff) from Cox 
regression is a hazard ratio (HR), a very useful property of the 
model that aids in interpretation of the results. An HR is concep
tually identical to a rate ratio (a ratio of two rates) and the inter
pretation of the HR is similar to that of an odds ratio. Thus, an 
HR= 1 (e" = 1) suggests no relationship between the predictor and 
the timing of event occurrence. For example, Figures 12-2A and 
12-2B provide the HR estimated from a Cox model comparing 
chemoradiotherapy to radiotherapy only, with radiotherapy only 
as the reference group. For the primary outcome, locoregional 
disease-free survival, the point estimate of the HR is 0.68, with a 
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95% CI of 0.48-0.96, indicating a statistical significant treatment 
effect (the 95% CI does not include 1). This point estimate says 
that at any point in time the hazard of recurrence of locoregional 
disease for the chemoradiotherapy group is 0.68 times (or "'68% 
of .. or "32% less than .. ) the hazard for the radiotherapy group. 

As with linear regression and logistic regression, additional 
predictor variables can be added to address the possibility of 
confounding or effect modification. For example, James and col
leagues10 evaluated the HR for the primary endpoint of locore
gional disease-free survival adjusting for variables such as age, 
tumor stage, performance status, and tumor grade. They found 
basically the same results, namely there was a statistically signifi
cant benefit associated with chemoradiotherapy. 

A final note on Cox regression concerns the meaning and 
assessment of proportional hazards assumption. This is a basic 
assumption of the model (although the model can be generalized 
to allow for nonproportional hazards). Basically, this assumption 
means that the ratio of hazards is constant over time. Practically 
speaking, this implies that the effect of each predictor (at least 
those that are not time-varying) is the same at all time points. 
There are a number of methods for checking this assumption and 
authors will often discuss how this assumption was assessed and 
the subsequent findings. For example, James et al.10 note: "The 
proportional hazards assumption of the Cox model, which was 
tested with the use of Schoenfeld residuals, held for the primary 
endpoint and two secondary endpoints (disease-free SW'Vival and 
time to invasive locoregional recurrence) but did not hold for the 
time to cystectomy, and there were slight departures for overall. 
bladder-cancer-specific, and metastasis-free survival~ Additional 
discussion of the assumption and potential solutions to violations 
can be found in Allison.12 

LITERATURE EVALUATION WITH THE COX 
PROPORTIONAL HAZARDS MODEL 

Butler and colleagues estimate a Cox proportional hazards 
regression model (see their Table 3) to explain the rate at which 
Maricopa County, Arizona, Medicaid patients visit the emer
gency department. The study includes 127,916 individuals. Age 
and medication nonadherence are included as the primary 
regressors. Separate regressions are conducted for a variety of 
disease states, Including hypertension, COPD, congestive heart 
disease, diabetes, and high cholesterol. Please read the article 
and answer the following questions. 
1. Evaluate the authors' regression specifications and their 

results. Which variables are significant? Do the empirical re
sults coincide with prior expectations? Are there any omitted 
varlables7 

2. The authors appear to use the same model specification 
(i.e., the same set of regressors) for each chronic condition. 
From a clinical perspective, does this make sense? Please 
explain your reasoning. 

Source: Butler R, Davis T, Johnson W, et al. Effl!cts of nonadherence 
with prescription drugs among older adults. Am J Manage Care. 
2011;17(2):153-160. 
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LITERATURE EVAWATION WITH THE COX 
PROPORTIONAL HAZARDS MODEL 

Wu and colleagues estimated a Cox proportional hazards 
regression model (see their Table 2) to explain the rate at which 
patients enrolled in selected managed care programs and who 
are currently being treated for major depressive disorder using 
either escitalopram or citalopram switch to a different anti
depressant. Please read the article and answer the following 
question. 

The authors find that .. mhe rate of discontinuation with 
switching to another second-generation antidepressant was 
also lower in the escitalopram group (24.7% vs 29.3%; p <.001 )." 
From a pharmacotherapy perspective, does this result make 
sense? 

Source: Wu E, Greenberg P. Ben-Hamadi R, et al. Comparing treatment 
persistence, healthcare resource utilization, and costs in adult patients 
with major depressive disorder treated with escit.llopram or citalo
pram. Am Health Drug Benefits. 2011;4(2):78-87. 

Review Questions 
1. Compare and contrast linear regression, logistic regression, 

and Cox regression. Specifically, how do they differ in terms 
of the nature of the outcome variable and the interpretation of 
the coefficient estimates? 

2. Explain why testing the null hypothesis that p = 0 in logistic 
regression and Cox regression is the same thing as testing the 
null hypothesis that the odds ratio = 1 in logistic regression 
and that the hazard ratio = 1 in Cox regression. 

3. Can an odds ratio be negative (ie., less than zero)? Explain. 
4. Using a practical. clinical example please explain why the vast 

majority of survival models contain some form of censoring. 

Online Resources 
Statistical Consul.ting Services at the UCLA Institute for 
Digital Research and Education: https://stats.idre.ucla.edu/ 
(A useful web site complete with answers to many frequently 
asked questions, tutorials, and many worked examples, including 
some with annotated output They also haw: web pages devel
oped for many text books, including books devoted to the topics 
covered in this chapter, showing how to work the examples in 
these books using various statistical software packages.) 
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Sample Size and Power Analysis 
John P. Bentley, PhD 

CHAPTER OBJECTIVES 

.,. Explain the basic information needed to calculate 
sample size 

... Describe additional considerations that may need to be 
addressed before calculating a sample size 

... Identify examples of available software for power and 
sample size calculation 

KEY TERMINOLOGY 

a Power 

/J Power analysis 

.,. Demonstrate how to calculate sample size requirements 
for basic study designs 

.,. Differentiate between sample size calculations based on 
precision analysis and power analysis 

.,. Explain the limitations associated with retrospective 
power analysis 

Cohen'sd 

Effect size 

One-sided test 

Precision analysis 

RetTospedive power analysis 

Standardized effect size 

Two-sided test 

'JYpelerror 
Type II error 

INTRODUCTION 

In the conduct of research, resources are often limited. Further
more, ethical standards with respect to research with human 
subjects require that researchers minimize the number of indi
viduals who are exposed to a research protocol to the number 
that is needed to accomplish a particular purpose. On the other 
hand, studies th.at are smaller th.an necessary run the risk of gen
erating invalid scientific lmowledge while exposing subjects to 
risks and burdens, which is also considered unethical 1 Thus, it 
is imperative for researchers to consider sample size needs when 
planning a project: studies th.at are too large waste resources and 
may unnecessarily expose subjects to risks, inconveniences, and 
burdens with limited additional societal benefit,2 while studies 
that are too small are underpowered leading to findings that may 
be invalid, misinterpreted, or never disseminated. 

The basic principles of statistics can be used to calculate 
a justifiable sample size for a study. In addition to obtaining 
an appropriate and defensible estimate of the number of sub
jects needed, this process is important for several reasons. It 

requires researchers, often in collaboration with a statistician, 
to consider the availability of existing information, the data 
analysis plan, and the magnitude of the treatment effect con
sidered to be important. Although the final sample size for a 
study is often affected by the availability of subjects, financial 
resources, and ethical considerations, sample size calculation 
is a necessary first step to balance statistical needs with issues 
of feasibility. 

The purpose of this chapter is to introduce the statistical 
principles underlying sample size calculation. It begins with a 
few examples of such calculations from the biomedical litera
ture that will be used to subsequently illustrate certain concepts. 
General principles necessary for understanding sample size esti
mation are then reviewed, followed by a discussion of needed 
information when using the method of sample size determina
tion referred to as power analysis. After a brief review of some 
available software, a few worked examples from basic designs 
are conducted using a free software program. This chapter con
cludes with a discussion of some other considerations when esti· 
mating sample size for a study. 
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CASES FROM THE LITERATURE 

Many articles in the biomedical literature include information 
justifying the sample size used in the study. This section is usu
ally, but not always, found in the "'Statistical Analysis" section of 
an article. Below are excerpts from four manuscripts from the 
biomedical literature where the authors have provided such infor
mation. These examples are used to illustrate some commonly 
used terminology and also to set the stage for a more detailed dis
cussion of several points. As concepts regarding sample size cal
culation and power analysis are introduced later in this chapter, 
references will be made back to these four cases. 

Bentley and Thacker attempted to assess the effects of risk and 
payment on subjects' willingness to participate in research using 
a set of hypothetical scenarios together with a 3 (level of risk) x 3 
(level of monetary payment), randomized, between subjects, fac
torial design.3 Here is their statement of the number of partici
pants needed for the study: 

Power analysis indicated that 23 cases per treatment group (n = 207) were 
necessary to have power of 0.80 to detect medium main and interaction 
effects with a significance level of 0.05. 

Using a randomized controlled trial (RCT), Kripalani and col
leagues studied whether a multi-component, tailored interven
tion delivered by pharmacists to adult patients hospitalized with 
certain acute cardiovascular diseases was able to reduce the risk 
of experiencing clinically important medication errors following 
discharge from the hospital 4 They report the following informa
tion about the number of patients initially thought necessary for 
their study: 

Initially, sample size was calculated on the basis of achieving a 25% reduc
tion in the percentage of patients who would have at least 1 clinically 
important medication error after discharge. Assuming a control event rate 
of 40%, 80% power, an a level of 0.05, and a 15% loss to follow-up, we 
planned to enroll 862 patients. 

James et al. report the results of an RCT comparing radiother
apy alone versus radiotherapy concurrent with chemotherapy 
consisting of fl.uorouracil and mitomycin C ( chemoradiotherapy) 
in the treatment of muscle-invasive bladder cancer.5 The follow
ing is from their "Statistical Analysis" section: 

We originally determined that an enrollment of 460 patients (194 events) 
would provide a power of 90% to detect an improvement of 15 percentage 
points (from 50% to 65%) in the primary end point in the chemoradiother
apy group, as compared with the radiotherapy group, at 2 years (hazard 
ratio, 0.62) with a two-sided alpha level of 0.05. In 2005, with the sup
port of the independent trial steering committee, we reduced the power to 
80% because of slow recruitment. The revised target sample size was 350 
patients (140 events). 

And finally, Murdoch et al. described the results of an RCT 
designed to evaluate whether vitamin D supplementation can 
prevent upper respiratory tract infections.6 Their assumptions 
and sample size calculation included the following: 

·on the assumption that participants would have an average of 1.6 URTis 
per year and follow-up of 18 months and that the intervention would need 
to reduce the mean number of infections by 20% to have clinical rele
vance, we calculated that a sample of 240 participants would be required 
to observe this effect with a power of 80% at the 0.05 level of significance. 
This number was increased to 320 to compensate for the potential influ
ence of influenza vaccination and loss to follow-up:' 

GENERAL CONCEPTS 

In general, sample size calculations are typically based on type I 
and/or type II errors. These errors were defined and discussed 
in Chapter 9, "Interpretation and Basic Statistical Concepts," 
and are illustrated in Table 13-1. Probabilities are assigned to 
these errors. Thus, « refers to the probability of a type I error 
(sometimes called the level of significance or the significance 
level) or the probability of rejecting the null hypothesis when it 
is true. Likewise, p refers to the probability of a type II error, 
or the probability of failing to reject the null hypothesis when it 
is false. Subtracting f3 from 1 provides another probability that 
plays a critical role in sample size calculation. Power, or ( 1 - p), is 
defined as the probability of correctly rejecting the null hypoth
esis when it is false. 

A commonly used approach for sample size calculation for 
hypothesis-testing studies attempts to minimize the probabilities 
of type I and type II errors (alternatively, minimize a and max
imize power), or least minimize them at some acceptable level. 
In essence, a researcher uses a predetermined a and attempts to 
achieve a desired level of p (or conversely power) by choosing a 
sample size to detect some clinically or scientifically meaning
ful effect. This general approach to sample size determination is 
referred to as power analysis'·8 and is the primary method dis
cussed in this chapter. Another approach to sample size calcu
lation referred to as precision analysis will be briefly discussed 
later. 

Before the conduct of a study, investigators may choose to cal
culate a necessary sample size for achieving a specified power. 
This is referred to as sample size estimation. However, it is also 
possible to use the principles of power analysis to justify a given 
sample size, which may be limited due to budgetary or other 
constraints. Thus, it is possible to calculate power when given a 
specific sample size or even to calculate how big of an effect that 
can be detected given a specific sample size. Thus, one might ask, 
given the number of subjects we have access to, is the size of the 
effect that can be detected even realistic? If not, one might recon
sider the study. This type of power analysis is referred to as sam
ple size justification. The focus of this chapter is on sample size 
estimation, but the basic principles are the same for both types of 
power analysis. 

Before discussing the mechanics associated with power anal
ysis, it is worth mentioning the importance of assuring consis
tency of sample size estimation and the data analysis plan. Thus, 
it is critical for the research team to carefully consider their study 
design, the measurement of their primary end point, and their 
proposed data analysis plan before attempting a power analysis. 

TABLE 13-1 • Errors in Hypothesis Testing 

True State of Affairs 

Conclusion From Reject H
0 

Hypothesis Test 

Fail to reject H
0 

H
0

isTrue 

Type I (a) 

error 

Correct 
conclusion 

H
0 

is False 

Correct 
conclusion 

Type II (/3) 
error 



If the research team proposes to use a Wilcoxon-Mann-Whitney 
test to assess the main study hypothesis, then the power analysis 
to determine the required sample size should not be based on 
the assumption that a t-test will be used. As an example of an 
appropriate way to handle the situation where the measurement 
of the primary study outcome is changed before analysis neces
sitating a change in the sample size calculation, consider the 
study reported by Kripalani et al. described in the case exam
ples.4 The initial data analysis plan called for comparing the 
proportion of patients in each treatment group experiencing at 
least one clinically important medication error (i.e., a dichoto
mous outcome), most likely using a chi-square test of homoge
neity. This planned data analysis was used to calculate the initial 
sample size estimate described earlier. The primary outcome 
was changed prior to study initiation to reflect the number of 
clinically important medication errors per patient (i.e., a count 
variable), still a categorical outcome, but one necessitating a dif
ferent and more complex analysis strategy (negative binomial 
regression was used by Kripalani and colleagues). The authors 
proceed to describe how big of an effect they were able to detect 
in terms of their new outcome measure given their initial sample 
size estimate. 

INFORMATION NECESSARY TO COMPUTE 
SAMPLE SIZE USING POWER ANALYSIS 

To calculate a required sample size based on a power analy
sis, several pieces of information are needed. The most critical 
information includes the following: knowledge of how the pri
mary end point is measured (type of data), the type of hypothesis 
test proposed, a measure variability or precision, a specification 
of the magnitude of effect one wishes to detect, the stated level 
of significance (a), and the target level of power (1 - (3). Each of 
these is discussed, while other considerations that may need to be 
addressed before calculating a sample size will be discussed later 
in this chapter. 

Type of Data 
The measurement of the primary outcome of the study (i.e., the 
dependent variable) drives the selection of the statistical method 
used to analyze the data, knowledge of which is necessary when 
conducting a power analysis. There must be consistency between 
a power analysis and the data analysis plan. In general, there are 
three broad categories for type of data that one must consider: 1) 
discrete responses, with the most common example being 
dichotomous or binary responses (e.g., dead or alive), 2) con
tinuous responses (e.g., cholesterol levels), and 3) time-to-event 
responses (i.e., time until the occurrence of an event). Examples 
for the first two outcome types will be provided later in this chap
ter. Power analysis for time-to-event responses is somewhat more 
complicated and examples will not be provided. However, it is 
worth noting a few issues that researchers should consider when 
performing sample size calculations for a time-to-event response. 
When comparing groups in terms of survival (see Chapter 12, 
"Logistic Regression and Survival Analysis" for more details), 
the key is that there needs to be a reasonable number of events 
during the study period. So this is the initial concern rather than 
total number of observations. Thus, sample size calculation for 
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comparing the survival experience of two groups consists first 
of calculating the required number of events and then calculat
ing the required number of patients one eventually needs for the 
study (see Chow et al.7 for more details and the case above from 
James et al.5 for an example). 

Type of Hypothesis Test 
The four different types of hypothesis tests (i.e., test for 
difference-also called test for equality, test for superiority, test 
for equivalence, and test for noninferiority) were described in 
Chapter 9, "Interpretation and Basic Statistical Concepts" and 
comprise the second piece of information necessary when cal
culating a required sample size. Furthermore, these tests are 
associated with certain trials of the same name, as introduced 
in Chapter 4, "Randomized Controlled Trials." Thus, a nonin
feriority test is associated with a noninferiority trial designed to 
show whether a new therapy is no worse than a standard and a 
superiority test is associated with a superiority trial designed to 
show whether a new therapy is more effective than a standard. 
Researchers must clearly state the hypothesis of interest when 
performing a sample size calculation. Which type of hypothesis 
test is selected will have an effect on the required sample size 
needed for a study. 

Recall that the tests for difference and test for equivalence 
are two-sided (nondirectional) whereas tests for superiority and 
noninferiority are one-sided (directional) tests. The use of one
sided versus two-sided tests is still a somewhat controversial mat
ter, especially in the clinical trials literature, and especially with 
respect to tests of superiority versus tests for difference.7

•
9
•
10 That 

being said, two-sided tests are generally preferred and used in 
the biomedical literature for a variety of reasons (unless there is a 
strong justification for using a one-sided test). Indeed, even when 
investigators and statisticians say superiority test, oftentimes they 
are referring to a two-sided test.11 These days, noninferiority trials 
(and also equivalence trials) are becoming increasingly common, 
largely because of an increased emphasis on comparative effec
tiveness research.12 The examples used in this chapter will con
sist of tests for differences, although a sample size calculation for 
a noninferiority trial considering a binary outcome will also be 
demonstrated. 

Measure of Precision (or Variance) 
In general, a more precise method of measurement (i.e., smaller 
the variance) will permit detection of any given treatment effect 
with a smaller sample size. Thus, as statistical variability increases, 
the sample size needed to detect a given effect size increases. Stud
ies with large levels of variability coupled with small sample sizes 
will show statistically significant differences only if there is a large 
difference between the two groups. With continuous outcomes, 
this parameter is usually represented by the population standard 
deviation (o'), while with dichotomous outcomes, it depends on 
the proportion of those with the event in the control group and 
the increase (or decrease) in the proportion having a given out
come in the treatment group. Although researchers generally do 
not have control over the population variance in practice, they 
often have some level of control over the selection of measures 
used in their studies to assess outcomes. Thus, measures with 
psychometric unreliability should be avoided as they generally 
lead to increased variance (decreased precision), requiring larger 
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samples to detect a given effect." Similarly, repeating the mea
surement (i.e., administering a pretest) and then using that infor
mation in the analysis either as a covariate or by using a difference 
score (i.e., posttest score-pretest score) as the outcome variable 
can be shown to increase precision (reduce variance) under many 
conditions, thus reducing the required sample size.7•

1
._

16 

Magnitude of Effect 
This is also called the effect size and reflects a clinically (or sci
entifically) relevant treatment effect that the study should be able 
to detect It may be the difference between two population means 
or proportions in the case of a two-group problem. The choice 
of the detectable effect size can have a significant effect on sam
ple size requirements. All other things being equal, the necessary 
sample size for a study increases as the size of the treatment effect 
decreases. Thus, if the effect size of interest is small, a large sample 
size will be required. Choosing this parameter should be based on 
clinical judgment, experience, expertise, and a firm understand
ing of the content area, not statistical considerations. The detect
able effect size should reflect effects that are clinically important, 
thus power analysis for sample size planning attempts to ensure 
both statistical and clinical significance. 

Readers of the biomedical literature are likely to encounter 
standardized effect sizes. One way to think of a standardized 
effect size is the effect size adjusted for standard deviation7 such 
that the effect size is expressed in "standard"' units rather than 
the original measurements units of the dependent variable. Thus, 
a standardized effect size combines the effect size and the mea
sure of variance into a single metric. For most standardized effect 
measures, there are also guidelines suggesting what to consider 
as a small, medium, or large effect. Consider the comparison of 
the means from two independent groups. Cohen's d is a stan
dardized effect size that is calculated by dividing the difference 
between the two means by an estimate of the population stan -
dard deviation (e.g., the pooled standard deviation for the two 
groups).13 Thus, a Cohen's d of 0.2 reflects a difference between 
two groups of two-tenths of a standard deviation (or the two 
groups differ by 0.2 SDs), a small effect according to conven
tional standards. 13 This approach to effect size estimation when 
conducting a prestudy power analysis is often used when the 
measurement scale for the dependent variable is arbitrary; see 
the case above from Bentley and Thacker' for an example. It is 
also used when there is limited information available before a 
study about the raw (unstandardized) effect size of interest or the 
measure of variance. 

There are critics of standardized effect sizes,17•1
1 especially 

when the measurements units of the dependent variable have 
meaning. The primary criticism is that standardized effect sizes 
ignore other important considerations such as the reliability of 
measurement instruments for the response variable or the degree 
of heterogeneity in the population under study. & long as the 
ratio of the raw effect size to the standard deviation remains the 
same, the sample size estimate does not change. Thus, the specifi
cation of a medium effect size for a power analysis will lead to the 
same sample size estimate, even if there are noticeable differences 
in the reliability of available measurement instruments. But an 
instrument with a higher reliability, hence smaller standard devi
ation, should be able to detect a smaller absolute (or raw) effect 

size, all other things being equal. Standardized effect sizes essen
tially ignore this. 

Specified Significance Level 
The significance level, or a, is chosen by researchers early in the 
study planning period. Conventionally, it is set at a= 0.05, although 
other values are possible (such as 0.01 and 0.10). All other things 
being equal, the required sample size for a study increases as the 
probability of a type I error decreases. Stated differently, one way 
to increase the power of a statistical test would be to increase the 
probability of a type I error one is willing to accept. 

Target Level of Power 
& with a, power is also set in advance by researchers. Its conven
tional level is 0.80, although people who run clinical trials and 
statisticians are increasingly suggesting a power of 0.90, 1' as stud
ies using 90% power provide more "wiggle room" in terms the 
impact of potentially flawed assumptions in other design parame
ters when performing the calculations than studies designed with 
80% power. Powers curves (e.g., plotting power on the Y-axis 
and different potential samples sizes on the X-axis) can help to 
demonstrate the impact of small changes in design parameters on 
power. Such a plot will be demonstrated later and be used to show 
why a power of 0.90 is generally preferred over a power of 0.80. 
All other things being equal, sample size requirements increase 
with increasing target levels of power. 

SOME AVAILABLE SOFTWARE 

There are a multitude of resources available for performing sam
ple size calculation based on power analysis. These include com
mercial software, free software, as well as a number of web sites. 
Some commercial software is stand-alone (expressly designed 
for power analysis and sample size calculation), while others are 
modules available as part of multipurpose statistical software (see 
Table 13-2). 

There are some free stand-alone power analysis programs and 
a number of excellent web sites that allow the user to conduct 
sample size estimations. See Table 13-3 for selected resources. 

TABLE 13-2 • Selected Commercial Software for Sample Size 
Calculation and Power Analysis 

Package Program/Procedure Type 

SAS (SAS Institute, Cary, PROCPOWER Multipurpose 
NC, USA) PROC GLMPOWER 

Stata (StataCorp LP, College (PSS) power Multipurpose 
Station, TX, USA) PSS = Power and 

sample size 

SPSS Power Extension for Not Applicable Multipurpose 
SPSS Statistics (IBM SPSS, 
New York, NY, USA) 

PASS (NCSS, LLC, Kaysville, Not Applicable Stand-alone 
UT, USA) 

nQuery Advisor (Statistical Not Applicable Stand-alone 
Solutions, Boston, MA, USA) 
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TABLE 13-3 • Selected Free Programs and Internet Sites for 
Sample Size Calculation and Power Analysis 

the assumption is made that a parallel design is being used (i.e., 
a trial design in which patients receive only one of two or more 
concurrently administered treatments, such that two or more sep
arate groups are being compared}. 

Site/Program Comment Link 

R R Is a free. multlpur- https:/ /cran.r-
pose software envl- proJect.org/web/ 
ronment for statistical packages/pwr/ 
analysis and graphics; vignettes/pwr-
the pwr package in R vignette.html 
can be used to calcu-
late power or sample 
size 

Russell Lenth's Includes a Java appli- http:! /homepage. 
power and sample cation that can be run stat.utowa.edu/ 

Comparing Two Groups-Continuous Response 
Suppose a research team wishes to compare cholesterol levels in 
group of patients receiving care through a medication therapy 
management(MTM)program compared to a control group receiv
ing usual care. Based on past literature, a difference in cholesterol 
level of 15 mg/dL is considered clinically meaningful. The team 
is attempting to estimate the sample size necessary to detect this 
difference in cholesterol level with 90% power. The standard devi
ation, estimated from previous data, is assumed to be SO mg/dL. 
The team plans to conduct a two-sided hypothesis test (test for 
equality) at the 596 significance level The following hypotheses 
are thus considered and an independent-groups t-test will be used 
to analyze the data: 

size web site standalone 

PS: Power and sam- Stand-alone program 
pie size calculation 

G•Power1U1 Stand-alone program 

-rlenthJPower/ 
Index.html 

http://biostat. 
mc.vanderbilt.edu/ 
PowerSampleSize 

http://www.gpower. 
hhu.de/en.html Ho : µMr,. = Jluc 

HA: µMTN~ Jluc 
(1) 

WORKED EXAMPLES 

The following examples use G>tPower to estimate the required 
sample sizes for a few basic designs and also attempt to demon
strate some of the basic precepts discussed. previously. In all cases, 

Figure 13-1 shows a screenshot from G>tPower that illus
trates this calculation while Figure 13-2 provides an example of 
a power curve with power on the Y-axis and total sample size on 
the X-axis. Given these parameters, the results show that a total 
sample size of 470 (or 235 per treatment group) is needed. Notice 

b G•Power 3.1.9.2 0 x 
File Edit View Tests Calculator Help 

Central and noncentral distributions Protocol or power analyses 
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FIGURE 13· 1: G11Power Calculation of' the Required Sample Size for Independent-Groups t-Test. 
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FIGURE 13-2: Power Curve With Sample Size on the X-axis for Independent-Groups t-Test Example. 

in Figure 13-2thatif80% power was used rather than 90% (total 
required sample size of 352). the results would be closer to the 
•shoulder .. of the curve. such that small changes .in the sample 
size actually achieved would have a greater effect on power. In 
terms of variance, if the estimate of the standard deviation was 
increased to 60 mg/dl, a total sample size of 676 (or 338 per treat
ment group) would now be required with 90% power, a fairly sub
stantial .increase. 

Comparing Two Groups-Dichotomous Response 
Consider the case example described from the study conducted 
by Kripalani and colleagues! The essential sample size calculation 
question is this: estimate the sample size necessary to detect a 25% 
relative decrease .in the .incidence of the primary outcome (at least 
one clinically important medication error after discharge) asso
ciated with a pharmacist-delivered, multi-component. tailored 
intervention with 8096 power. Assume that usual care (the control 
group) leads to an event rate of 40% and that the .investigators 
want to conduct a two-sided hypothesis test (test for equality) at 
the 596 significance level (note that a 2596 relative reduction from 
4096 is an absolute reduction of 10%; thus. the event rate in the 
treatment group would be 3096). 

Although the authors do not state in their statistical analysis 
section what test they would have used (because, as stated earlier, 
they changed their primary outcome prior to study initiation). 
based on their description it is likely that they would have used a 
chi-square test of homogeneity to evaluate whether the difference 
between the groups in terms of the proportion experiencing the 

primary outcome was statistically significant. In this case, the fol
lowing hypotheses are considered: 

Ho :J} =Pvc 

HA:Ps¢Pvc (2) 

Figure 13-3 shows a screenshot from GitPower that illustrates 
this calculation. Notice that Test family= •z tests"' and Statistical 
test = "'Proportions: difference between two independent propor
tions:' This works because a two-tailed z-test for the difference 
between two proportions is mathematically equivalent to the 
chi-square test of homogeneity. Given the stated parameters, the 
results show that a total sample size of 712 (or 356 per treatment 
group) is needed. Kripalani et al. planned for a 1596 loss to follow-up. 
This would lead to a planned enrollment of 838 (or 71210.85). These 
results are slightly different than the estimate of 862 in the original 
study, most likely due to subtle differences in the algorithms in the 
programs used to perform the calculations. assumptions made prior 
to the calculations, or possibly rounding errors. 

The hypothesis stated above could have also been tested using 
Fisher's exact test Given this test. and keeping all other param
eters the same. results .in a total sample size estimate of 750 
(or 375 per treatment group). which is slightly more than the 
requirement assuming that the analysis would be conducted 
using a chi-square test of homogeneity. Although this finding is 
not always true, it is generally true that the use of Fisher's exact 
test will lead to a larger sample size estimate than the use of the 
chi-square test of homogeneity. 
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FIGURE 13-3: G*Power Calculation of the Required Sample Size for 
Chi-Square Test of Homogeneity. 

AI; mentioned earlier. for a dichotomous response, the measure 
of variance depends on the proportion of those with the event in 
the control or reference group. In general. the variance is largest 
when P = 0.5 and smallest when Pis near 0 or 1. Therefore, larger 
sample sizes are required to detect a change in the difference in 
two proportions when the two proportions are closer to 0.5. In the 
present example, assume that usual care leads to an event rate of 
50% rather than 40%. Assuming everything else is the same, the 
total required sample size to detect an absolute 10% decrease in 
the incidence of the primary outcome would be 776 (or 388 per 
treatment group). 

Test for Noninferiority: Comparing Two Groups 
on a Dichotomous Response 
As discussed in Chapter 9, "Interpretation and Basic Statistical 
Concepts;' the goal of a study may be to show that a new treat
ment is no worse than an existing treatment. necessitating a 
test of noninferiority. Consider the case of a noninferiority test 
when comparing two groups on a binary outcome (assuming a 
good outcome, such as survival or cure). The null and alternative 
hypotheses for this situation are: 

Ho :Pm-Ps ~-6 
(3) 

where P NT and P5 refer to the probabilities of the outcome (or 
the proportions experiencing the outcome) in the new treat
ment group and the standard treatment group, respectively. 
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Understanding these hypotheses involves some somewhat 
reversed thinking when compared to tests for superiority or differ
ence. Thus, the null hypothesis is stating that there is a difference 
between the groups. In other words. the proportion of successes 
in the new treatment group is at least an amount 8 (called the 
noninferiority margin) worse than the proportion of successes in 
the standard treatment group. The alternative hypothesis, what 
we want to demonstrate. is stating that there is no real difference 
between the groups. In other words. the proportion of successes 
in the new treatment group is no worse than 8 lower than the 
proportion of successes in. the standard treatment group (the new 
treatment is nonin.ferior to the standard treatment). Assume 8 is 
0.035 and the groups are two different antibiotics for the treat
ment of an infection. Given this, the new treatment would be 
noninferior to the standard therapy if probability of a cure is no 
more than 3.5% lower with the new treatment than with the stan
dard treatment. 

To conduct a power analysis with noninferiority testing. one 
needs to consider the noninferiority margin ( 8) and the true 
difference in proportions, which is usually assumed to be 0.22 

Assume that a noninferiority trial was being conducted to com
pare two antibiotics for the treatment of an infection. The stan
dard treatment has a cure rate of 90% and any difference between 
the two treatments of <3.596 is considered to have no clinical rel
evance ( 6 = 0.035). Given this information, and assuming equal 
group sius, power of 0.80, and « = 0.05, how many subjects are 
needed in eacll treatment group? G*Power cannot be used to 
perform this calculation. However, PROC POWER in. SAS can. 
To accomplish this, the following command statements can be 
used in SAS: 

Proc Power1 
TwoSampleFreq 

Test PChi 

Sides u 
Alpha 0.05 

NUllProportionDiff -0.035 
ProportionDiff o.oo 
Ref Proportion 0.90 

Power - 0.80 
Npergroup 

Run; 

Given these parameters, the results are that a total sample size 
of 1,818 (or 909 per treatment group} is needed. The choice of 
noninferiority margin (c5) is critical and sometimes can be quite 
controversial. Holding everything else constant and decreasing 6 
to 0.03 leads to a substantial increase in the required number of 
subjects (now 1,237 per group or 2,474 total). 

Comparing Three or More Groups-Continuous 
Response 
Now consider the case of comparing three groups on a continu
ous outcome, perhaps a new method to improve adherence with 
chronic medications, versus an automated re611 program (an 
active control) and usual care (ie., a three-arm trial). &swne that 
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the primary end point is continuous, such as scale scores gener
ated from patients' responses to a newly developed self-reported 
nonadherence measurement instrument Given the lack of infor
mation concerning the clinical significance and meaning of dif
ferences along the new measurement scale, investigators decided 
to use a standardized effect before performing a power analysis. 
The specification of a, power, and a standardized effect com
pletely determines the sample size.17 Thus, one might ask: How 
many subjects would be required to have power = 0.90 to detect 
a medium-sized effect, assuming « = 0.05 and a 3-group design? 
The following hypotheses are considered and ANOVA will be 
used to perform the omnibus test of whether there are differences 
among the means: 

HA: The three population means are not all equal 
(4) 

The results from G»Power are shown in Figure 13-4. Notice 
that the analyst directly enters the stated effect size, in this case 
f = 0.25. As noted in Figure 13-4, G»Power provides the conven
tional standards for a small, medium, and large effect using a 
standardized effect size measure called Cohen's f,13 which is used 
for situations when more than two means are being compared. 
Given these parameters, the results show that a total sample size 
of 207 (or 69 per treatment group} is needed. Assuming a small 
effect size (f = 0.1). a total sample size of 1,269 (or 423 per treat
ment group} would now be required, a substantial increase. 
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FIGURE 13-4: G•Power carcutat1on of the Required Sample Size for 
One-Way ANOVA. 

OTHER CONSIDERATIONS AND ISSUES 

Earlier, six pieces of necessary information were considered when 
performing a sample size calculation based on a power analysis. 
There are a multitude of additional considerations when calculat
ing sample size. For example, other information may be necessary 
depending on the study design: 1) The use of paired observations 
(e.g., a pretest-posttest design with no control group; crossover 
design) usually requires some information about the correlation 
between the measurements and 2) the use of interim analysis of 
accumulating data in a clinical trial requires a statement in the 
protocol of the number and timing of planned interim analyses 
and the interim monitoring method, as all three can affect the 
initial sample size estimate.7'" Furthermore, investigators may 
elect to enroll a larger number of subjects than suggested by the 
sample size calculation to account for potential loss to follow-up 
as was done by Kripalani et al.4 and Murdoch et al.' in the cases 
presented earlier. 

Other considerations include whether there are multiple end 
points or whether subgroup analyses and statistical tests of inter
action will be performed. Power analyses are usually performed 
based on a single primary end point for the comparison of the 
main treatment groups of interest. Depending on the situation, 
the use of multiple end points may necessitate the use of a differ
ent type of test2' or the possibility of using an adjusted a level in 
the sample size calculation to account for the performance of mul
tiple tests.7 With respect to subgroup analyses and tests of interac
tions (an interaction between a subgroup variable and a treatment 
variable implies a treatment effect that varies across subgroups), 
given that clinical trials are tJpically powered to detect an over
all treatment effect. tests of interaction and for the detection of 
a treatment effect in subgroups are generally underpowered. 15 H 
possible, important subgroup analyses and tests of interaction 
should be defined in the prestudy protocol Occasionally, studies 
will be powered to specific:ally examine interaction effects; see the 
case above from Bentley and Thacker' for an example. Below are 
a few additional considerations. 

case-Control and Cohort Studies 
The case studies and examples used in this chapter have been 
based on RCTs, where the treatment groups being compared are 
created by randomly allocating subjects to receive one or the other 
treatments under study. The principles and practices of power 
analysis are readily extended to case-control and cohort studies. 
For cohort studies, the magnitude of effect the study should be 
able to detect is usually conceptualized as a relative risk. and for 
case-control studies, an odds ratio. However, this information is 
insufficient on its own, because to calculate a sample size for given 
levels of a. and target power, a reference proportion is also neces
sary. Therefore, the incidence of the outcome in the unexposed 
group or the prevalence of exposure in the control group (ie., not 
cases; those without the outcome of interest) are necessary for 
performing a power analysis for cohort and case-control studies, 
respectively..16 These prestudy estimates serve to infonn the vari
ance parameter estimate. 

One other consideration for power analyses for these obser
vational studies is the use of groups of unequal siu. In a clini
cal trial, this means having unequal nwnber of subjects receiving 



treatment and control; in a cohort study, it means having a differ
ent number of individuals in the exposed and unexposed groups; 
and in a case-control study, it usually means having more con
trols than cases. Treatment groups of equal size (i.e., equal treat
ment allocation) are desirable and generally used in clinical trials, 
because such an approach maximizes power for a given sample 
size (although there may be ethical and practical reasons for pre
ferring unequal treatment allocation). The use of unequal group 
sizes is somewhat more common in case-control and cohort stud
ies, but rarely is there rationale for using ratios larger than 4:1.26 

Determining Variance 
To calculate sample size, investigators need to specify one or 
more variance estimates. These are sometimes referred to as nui
sance parameters, because these parameters are unrelated to the 
hypotheses and the effect of interest. For continuous outcomes, 
this may refer to the standard deviation (a) or variance ( a1), while 
for dichotomous outcomes, it is related to the proportion of those 
with the event in the reference or control group. Along with 
specifying the minimum difference or effect size to be detected 
(magnitude of effect), the specification of variances can present 
investigators with significant challenges. Many recommend the 
use of a pilot study to obtain variance estimates to use in sample 
size calculation for the primary study. 17

•
27 A related alternative is 

to use an internal pilot design, which allows the required sam
ple size to be re-estimated during the conduct of a study using 
a new estimate of the nuisance parameter from the data already 
collected.28 Estimates from prior research and related studies also 
can be used, but careful consideration needs to be given to ensure 
that the variance from prior research is the right variance for the 
planned study; it may be helpful to consult a statistician when try
ing to determine whether historical data provide a usable vari
ance estimate.17 Theoretical knowledge and informed judgment 
are also useful when eliciting a variance. For example, a researcher 
may first arrive at a range of possible values using a best guess 
of the maximum and minimum possible values of the outcome 
variable. To arrive at a rough (and conservative) estimate of the 
standard deviation, some suggest to divide this range by 3 or 5.27.29 

Sample Size Estimation for More Complex Analyses 
The cases and examples provided in this chapter have consisted 
of the use of power analysis to determine a sample size to detect 
meaningful differences between groups. Power analysis is not 
restricted to this case; indeed, it can be used to estimate required 
sample sizes for many different statistical methods, including 
situations when all dependent and independent variables are 
continuous, or there is a mixture of discrete and continuous inde
pendent variables as is common when conducting multivariable 
analysis. Thus, power analysis can be used when the hypotheses 
under consideration are stated like those in Chapter 11, "Simple 
and Multiple Linear Regression" (i.e., a particular population 
regression coefficient is equal to zero; all the population regres
sion coefficients are jointly equal to zero; a specified subset of the 
population regression coefficients are jointly equal to zero). For 
more information, see Myers, Well, and Lorch.30 

There are also rules of thumb for various types of regression, 
which are quite useful when trying to determine sample size 
requirements when adjusting for many covariates. For example, 
for linear regression one rule of thumb is that there should be 
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approximately 15 (some recommend larger values) observations 
(or subjects) for each predictor variable. There are similar rules of 
thumb for logistic regression and Cox regression. 31 

Sample size estimation can be performed for any technique, 
including the ones discussed in this chapter, using a priori Monte 
Carlo simulation methods.32 This fairly complicated approach is 
most valuable for very complex analyses. This is the final sample 
size estimation approach used by Kripalani and colleagues• in the 
study mentioned earlier, who reframed their primary outcome 
after their initial sample size estimation but before study initia
tion and examined the effect of a pharmacist intervention on the 
number of clinically important medication errors per patient (a 
count variable) using a statistical method called negative binomial 
regression. 

Retrospective Power Analysis 
A major assumption up to this point has been that these activities 
were performed prestudy (a priori), or before any subjects were 
recruited and any data collected. Some recommend the use of 
power analysis after a study has been conducted, in essence calcu
lating power on the basis of the effect size observed in the sample 
and the final sample size achieved in the study. This approach is 
called retrospective power analysis (retrospective power is also 
referred to as post hoc power or observed power), and is read
ily calculated by frequently used statistical software. Despite 
these recommendations, this attempt at sample size justification 
through power analysis should be avoided because in the best case 
scenario it fails to provide any new information, and in the worst 
case scenario it can be very misleading. 

As Hoenig and Heisey nicely described, observed power 
does not add any additional information beyond the results of 
the statistical test because it is "determined completely by the 
p-value."33 As the p-value of the test decreases, observed power 
increases and vice versa. Thus, a finding of statistical significance 
(i.e., a low p-value) generally will result in higher observed power, 
while nonsignificance generally leads to lower observed power.18 

Some advocate the calculation of observed power even with 
statistical significance, especially in cases of small sample sizes, 
to justify one's findings. Such an analysis will not provide the 
sought-after justification-if the finding is statistically signifi
cant, the results of a power analysis will not change that, it is 
statistically significant.34 Some also advocate the use of post hoc 
power following a nonsignificant finding, oftentimes to justify the 
nonsignificant findings (i.e., the reason for the nonsignificant was 
because of low power, not the absence of a meaningful effect).18 

Perhaps a worse practice is to combine post hoc power calcula
tions, a nonsignificant statistical test, and a small observed effect 
size to provide evidence of strong support for the null hypoth
esis (i.e., there is no treatment benefit or there is no difference 
between two treatments). But keep in mind that failing to reject a 
null hypothesis does not prove that the null is true, no matter what 
the post hoc power calculation shows. If there is a need to demon
strate that there is no difference of clinical importance between 
two interventions, then one should use a test for equivalence.17•33 

Sample Size Planning Using Precision Analysis 
In the discussion up until this point, the assumption was that a 
sample size was being calculated for a hypothesis-testing study. It 
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is also possible to calculate sample sizes when the primary objec
tive is estimation rather than hypothesis testing. In such cases, 
the researcher is focused on determining a sample size necessary 
to achieve confidence intervals of a sufficiently narrow width at 
some fixed confidence level (i.e., 1-some fixed probability of a 
type I error). This general approach to sample size determination 
is referred to as precision analysis.7.s As an example, assume one 
is interested in calculating the required sample size to arrive at a 
95% confidence interval on a mean that extends O.lu above and 
below the point estimate. Suppose the researcher is measuring sys
tolic blood pressure (SBP) in a sample of patients with hyperten
sion and prior knowledge suggests that the standard deviation for 
SBP is 20 mm Hg. Thus, she wants to find the number of subjects 
needed such that a 95% confidence interval would be calculated 
as: the sample mean SBP produced in her study± 2 (i.e., 0.1 x 20). 
One commonly used equation for this problem is following:7 

approaches to choosing a sample size discussed in this chapter 
(i.e., power analysis and precision analysis) can actually be used 
in a complementary manner in many situations. 36 

Currently, power-based sample size calculations are the more 
common approach in the biomedical literature. However, it is pos
sible that the use of precision-based sample size calculations will 
increase in the future because of recent recommendations to dis
continue the use of the term "statistically significant" and to move 
beyond the dichotomization of p-values.37 The reason for this is 
that traditional power analysis, statistical significance, the practice 
of dichotomizingp-values (i.e., p < 0.05), and the "reject the null" 
I "fail to reject the null" dichotomy are all inextricably linked, and 
call for ending the use of the term "statistically significant" have 
considerable implications for the current use of power analysis for 
sample size determination.38 This remains an active area of debate 
in the applied and methodological literatures. 

C5) SUMMARY AND CONCLUSION 

where z is the two-tailed critical value (i.e., percentile of the 
standard normal distribution), a is the standard deviation, and 
E represents the acceptable amount of error (O.lu in the pres
ent example). Thus, in this example, approximately 385 subjects 
would be needed: 

1.962202 

n "" 384.2 "" 385 
(0.1 x 20)2 (6) 

This is easily extended to the situation of binary data (i.e., for 
a proportion). For example, suppose a researcher is interested in 
arriving at an estimate of the percent of students who report cur
rent (past 30-day) smoking on a survey. With an error level of 
plus or minus 4% and a best guess of the population proportion 
based on prior studies of 0.30, approximately 505 subjects would 
be needed assuming a 95% confidence interval: 

z!12 (P[l - P]) 
n=~~---

E2 
1.962 (0.30[1-0.30]) 504.2 "'505 

(0.04)2 
(7) 

This approach can also be used for sample size determination 
when comparing two treatments,35 for regression coefficients,36 

and many other applications.32 In these settings, this approach to 
sample size calculation is referred to as sample size planning for 
accuracy or accuracy in parameter estimation (AIPE).8.32 Given 
the AIPE framework, it is important to recognize that the two 

Review Questions 
I. In general, the required sample size for a study increases with 

(circle one): 

... [increasing/decreasing] variance. 

... [increasing/decreasing] probability of a type I error. 

... [increasing/decreasing] desired target level of power. 

... [increasing/decreasing] size of the effect of interest. 

Sample size calculation plays a critical role in the planning stage 
of a study. Such procedures help to ensure that studies have suffi
cient statistical power to detect effects considered to be of mean
ingful interest, thereby appropriately using scarce resources. In 
addition, the process encourages researchers to think critically 
about many important matters when preparing a research proto
col, helping to make sure that the study meets its scientific goals 
and produces results that that have both value and validity. The 
primary approach used in this chapter involves power analysis, 
but the use of precision analysis is also demonstrated. Although 
the computation of a sample size using power analysis requires 
knowledge of just a small number of basic parameters, it is impor
tant that investigators recognize that choosing an effect size of 
interest and a standard deviation (or variance) in a power analysis 
requires careful consideration and application of scientific prin
ciples. Specification of these parameters is an important task in 
sample size planning. Depending on the situation and the experi
ence of the research team, consultation with content experts and 
statisticians may be essential in addition to the conduct of a pilot 
study. Beyond the basic parameters necessary for performing a 
prestudy power analysis for sample size estimation, a number of 
other considerations may influence the calculations and the final 
sample size estimate. Careful attention to these matters, includ
ing the prescription to avoid retrospective power calculations, is 
important to the conduct of good research, but also in the appro
priate interpretation of other studies. 

2. Define and differentiate among type I error, type II error, Gt, p, 
and power. 

3. An investigational drug is being compared with a placebo for 
the treatment of depression. The study was originally designed 
to detect a minimum 15% difference in response rates between 
the groups. Before the start of the study, the investigators are 
thinking about redefining the magnitude of the effect used 
in the prestudy power analysis. After substantial debate and 



consideration, they decide they want to be able to detect a 10% 
difference in response, as 10% is still clinically meaningful. 
Holding everything else the same, what effect will this change 
have on the required sample size? Why? 

4. Why should retrospective power analysis be avoided? 

5. What are the limitations associated with standardized effect 
sizes when conducting a prestudypower analysis? When might 
their use be appropriate? 

6. What is the difference between sample size planning using pre
cision analysis and sample size planning using power analysis? 

7. Describe the most difficult tasks when performing sample size 
planning. 

8. Revisit the worked example comparing two groups on a 
dichotomous response variable. Using G*Power and assuming 
that the researcher proposes to use a chi-square test of homo
geneity (or a two-tailed z-test for the difference between two 
proportions), estimate the sample size necessary to detect a 7% 
absolute decrease (or a 17.5% relative decrease) in the inci
dence of the primary outcome (at least one clinically important 
medication error after discharge) associated with a pharma
cist-delivered, multi-component, tailored intervention with 
90% power. Assume that usual care leads to an event rate of 
40% and that the researcher wants to conduct a two-sided 
hypothesis test (test for equality) at the 5% significance level. 

9. Using the same assumptions in question 8, conduct the sample 
size calculations with the knowledge that the researcher pro
poses to use Fisher's exact test. To do this in G*Power, use Test 
family = "Exact" and Statistical test = "Proportions: Inequality, 
two independent groups (Fisher's exact test)." 

Online Resources 
G*Power website: http://www.gpower.hhu.de/en.html 

Russell Lenth's power and sample size website: http:! /home
page.stat. uiowa.edu/-rlenth/Power/index.html 

Power analysis page at the Quick-R by DataCamp website: 
https://www.statmethods.net/stats/power.html 
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CHAPTER OBJECTIVES 

.,. Define systematic review and meta-analysis 

.,. Describe the framework and process of systematic review 

.,. Understand the analytical framework for conducting a 
meta-analysis 
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AMSTAR 
Forest plots 

Funnel plots 

GRADE 

INTRODUCTION 

Heterogeneity 

Meta-analysis 

PICOTS 

PRISMA 

On May 21, 2007, the New England Journal of .Medicine (NEJM) 
published a systematic review and meta-analysis on the risk of 
myocardial infarction and death from cardiovascular causes with 
rosiglitazone (Avandia ), a medication used to treat patients with 
type II diabetes mellitus.1 The review found rosiglitazone to be 
associated with increased risk of myocardial infarction, and a bor
derline increase in risk of death from cardiovascular causes. On the 
same day, the US Food and Drug Administration (FDA) issued a 
safety alert on rosiglitazone, and this was upgraded to a black box 
warning for heart-related risks later in 2007. This resulted in further 
clinical research. and replication of findings from meta-analysis. In 
September 2010, the FDA took. further action and significantly 
restricted access to rosiglitazone to only patients with type lI dia
betes who cannot control their diabetes on other medications. The 
drug was withdrawn entirely from the market in European coun
tries and New Zealand. The systematic review and meta-analysis 
published in NEJM led to the decline of rosiglitazone, a drug that 
captured $3.3 billion in US sales in 2006.1 While controversial, the 
case of rosiglitazone is one example of how systematic review and 

.,. Interpret results of a meta-analysis 

.,. Understand heterogeneity and bias in meta-analysis 

.,. Understand the role of systematic review in research 
and practice 

PROSPERO 

Publication bias 
Rob ls 

Systemattc revrew 

meta-analysis can be helpful in understanding the risks and ben
efits of medications when evidence provided by existing studies is 
inconclusive or conflicting. 

This chapter is divided into two sections. The first section 
describes the elements of the systematic review process. The sec
ond section describes meta-analysis as a method to quantitatively 
synthesize evidence from studies identified in a systematic review. 

Syatematic review is a structured process for identifying 
and summarizing existing studies that address a specific ques
tion. Systematic reviews help patients, healthcare providers, and 
policy makers understand evidence and formulate best prac
tices.3 This is especially important given the volume ofliterature 
and common challenges that exist in interpreting inconsistent 
results. Syltematic review is especially useful when multiple 
strong studies are available, but the answers provided by these 
studies are not in perfect agreement. Syltematic review is not 
useful when there is so much agreement among available studies 
that the question is already answered, or when too few studies 
exist so that the question can be answered by review and cri
tique of individual studies. A systematic review should always 
include a synthesis of included studies, but this synthesis can be 
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qualitative or quantitative. Quantitative syntheses are typically in 
the form of meta-analysis. 

Meta-analysis is the quantitative synthesis of data derived 
from individual studies typically identified through systematic 
reviews. However, the studies, although centered around a key 
question, are dissimilar enough in outcomes so that a definitive 
conclusion is difficult to reach in a qualitative fashion. When 
meta-analysis is used, the aim is to produce a single estimate of 
treatment effect across included studies. In some cases, advanced 
quantitative methods, such as adjusted indirect comparisons, may 
be appropriate. 

SYSTEMATIC REVIEW 

A systematic review differs from a traditional narrative review 
in that it has focused questions, a methods section with clearly 
defined inclusion and exclusion criteria, and a predefined liter
ature search strategy. A systematic review should use a rigorous 
approach to identifying and selecting studies in a transparent, 
reproducible way. The process of conducting a systematic review 
can be summarized by eight steps (Figure 14-1). The first step, 
and arguably the most important step, is defining focused key 
questions. In defining key questions, all subsequent aspects of the 
systematic review will be framed. 

Key questions should be important, specific, and reflect uncer
tainty. Given a general question or area of clinical study, key ques
tions should reflect the type of population, the type of exposure or 
intervention, the comparator, and the outcomes to be addressed.4 

For example, an appropriate key question for a systematic review 
might read: 

What is the risk of outcome X among adult. community-dwelling patients 
with condition Y who received intervention A compared with intervention B 
far at least 3 months? 

This question clearly states that the exposure is interven
tion A and it is being compared with intervention B, and only 
adult patients with condition Y living in the community that 
were exposed to these interventions for at least 3 months will be 
assessed. The A, B, X, and Y in a question like this could be sub
stituted with any number of different possible clinical scenarios. 

Research questions, or key questions, should be framed in a 
way that reflects the intervention and comparison, the popula
tion of interest, the outcomes, and the types of data that will be 

~ • Deftl& focused key questions 

~ • Deftl& eligibility criteria and outcomes 00 • Deftl& and conduct literature searches 

00 • Review abstracts 00 • Review full-text articles 

1 
• Hand search reference lists and gray literature 

~ • Data abstraction and quality rating 

~ • Data synthesis and answering key questions 

FIGURE 14-1: Steps in the Systematic Review Process. 

extracted. A useful framework for thinking about this is PICOTS, 
which stands for Population, Intervention, Comparator, Out
come, Timing, and Setting. 5 

Population: includes both the nature of the condition being 
studied, and the underlying characteristics of the population such 
as age, sex, race, previous treatments, early versus advanced dis
ease, and other risk factors, such as other common conditions or 
current medications. 

Intervention: refers to the drug, medical procedure, medical 
device, or other healthcare intervention that is being assessed. 
Considerations about the intervention include dose, duration, 
frequency, and intensity. 

Comparator: outlines whether the intervention is being com
pared with placebo, usual care with another treatment, or is being 
added to an existing treatment. Considerations about the com
parator also include dose, duration, frequency, and intensity. 

Outcome: is the endpoint measurement, which ideally should 
reflect a true health outcome that a patient can touch or feel, 
rather than an intermediate, surrogate endpoint. Considerations 
in defining outcomes include validation of the measure, sensitiv
ity to change, relevance to the disease, and how the outcome data 
is collected. 

Timing: reflects when the outcome will be measured, and how 
long measurement will continue. Outcome measurement must 
consider how responsive the population may be to intervention 
overtime. 

Setting: reflects aspects of how healthcare is being delivered 
in the population, including access and delivery models, such as 
urban academic medical centers as opposed to rural primary care. 

Once appropriate key questions are framed, the second step is 
to expand on the inclusion and exclusion criteria and explicitly 
define eligible outcome measures. An example of how eligibility 
criteria and outcome measurement might be defined is shown in 
Table 14-1. 

Literature search criteria are defined in advance of conducting 
the search, with the goal of capturing all of the evidence pertaining 
to the key questions. Searches should be explicit in terms of time
frame, language, study type, intervention, condition(s), and charac
teristics of the population, such as age. Searches should be replicated 
across multiple databases whenever possible, including databases 

TABLE 14-1 • Example of Eligibility Criteria and Outcome 
Measures 

Study Eligibility Criteria 

Study Design 
Head-to-head, double-blind 

RCTs 
Placeb<H:ontrolled, 

double-blind RCTs 
High-quality systematic 

reviews 
Minimum Study Duration 

12weeks 
S;1mple5ize 

At least 40 per group for RCTs 

RCT = Randomized controlled trial. 

Outcomes of Interest and 
Specific Measures 

All-cause mortality 
Hospital admission 
General health status, 
as measured by: 

Medical Outcomes Study 
Short Form 36 (SF36) 

Health-related quality of life, 
as measured by: 

EuroQol-SD (EQ-SD) 
Quality of Well-Being (QWB) 
Health Utilities Index (HUI) 



like Medline, PubMed, Embase, International Pharmaceutical 
Abstracts (IPA), CUmulative Index to Nursing and Allied Health 
Literature (CINAHL), Scopus, and the Cochrane Library. Depend
ing on the nature of the systematic review topic, condition-specific 
databases also should be used, such as PsychLit for psychiatric 
research. Results of literature searches typically are imported into 
reference software such as EndNote or Zotero, or citations may be 
managed using specific systematic review software. 

After a list of titles and abstracts is identified by the structured 
literature searches, there are two levels of review. For efficiency, 
the first level is to review just titles and abstracts. Rigorously con
ducted reviews typically have each title and abstract reviewed by 
two independent reviewers, and any study identified as possibly 
relevant by at least one of these reviewers then moves on for full 
text review. An alternative approach to this process is to have a 
single person review all titles and abstracts and have a second 
reviewer only review those that are recommended for exclusion. 
This approach minimizes review burden since the second person 
only has to review the list of possible excludes and verify coding 
for why the study was excluded. All of the studies not excluded 
after dual review then move on for full text review. 

After title and abstract review, full text articles should be 
obtained for all studies. These full text articles should then be 
dually reviewed in a manner similar to the abstract review, 
excluding those that do not meet the defined eligibility criteria 
and retaining those studies that do meet eligibility criteria. For 
systematic reviews that have multiple key questions, the full text 

review process is an appropriate point to identify key question rel
evance for each study. Studies that have duplicate or overlapping 
publication (e.g., multiple publications derived from the same 
study) should be grouped so as not to double count results derived 
from the same study more than once during data synthesis. 

As a quality check of the literature search process, 
hand-searching the reference lists of included full-text articles 
is recommended. This process may identify relevant studies that 
were not identified or indexed in the literature search. In addition, 
hand-searching selected key journals may add to completeness. 
It is better to include too many studies and weed them out later, 
than to miss appropriate trials.6 Searching the gray literature may 
also be appropriate. Gray literature includes written materials or 
reports that are not found in published journals. Examples of gray 

TABLE 14-2 • Example Evidence Table Template 

Author, Year, Study Design, Participant or 
Country, Funding, Setting, Eligibility Population 
Quality Rating Criteria Characteristics 

Author, Year (with citation): Study design: Age:n(%) 
Sex: n(%) 
Race:n(%) 
by category 

Country: Setting: Disease severity: 

Funding: Eligibility criteria: Concomitant 
Inclusion: medications 
Exclusion: allowed: 

Quality rating: 
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literature may include technical reports from government agen
cies, working papers or white papers, conference proceedings, or 
doctoral theses. Clinical trial registries also may be included as a 
source of unpublished data and may help provide a more balanced, 
comprehensive review. In addition, the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses {PRISMA) encour
ages registering systematic review protocols with the International 
Prospective Register of Systematic Reviews {PROSPER0).7•8 

Registration is available at https://www.crd.york.ac.uk/prospero/, 
and registering systematic reviews has the potential to reduce 
bias and duplication. Exclusion of gray literature has been found 
to lead to exaggerated estimates of intervention benefits,9•

10 

although there is a balance in deciding whether or not studies 
should be included even when they do not report sufficient data 
to fully assess quality. In some cases, having additional sources 
of evidence may introduce bias by including evidence of lower 
methodological quality.11 

Once all relevant, eligible studies are identified, data are 
abstracted in a structured evidence table. Abstracting data into an 
evidence table helps to consistently evaluate and compare stud
ies. An example of an evidence table template that could be used 
for data abstraction is shown in Table 14-2. While the elements 
abstracted into evidence tables will differ by review topic, typical 
abstractions will include the following: authors, year of publica
tion, country, funder, study design, eligibility criteria, population 
characteristics {e.g., age, sex, race/ethnicity, comorbid conditions), 
whether other treatments were allowed, intervention(s), outcome 
measures including timing of assessment, and results. Other ele
ments of data abstraction will differ depending on the types of 
study designs included. For randomized controlled trials, for 
instance, elements of data abstraction would also include assess
ment of the number of patients screened, eligible, and enrolled, as 
well as withdrawals, withdrawals by reason, and loss to follow-up. 

An important part of the systematic review process is assessing 
quality of component studies. This helps to make sure that stud
ies that meet eligibility criteria but have significant risk of bias 
and confounding can be excluded from the data synthesis. These 
poor quality studies may be excluded, but detailed reasons for the 
quality assessment should be provided. A number of different 
approaches exist for assessing risk of bias and rating study quality. 
For example, the US Preventive Services Task Force recommends 

Method and 
liming of Outcome 

Intervention Details Assessment Main Results 

Drugs or intervention Primary outcome Outcome 1: 
description: measures: 

Dose: TI ming of outcome Outcome2: 
assessment: 

Duration: 
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a relatively subjective rating of convincing, adequate, or inade
quate, taking into consideration elements of internal and exter
nal validity.12 The Cochrane collaboration focuses on risk of bias 
as opposed to using a quality rating. They define important ele
ments of consideration as selection bias, performance bias, attri
tion bias, detection bias, and reporting bias.13 Many other possible 
approaches exist, with other common quality rating scales includ
ing the Chalmers and Jadad scales.14 

After abstracting relevant information from the studies and 
assessing quality (or risk of bias), data can be synthesized and 
presented. Systematic review presentation should use a diagram 
to illustrate the flow of information through the different phases 
of the review. This study flow diagram is sometimes referred to as 
the PRISMA diagram (Figure 14-2).15 

The PRISMA diagram details how studies were identified, 
the results of abstract screening, the results of full text eligibility 
assessment including a breakdown of reasons for exclusion, and 
details of included studies.15 PRISMA is an evolution of previ
ously used criteria known as QUORUM. The study flow diagram 
may differentiate included studies by key question, or by studies 
included in qualitative synthesis as opposed to those included in 
quantitative synthesis. 

PRISMA is an evidence-based minimum set of items for 
reporting in systematic reviews and meta-analyses. In addition 
to the PRISMA study flow diagram, PRISMA also recommends 
a checklist for article review so that important components are 
not overlooked. There are seven sections to the checklist, Title; 
Abstract; Introduction; Methods; Results; Discussion; and 
Funding. Each of these sections includes multiple subsections 
to assist authors and provide assurance that relevant informa
tion is accounted. This was updated and expanded in 2015 to 
include individual patient data (IPD) and network meta-analyses 
(NMA).16

•
17 Funding is an important point because analyses and 

interpretation may sometimes differ depending on potential 
conflicts of interest of the authors/sponsors, known as sponsor
ship bias. This has been expanded with the PRISMA-P Statement 
(P is protocols).3.8 
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FIGURE 14-2: Example of a Study Flow Diagram. (Reproduced from 
Liberati A, Altman DG, Tetzlaff J, et al. The PRISMA statement for reporting 
systematic reviews and meta-analyses of studies that evaluate health care 
interventions: explanation and elaboration. PLoS Med. 2009;6[7]:e 1000100.) 

The systematic review process helps to identify and evalu
ate studies that answer a specific key question. In terms of how 
this is applied to clinical practice, an ongoing challenge is how to 

assess and communicate the overall strength of a body of evidence 
in answering a question. Policymakers, clinicians, and patients 
all have a need for information to help make the best decisions 
among competing interventions. Conveying the strength of evi
dence when summarizing reviews can be helpful. One framework 
for doing this is proposed by the Grading of Recommendations 
Assessment, Development and Evaluation (GRADE) work
ing group.18 The GRADE approach recommends evaluating the 
strength of evidence for each major outcome, and for each com
parison made. The strength of evidence is evaluated for the body 
of evidence (rather than component studies) in terms of risk of 
bias, consistency, directness, and precision. The risk of bias for an 
evidence base is derived from bias assessment in individual stud
ies. Consistency reflects similarity in the effect sizes across studies. 
Directness refers to whether the studies assess a single, direct link 
between the intervention and the outcome. Precision deals with 
the level of certainty of the effect estimate for a particular outcome. 
The overall strength of the evidence is then characterized as insuf
ficient, low, moderate, or high. Additional criteria for assessment 
may include dose-response associations, plausible confounding, 
strength of association, and publication bias. An example summa
rizing a GRADE assessment for 11 hypothetical studies of three 
outcome assessments is shown in Table 14-3. 

Validated tools also are available to evaluate systematic reviews 
with the intent to improve the development and reporting of sys
tematic reviews.3.6·19 These include A Measurement Tool to Assess 
Systematic Reviews (AMSTAR) and Risk Of Bias In Systematic 
Reviews (ROBIS).20 AMSTAR was developed in 2007 and is the 
most commonly used. It is being updated to be more inclusive; 
ROBIS is newer. In comparative trials, the two tools appear to 
produce similar outcomes although their evaluative mechanisms 
are different. 

META-ANALYSIS 

Meta-analysis is the quantitative synthesis of data derived from 
individual studies that address a key question. Meta-analysis is 
appropriate when there are multiple studies (usually <::3) iden
tified through a systematic review process. Studies should be of 
sufficient quality, representing similar populations, interventions, 
and outcome measures. Meta-analysis is appropriate when results 
of studies are not so similar that the effect size is already obvi
ous, yet results of studies should not be too dissimilar (i.e., het
erogeneity) and indicative of obvious differences in some aspects 
of the component studies. Data derived from these studies may 
come in multiple different forms, but commonly data take the 
form of either a dichotomous or continuous outcome. Dichoto
mous outcomes may include a variety of different measures such 
as dead or alive, response or nonresponse, or meeting goal ver
sus not meeting goal. Continuous outcomes may include things 
like mean change in a clinical measure (e.g., blood pressure or 
total cholesterol) or change in score on a symptom scale. In 
some cases, measurement across studies might reflect the same 
construct (e.g., improvement in depression symptoms), but the 
measurement might be ascertained with different scales that have 
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TABLE 14-3 • Example of GRADE Assessment 

Domains Pertaining to Strength of Evidence 

Number of Studies; Risk of Bias; 
Subjects Design/Quality Consistency 

Outcomel Medium; Consistent 
3;210 RCTs/fair 

Outcome2 Low; Consistent 
6; 1,260 RCTs/ 

2 good, 4 fair 

Outcome3 High; Inconsistent 
2; 1,685 1 RCT /fair 

1 cohort I fair 

RCT = Randomized controlled trial. 

different properties (e.g., one scale ranges from 0 to 10 while 
another ranges from 0 to 50). In this case, continuous data might 
be presented as standardized change using the properties of the 
scale to adjust the outcome. These data can be reflected using a 
measure known as Hedge's g.21 

In the conduct of a meta-analysis, outcome measures must be 
carefully selected and then data should be abstracted from eligi
ble studies. The following example shows how continuous and 
dichotomous data could be extracted from studies to allow con
duct of a meta-analysis. 

Continuous Outcome Example 
Assume that we have conducted a systematic review and identified 
five studies that compare treatment A with treatment B in patients 
with a given disease. In the conduct of these studies, their treatment 
outcomes were assessed using a symptom scale. Let us assume the 
scale ranges from 0 to 50 with lower values of the scale reflecting 
fewer symptoms and higher values of the scale reflecting more 
symptoms. Using this scale, data can be extracted from the five 
eligible studies as a continuous outcome (change from baseline to 
endpoint). Assume endpoint is 12 weeks for this example, although 
not all studies will use the same timing of endpoints in which case 
the meta-analysis may need to consider which range of endpoint 

Strength 
Directness Precision Results of Evidence 

Direct Precise Drug A similar Low 
to Drug B 

Direct Precise Drug A similar High 
to Drug B 

Indirect Imprecise Drug A better Insufficient 
than Drug B 

timing is reasonable to include in the same analysis. For example, 
is it fair to include data with a 12-week endpoint and compare with 
data for a 24-week endpoint? These decisions often need to consider 
the clinical scenario to determine if the symptom score or number 
of responders is likely to be influenced by the duration of the trial 

For an example of the symptom scale measured as a contin
uous outcome, data extraction is illustrated in Table 14-4. Stud
ies 1 through 5 represent a comparison of Drug A with Drug B, 
with the largest trial including a total of 464 patients (Study 1) and 
the smallest trial including 189 patients (Study 5). Data from the 
symptom scale was reported for each study. 

For meta-analysis, the mean value of that symptoms scale 
and the standard deviation of the mean were recorded for base
line and endpoint The mean change in symptom score, if not 
directly reported in the study, can be calculated by subtracting 
the mean at endpoint from the mean at baseline. Most studies will 
directly report a mean change and standard deviation of the mean 
change, but in cases where these values are not reported, there 
are approaches to calculating them, or in worst cases, imputing 
standard deviations based on averages from other studies. The 
meta-analysis considers the symptom score change for Drug A 
from baseline to endpoint, and then compares it with the symp
tom score change for Drug B from baseline to endpoint. In an 

TABLE 14-4 • Example of Continuous Outcome Data for Comparing Mean Symptom Change 

Baseline Baseline Endpoint Endpoint Change Change 
Study Treatment Sample Size (Mean) (SD) (Mean) (SD) (Mean) (SD) 

Study 1 Drug A 234 25.2 5.2 11.1 8.4 -14.1 75 

Study 1 Drug B 230 24.9 5.2 13.1 8.9 -11.8 6.0 

Study2 Drug A 125 25.9 5.9 16.0 7.9 -9.9 10.1 

Study2 Drug B 128 25.8 5.9 18.2 8.1 -7.6 8.7 

Study3 Drug A 128 20.3 3.4 9.9 7.9 -10.5 7.5 

Study3 Drug B 129 20.S 3.4 12.2 8.1 -83 6.0 

Study4 Drug A 123 21.4 4.1 10.5 7.9 -10.9 75 

Study4 Drug B 122 21.1 3.7 15.1 8.1 -6.1 6.0 

Study5 Drug A 95 19.9 3.6 8.9 7.9 -11.0 4.9 

Study5 Drug B 94 19.9 3.6 11.1 8.1 -8.8 4.8 
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unadjusted analysis, for example, we could say that in Study 1 
the mean change for Drug A was -14.1, and the mean change for 
Drug B was -11.8, so the difference in mean change for Drug A 
versus Drug Bis -14.1 minus -11.8, which is -2.3. The interpre
tation of this is that Drug A had a 2.3 point greater improvement 
(since lower scores are better) in symptom score than Drug B. 
With these numbers, a meta-analysis can be conducted to calcu
late an overall, pooled weighted mean difference for the compar
ison of Drug A with Drug B. The meta-analysis calculates all of 
these differences and then calculates an average estimate across 
the studies; however, the statistical calculation is not as straight
forward as an average. Rather than just an average of the mean 
differences, the meta-analysis weights each study, usually using 
the inverse variance as a weight. In other words, each study is 
weighted in inverse proportion to its variance, which in prac
tical terms usually results in heavier weighting for larger, more 
precise studies and down-weighting of smaller studies that have 
lower confidence surrounding the effect estimate. This allows for 
adjusting for the degree of variance associated with each study. 

Table 14-5 shows the statistical output generated from the 
symptom score example. In this example, however, we note that 
the largest study was Study 1, and it is assigned a weight of 31.5% 
in calculating the pooled estimate. The smallest study, Study 5, is 
assigned a larger weight than expected (25.1 % ) because it reported 
a smaller variance than some of the other studies. This may hap
pen contrary to expectations if a smaller study reports an unex
pectedly small standard error. 

Table 14-5 shows that the pooled estimate of the weighted 
mean difference across the five studies is -2.672, with a 95% con
fidence interval of-3.365 to -1.979. Three additional statistics are 
reported in this analysis. The first is the "Heterogeneity chi-squared," 
which has a value of 7.23 and a p-value of 0.124. Heterogeneity 
reflects the variation of results of studies included in the 
meta-analysis. Generally, we want lesser variability in study 
results and low heterogeneity. If studies represent effect size esti
mates that are drastically different, then there is a strong plausibil
ity that the studies were conducted in different ways or represent 
different underlying populations that are influencing results. A 
chi-squared statistic with a p-value <0.05 generally is interpreted 
as presence of statistically significant heterogeneity. A preferable 

TABLE 14-5 • Example of Output from a Weighted Mean 
Difference Meta-Analysis 

Weighted Mean 
Study Difference (95% Cont. Interval) %Weight 

Study 1 -2300 -3.535 to -1.065 31.50 

Study2 -2300 -4.625 to 0.025 8.88 

Study3 -2.200 -3.838 to -0.562 17.90 

Study4 -4.800 -6.500 to -3.100 16.61 

Study5 -2.200 -3.583 to -0.81 7 25.11 

1-Vpooled -2.672 -3.365 to -1.979 100.00 
WMD 

Heterogeneity chi-squared = 7 .23 (d.f. = 4), p = 0.124. 
I-squared (variation in WMD attributable to heterogeneity) = 44.7%. 
Test ofWMD = 0: z = 7 .56, p <0.0001. 
WMD =Weighted mean difference. 

way to examine heterogeneity is through the I-squared statistic, 
which is reported as a percentage between 0% and 100%.22 The 
higher the I-squared percentage is, then the greater the hetero
geneity. In this example, the I-squared statistic is 44.7%, which 
suggests a moderate degree of heterogeneity. The results of the 
forest plot (Figure 14-3) may also be used to visually assess het
erogeneity. Generally speaking, the less the confidence intervals 
of individual studies overlap, the higher the heterogeneity. 

Forest plots are the primary mechanism for conveying the 
results of meta-analyses.23 These figures help to illustrate not only 
the pooled estimate, but quickly allow assessment of the contribu
tion of each study. For example, in Figure 14-3, we see the point 
estimate for each study represented by a square(-+-), with the hori
zontal lines representing the confidence intervals for that study. The 
diamond represents the overall pooled estimates, with the size of 
the diamond (or sometimes confidence interval bars) representing 
the lower and upper confidence intervals. For this example, Drug 
A had a statistically significant greater overall reduction (improve
ment) in symptoms scores than Drug B since the 95% confidence 
interval of the overall pooled estimate does not cross zero. While 
statistically significant, clinical significance of this 2.7 point differ
ence on the symptom scale would need to be interpreted. 

Dichotomous Outcome Example 
Using the previous example with a continuous outcome measure, 
assume that for the purposes of measuring symptom improve
ment in clinical studies, the scale is often categorized so that 
scores <15 are classified as responders to treatment. Now the data 
can be treated as dichotomous (i.e., response or nonresponse). 
The dichotomized data are shown in Table 14-6. 

Dichotomous data such as these can be used to calculate an 
odds ratio (OR) or relative risk (RR). In this example, the odds 
of response for a given study arm is calculated as the number of 
patients who responded divided by the number of patients who 
did not. For Drug A in Study 1, the odds of response is 180/54 = 
3.333. For Drug B in Study 1, the odds of response is 134/96 = 
1.396. The OR is calculated as odds of response with Drug A over 
the odds of response with drug B, or 3.333/1.396 = 2.388. 

Alternatively, the RR can be calculated as the number of 
patients who respond divided by the total number of patients. For 
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FIGURE 14-3: Forest Plot ofWeighted Mean Difference Meta-analysis. 



TABLE 14·6 • Example of Dichotomous Outcome Data for 
Comparing Mean Symptom Change 

Number Number 
Sample with with No Odds of 

Study Treatment Size Response Response Response 

Study 1 DrugA 234 180 54 3.333 

Study 1 Drug B 230 134 96 1.396 

Study2 DrugA 125 90 35 2.571 

Study2 Drug B 128 75 53 1.415 

Study3 DrugA 128 100 28 3.571 

Study3 Drug B 139 100 39 2.564 

Study4 DrugA 123 70 53 1.321 

Study4 Drug B 122 60 62 0.968 

Study5 DrugA 95 80 15 5.333 

Study5 Drug B 94 60 34 1.765 

Drug A in Study 1, the risk (of response) is 180/234 = 0.769. For 
Drug Bin Study 1, the risk (of response) is 134/230 = 0.583. The 
RR (sometimes referred to as risk ratio) is calculated as the risk 
with Drug A over the risk with Drug B, or 0.769/0.583 = 1.320. The 
statistical output for an RR meta-analysis of symptom responders 
is shown in Table 14-7. Generally, the results of analyses using 
the OR as opposed to the RR will be similar when the outcome of 
interest is uncommon. When the overall event rate is higher (as in 
the symptom responder example) the OR is inflated when com
pared with the RR.24 The example shown here represents a rela
tively common event (response) and, therefore, the OR is inflated 
compared with the RR. 

The output of the RR meta-analysis appears similar to the out
put for the weighted mean difference, except this time the study 
estimates reflect the relative rate of response with Drug A over 
the relative rate of response with Drug B. The pooled estimate for 
this example suggests that the RR of responding is statistically 
significantly better with Drug A than Drug B (RR = 1.22; 95% CI 
1.13-1.33). Had theRR(and upperboundsofthe95% CI) been <l, 
Drug B would have been favored. The pooled RR is again weighted 

TABLE 14·7 • Example of Output from a Relative Risk 
Meta-Analysls 

Relatlve (95%Conf. 
Study Risk Interval) %Weight 

Study 1 1.320 1.159 to 1.504 28.29 

Study2 1.229 1.024to 1.474 16.97 

Study3 1.086 0.945 to 1.247 25.86 

Study4 1.157 0.913 to 1.467 10.84 

Study5 1.319 1.107 to 1.572 18.05 

D+L pooled RR 1.222 1 .125 to 1.328 100.00 

Heterogeneity chi-squared = 5.11 (d.f. = 4), p = 0.276. 
/-squared (variation in RR attributable to heterogeneity) = 21.7%. 
Estimate of between-study variance tau-squared= 0.0020. 
Test of RR= 1:z=4.73,p <0.0001. 
RR= Relatfve rfsk. 
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with the relative contribution of each study, which in essence 
can be calculated as follows: (RR Study 1 X % Weight Study 1) + 
(RR Study 2 X % Weight Study 2) + (RR Study 3 X % Weight 
Study 3) + (RR Study 4 X % Weight Study 4) + (RR Study 5 X 
% Weight Study 5). The forest plot for this meta-analysis is illus
trated in Figure 14-4. Note that the I-squared estimate of hetero
geneity is only 21.7% in this analysis as compared with the 44.7% 
observed in the weighted mean difference analysis. This shows 
that how data are interpreted and categorized can sometimes 
influence our assessment of features like heterogeneity. 

The analyses presented here are simplified for the purposes of 
demonstrating concepts of meta-analysis. In reality, meta-analyses 
are more complicated than have been described. For example, the 
calculations for the pooled analysis would be done using the natu
ral log of each estimate since relative measures such as the RR and 
OR are asymmetric with complex standard error formulas (e.g., 
negative relationship are indicated by values between 0 and 1, and 
positive relationships are indicated by values from 1 to infinity). 
Additional choices that will influence analyses include whether 
a fixed or random effects model is used. The fixed effects model 
assumes that variability across studies is due to random variation, 
while the random effects model assumes that there is a different 
underlying effect for each study, and the analysis takes this into 
consideration as an additional source of variation. The output 
illustrated in Table 14-7 reflects a random effects analysis, with 
the tau-squared representing the estimate of between-study vari
ance. Underlying aspects of the topic and data may drive choice of 
a fixed versus random effects analysis. Otherwise, random effects 
analyses are generally viewed as the more conservative analysis. 

When conducting and interpreting a meta-analysis, there is 
always the concern for publication or other forms of selection 
bias,25.26 Publication bias is the most widely acknowledged form 
of bias in meta-analysis. It results from the likelihood that stud
ies with positive findings are more likely to be published (at least 
in common, reputable journals), and these published findings are 
more likely to be identified and included in a systematic review and 
meta-analysis. Seeking out non-published data and including trial 
registries can help overcome this. But, as discussed earlier in this 
chapter, these sources often do not provide sufficient data to assess 
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FIGURE 14-4: Forest Plot of Relative Risk Meta-analysis. 
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FIGURE 14-5: Funnel Plot for Test of Publication Bias in the Weighted 
Mean Difference Example. 

internal and external validity of a study (i.e., quality/risk of bias) and 
including studies of uncertain quality can introduce selection bias.11 

Several approaches are available to assess risk of publication 
bias. The most common is a visual assessment of risk of bias using 
a funnel plot. Funnel plots are scatter plots illustrating the rela
tionship between treatment effect estimates from individual stud
ies and precision (e.g., standard error or variance).27 For example, 
Figure 14-5 shows the funnel plot for the weighted mean differ
ence meta-analysis depicted in Table 14-5 and Figure 14-3. 

The plot illustrates the relationship between each study's effect 
estimate (the weighted mean difference on the X-axis) and the 
standard error of the weighted mean difference (Y-axis). The 
funnel plot adds a pseudo 95% confidence interval (dotted lines). 
This shows that if all studies fall within this pyramid, then there is 
little visual risk of publication bias. In this example, since a study 
falls outside this pyramid, there is visual evidence for the possibil
ity of publication bias. Additional statistics can be used to assess 
publication bias, such as Egger's test28 or the Begg and Mazum
dar rank correlation test.29 Both the Egger and Begg tests did not 

Review Questions 
I. How is a systematic review different from a traditional, narra

tive review? 

2. What is PICOTS and how is it relevant to systematic review? 

3. What is the PRISMA diagram and how is it used in systematic 
review? 

4. How is GRADE different from quality assessment of individ
ual trials? 

5. What is a meta-analysis and when is a meta-analysis 
appropriate? 

6. Describe measures of heterogeneity that are used in 
meta-analysis. 

7. What is publication bias and how is it assessed in meta-analysis? 

identify statistically significant publication bias in the symptom 
score example (p = 0.67 and p = 0.22, respectively). 

SUMMARY AND CONCLUSION 

Systematic review and meta-analysis can be powerful tools for 
reviewing and synthesizing clinical evidence. These tools are par
ticularly important given the volume of information that needs 
to be reviewed in making evidence-based decisions. PubMed 
adds 100,000 new citations per month, making efficient tools 
for utilizing literature essential. 30 While literature alert tools 
such as PubCrawler and NCBI Alerts can help, it is impossible 
and unrealistic for any clinician to dedicate this time to keeping 
their practice up-to-date, and this supports the need for ongo
ing, well-conducted systematic reviews and meta-analyses in 
evidence-based medicine. 31 Systematic reviews and meta-analyses 
also are of growing interest as the number and types of interven
tions expand. In many cases, competing interventions have not 
been directly compared, and meta-analytic techniques known as 
indirect comparisons can help to guide decision making.3

2,
33 

Systematic review and meta-analysis have become valuable 
with increasing interest in comparative effectiveness research. The 
review of existing studies using systematic review and meta-analysis 
sometimes is referred to as secondary comparative effectiveness 
research, which is advantageous because it is more efficient than 
primary comparative effectiveness research (the conduct of new 
studies to compare one intervention with another). In the United 
States, for instance, examples of widespread use of systematic 
review and meta-analysis include the Drug Effectiveness Review 
Project (DERP) and the Agency for Healthcare Research and Qual
ity's (AHRQ) Effective Health Care program.34 The DERP program 
uses systematic review and meta-analysis to help guide policy 
decisions for participating state Medicaid programs. Similarly, the 
AHRQ program conducts systematic reviews and meta-analyses as 
a clinical decision-making resource for patients, providers, and pol
icymakers. Many others are using these methods for synthesizing 
clinical evidence. Understanding how to interpret results of these 
studies is critical for healthcare professionals and policymakers. 

Online Resources 
Agency for Healthcare Research and Quality (AHRQ) Effective 
Health Care Program: http://www.effectivehealthcare.ahrq.gov/ 
index.cfm 

Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA): http://www.prisma-statement.org/ 

Systematic Reviews: Centre for Reviews and Dissemination 
Guidance for Undertaking Reviews in Healthcare: http://www 
. york.ac.uk/inst/ crd/pdf/Systematic_Reviews.pdf 
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CHAPTER OBJECTIVES 

.,. Define evidence-based medicine 

.,. Identify the steps involved in evidence-based medicine 

.,. Illustrate the purpose of evidence-based medicine 

KEY TERMINOLOGY 

.,. Identify the hierarchy of evidence 

.,. Discuss strengths and limitations of evidence-based 
medicine 

Clf nlcal expertise 

CUnlcal slgntflcance 

Evidence 

Evidence-based medicine (EBM) 

External valfdlty 
Internal validity 
Patient values and preferences 

PICO Hierarchy of evidence 

INTRODUCTION 

With increasing disease complexities and treatment options. 
there is a need to incorporate emerging clinical evidence into 
decision-making to provide safe. high quality, and cost-effective 
patient care. The best approach to dealing with a clinical situa
tion is not always apparent. and it is impossible to know the right 
thing to do in all situatiom. Evidence-based medicine (EBM) 
provides a scientific framework for asking and answering clin
ical questions to meet the needs of patients in a variety of set
tings. Bridence-based medicine (EBM) was initially defined as 
"a systemic approach to analyze published research as the basis 
of clinical decision-making:'1 This definition emphasized the use 
of research evidence to patient care. This is a paradigm. shift in 
patient care from experience and expertise emphasis to incorpo
ration of evidence in patient care. 

The most recent and widely accepted definition of EBM 
incorporates evidence along with clinical experience and patient 
preferences into the decision-making process to increase the 
likelihood that the patient will receive helpful interventions and 
decrease the possibility of them receiving interventions that are 
likely to be harmful or ineffective. EBM is now defined as "the 
integration of best research evidence with clinical expertise and 

patient values."'2 While the specific area of practice or discipline 
is sometimes used in the description such as evidence-based 
pharmacy or evidence-based nursing, this chapter will use the 
broad definition of "medicine"' to retlect the delivery of health
care in general. This chapter will cover the history of EBM and 
its purpose. The steps involved in EBM are presented along with 
the various types of evidence that may be incorporated. Finally, 
the advantages and disadvantages of EBM are discussed. 

HISTORY AND EVOLUTION OF EVIDENCE-BASED 
MEDICINE 

Since antiquity, knowledge and skills regarding the delivery of 
healthcare have generally been passed from one generation of 
practitioners to the next This clinical experience approach to 
patient care. which. often includes incorporating baclcground 
information about anatomy, physiology, and pharmacology 
along with the clinical experience gained from previous patient 
encounters, is fraught with peril due to its nonsystematic. poten
tially biased nature. A second approach dating to around the 
turn of the 19th century was to base patient care on experimen
tal physiology.3 Using animal models. the presumed cause of 
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FIGURE 15-1: Evolution of Evidence-Based Medicine. 

diseases was elucidated and a treatment that was thought to address 
that particular cause was delivered (Figure 15-1). The main prob
lem with using this approach in isolation is that it put too much 
emphasis on the question "why should this treatment work" and 
not enough on the question of" does this treatment work." 

The next approach, and one that can be thought of as the his
torical underpinning behind modern EBM, is the "Numerical 
Method" pioneered by French physician Pierre Charles Alexan
dre Louis in the mid-1800s.4 At a Paris hospital, Louis collected 
data on patient outcomes from procedures such as bloodletting, 
a popular treatment for a number of varied ailments including 
pneumonia, yellow fever, and liver problems. He concluded, not 
surprisingly to our modem sensibilities, that bloodletting was at 
best of no use and at worst harmful This systematic, numerically 
based approach to observing what did happen rather than what 
should have happened was an important early step in the field of 
clinical epidemiology, which is essentially the incorporation of 
numerical data into clinical decision-making. 

A significant step in the evolution of what is now called EBM 
was provided by Archibald Cochrane, who actively promoted the 
use of experimental evidence for patient care. Cochrane was a British 
physician who served in the Mediterranean Theater during World 
War II, where he was captured by Axis forces. While in deplorable 
conditions at a prisoner-of-war camp in Greece, Cochrane, who in 
his own writings stated that he was skeptical about many interven
tions used at the time, managed to perform a rudimentary clinical 
trial to attempt to convince his captors that symptoms fellow pris
oners were experiencing were due to a vitamin deficiency.5 While 
not the first clinical trial-the general concept goes back to early 
recorded history-Cochrane's efforts to seek out and organize 
experimental evidence, especially after the conclusion of the war 
and his return to practice in the United Kingdom, was an important 
stepinEBM. 

The term "evidence-based medicine" is relatively new, hav
ing been created at Canada's McMaster University in the late 
1980s.1 It initially referred to use of"a systemic approach to ana
lyze published research as the basis of clinical decision-making" 
by McMaster University Internal Medicine residency coordina
tor, Gordon Guyatt. The terminology and practices of critical 
appraisal and the use of clinical research for patient care expanded 
quickly, with its first appearance in the published literature in the 
early 1990s.6 In 1992, an organization called the Evidence-Based 
Medicine Working Group published a seminal article in the Jour
nal of the American Medical Association entitled, "Evidence-Based 
Medicine: A New Approach to Teaching the Practice of Medi
cine."7 In 1996, Sackett and colleagues defined EBM as "making 
the conscientious, explicit, and judicious use of current best evi
dence in making decisions about the care of individual patients."8 

EVIDENCE-BASED MEDICINE TODAY 

By the end of the 1990s, EBM was taught and practiced widely. 
Most medical and other health professions schools teach at least 

the basics of how to practice in an evidence-based manner. Fur
thermore, guidance in the principles and practice of EBM is also 
commonly provided in many postgraduate training programs 
such as pharmacy and medical residencies. As these trainees 
have become practitioners, they have often carried forward an 
enthusiasm for EBM and imparted it to the next generation. The 
current practice of EBM involves incorporating evidence, along 
with clinical experience and patient preferences, into patient 
care, consistent with a widely accepted definition of EBM as 
"integration of best research evidence with clinical expertise and 
patient values."2 

Evidence refers to the findings from clinical research, especially 
from patient-centered research, that are relevant to patient care. 2 It 
includes findings from systematic reviews, applied research from 
laboratories, and clinical research from experimental and obser
vational studies. It is essentially new research information, usually 
presented numerically, that helps inform decision-making. New 
evidence replaces old and sometimes well-accepted evidence to 
provide safe and effective care.2 This is a paradigm shift from use 
of just traditional knowledge and experience. With evolving evi
dence from applied and clinical research, there is a need for cli
nicians to be current and critical about research to practice EBM. 
The gathering and appraising of evidence are major components 
ofEBM. 

Clinical expertise involves using clinical skills and previous 
experience to evaluate evidence and the patient's health status 
and preferences.2 It is the insight and intuition acquired by a sea
soned clinician through extensive interactions with patients and 
seeing the outcomes obtained from various interventions. Phar
macists have extensive skills and experience in issues related to 
pharmacotherapy and clinical services. This expertise can help 
them understand and apply research evidence to patient care. 
This involves discerning relevant and nonrelevant informa
tion and understanding patient expectations based on personal 
observations. Experience can be especially paramount in patient 
care when there is limited or lack of scientific evidence. This tri
al-and-error approach based on just experience can sometimes be 
beneficial, but its nonsystematic nature may lead to bias. 

Patient values and preferences refer to the "collection of 
goals, expectations, predispositions, and beliefs that individ
uals have for certain decisions and their potential outcomes."2 

Patient preferences are relative values on healthcare choices based 
on patients' beliefs, attitudes, and cultural and spiritual factors. 
It affects patients' desire to avoid certain health outcomes and 
willingness to undergo specific treatments. In recent years, the 
"patient-centered care" has become synonymous with delivery of 
healthcare that reflects patient values and preferences. The Insti
tute of Medicine (IOM) has defined patient-centered care as "care 
that is respectful of and responsive to individual patient prefer
ences, needs, and values and [ensures] that patient values guide 
all clinical decisions."9 The federal government has specifically 
established the Patient-Centered Outcomes Research Institute 
(PCORI) to fund research that incorporates patients' values and 
their input in healthcare decisions.10 
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FIGURE 15-2: Traditional Model on the Interaction Between Patient 
Preferences, Evidence, and Clinical Expertise (Adapted from reference 11 ). 

All three-scientific evidence, clinician expertise, and patient 
values and preferences-are vitally important. A common miscon
ception about EBM is that the research evidence somehow trumps 
the other factors. Historically, a model where all three factors were 
of equal importance has largely been followed (Figure 15-2). 
Some have recently advocated for a shift to a different model 
where patient preferences, available evidence, and the clinical 
state and circumstances be weighted equally with a fourth factor, 
clinical expertise, helping decision-making in all of these areas 
(Figure 15-3).11 This model specifically includes clinical state and 
circumstances separate from expertise to provide objective eval
uation of patient health status and clinical setting. The clinical 
state is the reason for medical intervention and a critical compo
nent in clinical decision-making. Clinical circumstance refers to 
the setting such as primary, secondary, or tertiary care, in which 
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FIGURE 15-3: Newer Model on the Role of Clinical Expertise in Rela
tion to Evidence and Patient Preferences (Adapted from reference 11 ). 
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patient care is provided. Clinical expertise is the application of 
clinician skills and knowledge with research evidence and patient 
clinical status and preferences to deliver high-quality patient care. 
It can be thought of as evaluating evidence, patient clinical sta
tus, and patient preferences in order to balance often conflicting 
or incomplete information to provide the best possible care. For 
example, providing enough correct and usable information for 
the patient to be able to make properly informed choices based on 
their own values would be considered clinical expertise. Whether 
this approach is an improvement on the previous one remains to 
be seen, but in any event it emphasizes the critical role that clinical 
expertise plays in practice even when a strongly evidence-based 
template is used. 

Without clinical experience, it may be difficult to determine 
whether a certain piece of evidence is applicable to a given situ
ation or a patient. Without high-quality evidence, clinicians are 
forced to rely on their own nonsystematic observations and expe
riences, which may be biased and incorrect. Without input from 
patients about their beliefs and desires, clinicians run the risk of 
doing things to patients rather than for patients. By incorporat
ing all three factors, clinicians can increase the likelihood that the 
patient will receive safe and effective care that helps in ways that 
are important to them. The idea of incorporating evidence into 
decision-making has spread widely beyond healthcare, including 
education and even sports.12 

STEPS IN PRACTICING EVIDENCE-BASED 
MEDICINE 

EBM provides a framework to wade through literature and find 
high-quality, relevant information that can be applied in prac
tice at the bedside or policy level It seeks to incorporate research 
findings along with clinical experience and patient preferences 
in order to make better healthcare-related decisions. These deci
sions can cover a number of different areas, such as treatments 
including drugs, screening, diagnostic tests, and prognosis. In 
the field of pharmacy, decisions mostly involve pharmacotherapy, 
but many other applications such as the evidence surrounding 
expanded pharmacy services also exist. In general, EBM involves 
four main steps (Figure 15-4). 

Some include a fifth step in EBM, which is assessing how well 
the individual is performing steps one through four and deter
mine how to improve the process in the future. The following sec
tions describe in detail each of the steps using an example. 

• Asklng an appropriate and answerable question 

~ • Fl""'""""""'""' l 
~ . -"· ""'""""' l 
~ • Appl>'"g .. ..., .. to practice J 

FIGURE 15-4: Steps in Evidence-Based Medicine. 
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Asking an Answerable Question 
Asking answerable clinical questions is the first and a vitally 
important step in practicing BBM. Without a properly structured 
question, the clinician can easily become lost and frustrated. 

PICO Model 

Most advocates of EBM suggest the use of what is known as the 
PICO method, where P stands for Patient, Population.. Program, 
or Problem, I stands for Intervention, C stands for Comparison, 
and O stands for Outcome. u With.out following the PICO model, 
it is easy to go adrift. Por example, say the clinician is seeing a 
patient in a clinic setting and needs to review his/her pharma
cotherapeutic regimen and make appropriate recommendations. 
If the patient has a diagnosis of diabetes mellitus, then asking 
"what is the best treatment for diabetes" will result in a woefully 
inadequate literature search. However, by following the structure 
of the PICO model, much better answers can be located. 

To ask an answerable clinical question, it is first necessary to 
define the group the clinician is interested in. If the question is 
in reference to a specific patient, what important characteristics 
does the patient have? Is he/she an adult or a child? What disease 
state(s) does he/she have? The Pin PICO can also refer to other 
subjects. For example, if the clinician is looking to gather infor
mation on the effectiveness of a certain program or policy or is 
just seeking general information about a population with a certain 
disease state, then these can be the Pin the clinical question. In the 
above-cited aample, the clinida.n might notice that the patient in 
the clinic is an elderly patient with type II diabetes. Incorporating 
this information into the question rather than searching for "dia
betes• is likdy to find more relevant information. 

The nat aspect in asking a good clinical question is to determine 
what intervention is of intereat As pharmacists, the intervention of 
inwm is usually pbarmacotherapy. However, nondrug treatments, 
diagnostic or prognostic tests, and other interventions also are rel
evant For example, a clinician may be interested in metformin use, 
so this would need to be incorporated into the question. 

A good question will need something to compare to the inter
vention of interest. In phannacy, this is usually the standard 
(active) treatment or a placebo. Other comparisons, such as sim
ply no treatment, may also be appropriate. In the previous exam
ple, the clinician may be interested in how metformin compares 
to other drugs such as insulin. 

Finally, it is necessary to specify the outcome the clinician is 
most interested in. Whenever possible, this outcome should be 
something that is relevant to patients such as death, hmpitaliza
tion, major illness, or decreased quality of life. Laboratory tests, 
vital signs, and the like are rarely the best outcomes to consider. 
A good rule of thumb is that if it is not something a patient 
would complain about. it is probably a lesa than ideal outcome. 
In the previous eumple, since patients with type II diabetes have 
increased risk of macrovuculu complications (Le., atheroscle
rotic cardiovascular disease), choosing these as clinically impor
tant outcomes makes sense. 

Thus, the clinical question is: in elderly patients with type II 
diabetes, does metformin reduce the risk of heart attacks, strokes, 
and peripheral arterial disease in comparison to insulin' This is 
much more likely to result in a successful search for evidence than 
"what is the best way to treat diabetes:' 

BOX 15-1 . . 
EXAMPLE OF APPROPRIATE AND ANSWERABLE 
QUESTION 

In elderly patients with type II diabetes, does metformln reduce 
the risk of heart attacks, strokes. and peripheral arterial disease 
in comparison 1x> Insulin? 

Finding Evidence 
The second step in the EBM process is finding evidence. 'Ibis 
usually consists of searching the published literature through a 
bibliographic database such as PubMed, Cumulative Index to 
Nursing and Allied Health (CINAHL). and others. Depending on 
the depth at which the clinician wants to probe and how much 
time exists to do so, manually skimming through reference lists in 
identified relevant trials may turn up other pieces of evidence not 
revealed in the literature search. Millions of peer-reviewed arti
cles are published every year. Nobody, even Jn a highly specialized 
area of practice, ia able to prospectively keep up with the literature 
in their field. 'Ibis often makes it necessary to answer questions 
on-the-fly rather than collecting information in advance to use in 
case it becomes needed c-;ust in time'" versus "just in case'" infor
mation). As technology continues to develop, access to relevant 
resources is vital to practice EBM at the bedside. This includes 
electronic devices that allow clinicians to find evidence and access 
critical reviews on common topics that have previously been per
formed by others. 

Continuing with the example clinical question, the clinician 
could then go search the literature using a bibliographic database 
such u PubMed, incorporating the terms metformin, insulin, 
type II diabetea, heart attack, and stroke. While an in-depth dis
cussion of searching bibliographic databases is beyond the scope 
of this chapter, the results of this literature search could be lim
ited to clinical t.rlah and meta-analyses in humans to dramatically 
decrease the number of citations that would need to be reviewed 
and assessed. 

Many other resources are also available. The Cochrane Data
base of Systematic Reviews contains hundreds of reviews and 
meta-analyses covering a large number of clinical questions and 
is an invaluable resource. Several schools and organizations have 
catalogs of critically appraised topics, which are common ques
tions or situations where the search for and appraisal of primary 
literature have already been performed. The Chapter 16 •1ntroduc
mm to Drug Literature• in this text book provides detailed discus
sions on sources of drug literature. 

BOX 15-2 ' . 
EXAMPLE OF SOURCES OF FINDING EVIDENCE 

PubMed (http:/ /www.ncbi.nlm.nih.gov/pubmedl} OR Cochrane 
(http://www.cochrane.org/evidence) to find evidence 

Appraising Evidence 
The third step in the procesa is appraising evidence. It is impor
tant to note that this is a part of EBM rather than its entirety. 
Much time i1 spent in training health professionals to evaluate 
evidence, and this is inarguably a critically important step, but 



without understanding and being proficient at the other steps in 
the process, ev1:n the best literature evaluator will not likely be able 
to incorporate evidence into practice effectively. While appraising 
observational studies and Randomized Controlled Trials (RCTs) 
are discussed in later chapters in this text, a few especially impor
tant points are covered here. 

One of the main goals in appraising a piece of evidence is 
assessing its internal validity. Internal validity is the degree 
to which a study establishes a cause-and-effect relation.ship 
between the intervention (or exposure, depending on the type 
of study) and the outcome.14 It is a function of the design and 
execution of the study and may be threatened by many factors. 
For example, the internal validity of a RCT could be adversely 
affected by factors such as problems with randomization or vari
ation from the study protocol If the internal validity of a study is 
poor, then the results simply cannot be believed. In many cases, 
the clinician is best served by severely discounting the results 
of the study or ignoring them altogether. However, every study 
has flaws; that does not necessarily mean that the results are 
not credible. 

Not all evidence is created equal. Over the years, a system to 
rank various types of evidence based on freed.om from bia5, scien
tific reliability, and clinical usefulness has emerged (Figure 15-5). 
This is termed as the hierarchy of evidence. Systematic review8 
or meta-analyses of RCTs are believed to contain the most accu
rate and believable results. At the other end of the spectrum, case 
series, case reports, and expert opinion are ranked as the least 

Moat reliable 

FIGURE 15-5: The Hierarchy of Evidence. 
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BOX15·3 •· 
EXAMPLE OF APPRAISING EVIDENCE 

The clinician reviews each relevant piece of Information found, 
panlcularty considering their Internal and external valldlty. 
When conflicting information is found, the searcher considers 
the hierarclly of evidence, giving additional weight to system
atic reviews and clinical trials and less weight to opinion and 
nonrandomized studies. 

accurate. This is not to say that these lower forms of evidence are 
useless. Indeed, in many cases they may be all that is available 
or the only ethical study design. Still, given conflicting evidence 
from different study types, it is generally thought that the study 
design that is higher on the spectrum is probably the more believ
able result. 

The use of observational study designs (ie., case-control and 
cohort studies) in clinical decision-making is especially debatable 
given the widespread acceptance of the RCTs in evaluating drugs 
and other therapeutic interventions. Because treatments in an 
observational study are not randomly assigned. it introduces an 
increased risk of bias (selection and confounding) and the possi
bility of systematic differences in outcomes between the groups. 
In many cases, observational and experimental studies provide 
similar findings. In others, they do not 15 Given the frequent 
lack of'"real-world" settings for RCTs and their extreme expense. 
there is a growing interest in using observational trials to assess 

Randomized 
controlled trials 

Cohort studlea 

case-control 
Sludies 
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the effectiveness of drug therapies. In particular, the recent surge 
in funding for comparative effectiveness research. which seeks to 
evaluate therapeutic alternatives in a real-world setting, has great 
importance for the future of EBM.16 

Applying Evidence 
Applying evidence to the patient or policy at hand is the final step 
in the process of EBM. In many ways, it is also the most compli
cated and open to judgment. One factor that must be considered 
is the external validity of the study. External l'alidity refers to the 
degree to which the results of the study can be extrapolated to 
other populations.14 This is critical in detennining whether the 
results of the study can be applied to the individual patient about 
whom the question was asked in the first place. For example, if 
the clinician is searching for information about how to treat type 
II diabetes in the elderly, a study evaluating treatments for other 
types of diabetes (e.g., type 1 or other secondary causes) or in 
other populations (e.g., adults) is unlikely to provide useful infor
mation. While there are a few hard-and-fast rules, a good rule 
of thumb is to look at the inclusion and exclusion criteria for a 
particular study to determine if the individual patient in question 
would have qualified to be enrolled in it If the answer is no, then 
great caution should be exercised before believing the study find
ings are likely to be true for that individual. 

Determining whether the findings of a study are clinic.ally sig
nificant, statistically significant, neither, or both is also impor
tant Clinical significance means that the results of the research 
are important enough that they should be considered when mak
ing decisions about patient care. Findings that are statistically 
significant (unlikely to be due to chance) may not be clinically 
important if the magnitude of the difference is small Given a 
large enough sample size, tiny differences between two arms in 
a clinical trial may be statistically different, but the difference may 
not be large enough for a clinician to prefer that intervention. 
Furthermore, other factors (adverse effects, cost, convenience, 
etc.) may make the statistically "better,. intervention a less desir
able choice. 

For example, given a large enough sample size, a clinical trial 
comparing two drugs to decrease hospitalizations due to heart 
failure may find that there is a small reduction (0.5% per year) 
in one group versus the other, and that this difference is highly 
unlikely due to chance (p = 0.001). However, most clinicians 
would not deem this difference in the risk of hospitalization in 
a year to be of great clinical importance, so factors such as which 
drug is less expensive, easier to take, or better tolerated would 
likdy be more important 

Small p-values themselves cannot allow the clinician to 
determine whether a difference between groups is large enough 
to be of clinical importance. Very small p-values say only that 
the difference observed is highly unlikely to be due to chance, 
not that the difference is clinically important Conversely, occa
sionally authors or others claim that study findings are clinically 
important even though the conclusions do not achieve statisti
cal significance. This should be avoided. The lack of statistical 
significance means the role of chance cannot be ruled out, so 
it is premature to claim that the findings should be applied to 
patients. Most often this result happens when a study is under
powered, and the most appropriate course of action at that point 

is to do an additional study with a larger sample size so that 
small but clinically important differences are more likely to be 
detected if they truly exist 

Finally, patients' goals, desires, and values must be incorpo
rated into the process. This requires dialogue with patients to 
understand their beliefs, values, experiences, and expectations 
regarding the treatment and outcomes. Health beliefs are often 
driven by social. cultural, and ethical norms. Incorporating these 
into the decision-making process requires active sharing and 
involvement in healthcare choices. For exam.pie, some patients 
may have a strong preference for an intervention that they feel is 
more "natural• than an alternative. This does not mean that the 
patient should automatically receive this intervention, just that it 
should be part of the dialogue along with other important factors 
such as the amount and quality of evidence supporting that inter
vention and the clinician's experiences. 

The terminology shared decision-making has recently come 
into use when discussing the incorporation of patient prefer
ences into evidence-based decision-making.17 It includes three 
major components.18 The first is that a dialogue should exist 
between the patient and the healthcare professional. The sec
ond is that this dialogue should include discussions about var
ious options and likely outcomes. Finally, the patient and the 
healthcare professional should come to a consensus about what 
action is most appropriate at that point in time. Shared decision 
making, and more broadly the overall incorporation of patient 
preferences into the EBM paradigm, reflects one of the foremost 
principles of medical ethics: respect for persons-individual 
autonomy and right for self-determination. 

The fifth step in EBM would involve an assessment of how well 
the approach worked for answering this particular question. This 
would most likely consist of the clinicians reflecting on what parts 
of the process worked well and what was difficult. It may also 
involve other individuals auditing and providing feedback about 
how well the clinician is adhering to recommended practices. 

EXAMPLE OF APPLYING EVIDENCE 

The clinician evaluates how closely the patient about whom the 
question was asked resembles the average patient In the study 
and whether the patient would have been eligible for enroll
ment The clinician also considers other clinical options available 
to treat type II diabetes, the patients' preferences, other drugs or 
diseases that may affect outcomes, and the clinical experience 
to determine whether the patient Is likely to benefit from this 
Intervention. 

ADVANTAGES OF EVIDENCE-BASED MEDICINE 

There are many advantages of EBM. The first and possibly the 
biggest advantage is that it attempts to find and incorporate inter
ventions that work. not that should or seem to work. For example, 
interventions such as anti.arrhythmic therapy for patients with 
post-myocardial infarction and premature ventricular contrac
tions or patients with osteoporosis who take sodium fluoride to 
increase bone density should experience reduced mortality and 



fractures, respectively. However, when these interventions were 
studied, more deaths and more fractures were observed..19.20 By 
increasing the likelihood that patients will receive helpful inter
ventions and not receive harmful interventions, patient well-being 
will be improved. 

A clinician who is proficient in the principles of EBM can also 
use the concepts to become better at keeping up with new infor
mation as it is published. Someone who is well versed in study 
designs, how to appraise a study, and how to apply the results of a 
study to practice should be more efficient in choosing articles to 
read than an individual who is less skilled in these areas. 

Additionally, the implementation of a more evidence-based 
approach can help foster communication. A clinician who is 
adept at the evidence-based approach will have the terminology 
to explain and understand difficult concepts in the previously 
mentioned areas (i.e., study design, validity, and application). 
Furthermore, a good background in evidence-based practice can 
help the clinician see flaws in others' (and their own) thinking and 
better interact with the sales representatives from pharmaceutical 
companies. 

LIMITATIONS OF EVIDENCE-BASED MEDICINE 

EBM has limitations that need to be recognized and appreciated. 
It primarily focuses on whether an intervention works, not how it 
might work. This has fewer implications for clinical practice than 
it does for basic science, since improving patient outcomes is a 
worthy goal regardless of whether it is well understood why cer
tain interventions work. In basic sciences, where understanding 
the pathophysiologic and pharmacologic underpinnings are vital, 
the process and approach are less useful. 

Another limitation ofEBM is that it requires knowledge, skills, 
and support mechanisms to practice it effectively. Just like other 
factors needed for effective clinical practice including knowledge 
of anatomy, pathophysiology, pharmacology, pharmacotherapeu
tics, and skills in communicating with and assessing patients, the 
ability to practice EBM is something that is not innate. The philos
ophy, steps, and processes must be imparted by someone who is 
familiar with them. Additionally, access to systems with which to 
search for and evaluate evidence, preferably at the point of care, is 
also necessary. The EBM process can be often labor intensive and 
time consuming. With busy clinical practices, it may not translate 
to practice due to practical considerations. As the benefits ofEBM 
are becoming more widely known and its precepts continue to be 
incorporated into healthcare education, these limitations should 
continue to diminish. 

Some individuals perceive EBM as "cookbook medicine" and 
a threat to their clinical autonomy. This is unfortunate. Enough 
grey areas exist in medicine that there will always be a need for 
practitioners who practice the art. EBM can help identify areas 
where there is clearly a best thing to do, freeing up clinicians to 
tackle the more difficult or less clear areas.21 It has been suggested 
that guidelines especially are similar to cookbooks, but that a 
good practitioner-like a good chef-will use that as the basis 
for providing good care or a good meal rather than starting from 
scratch and improvising a recipe every time. 

Finally, many important questions do not have sufficient 
evidence to adequately inform clinical decision-making. For 
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TABLE 15-1 • Advantages and Disadvantages of 
Evidence-Based Medicine 

Advantages of EBM 

Attempts to Increase the likeli
hood of receiving interventions 
that are efficacious 

Attempts to decrease the likeli
hood of receiving interventions 
that are inefficacious or harmful 

Allows clinicians to better keep 
up with new literature and 
developments 

Increases critical thinking skills 

Disadvantages of EBM 

Does not address why an inter
vention does or does not work 

Requires specialized knowledge 
and skills to practice effectively 

May be perceived as "cookbook 
medicine• 

Many questions lack available 
evidence 

example, heart failure with preserved left ventricular ejection 
fraction is common and yet little information is available to guide 
treatment.22 While this can be frustrating, it is still necessary to 
provide the best care possible for patients even when evidence 
is lacking. Furthermore, by explicitly acknowledging gaps in the 
evidence, it is possible to identify priorities in future research in 
order to bridge these gaps. 

Despite its limitations, the reality is that there are no better 
alternatives than EBM to practice patient care. Many proposed 
alternatives recommend approaches such as combining aspects 
like clinical judgment and pathophysiologic rationale with 
empirical evidence/' but even the most diehard proponents of 
EBM do not believe that empirical evidence is the only important 
factor. If it was, a more appropriate name would be "medicine by 
evidence alone" rather than "evidence-based medicine," which 
is intended to incorporate clinical experience, patient values, 
and other factors. Even with its flaws and analogous to Winston 
Churchill's famous quip about democracy, EBM is the worst 
approach that has even been tried, except for all the others. Some 
of the main advantages and disadvantages of EBM are listed in 
Table 15-1. 

ROLE OF THE PHARMACIST IN 
EVIDENCE-BASED MEDICINE 

Pharmacists can and should play a highly active and important 
role in practicing EBM as well as encouraging and teaching other 
healthcare providers to do so. This is especially true since phar
maceuticals are such an important therapeutic resource in mod
ern medicine. Because of their unique background and training, 
pharmacists who are skilled at EBM can be highly valued mem
bers of the healthcare team. Physicians and nurses generally 
value pharmacist recommendations, and it is easier to convince 
other providers when the recommendations are based on prin
ciples of EBM. 

Additionally, pharmacists should be proficient at EBM 
because of the evolving nature of healthcare, especially pharma
cotherapy. The introduction of new drugs and the development 
of new indications for older drugs mean that much of what cli
nicians learn in their training quickly becomes outdated. Being 
skilled in the concepts of EBM makes it far easier to keep up with 
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the changing clinical landscape and makes it more likely that the 
patients for whom the pharmacist is responsible receive the best 
care possible. 

Pharmacists can play a vital role in evidence-based prescrib
ing to improve the quality of pharmaceutical care. The chal
lenges that have been identified in evidence-based prescribing are 
mainly related to evidence including availability, timely access, 
and translation. 24 Pharmacists can be valuable resources in ensur
ing the availability of evidence relevant to patient care, especially 
in complex pharmacotherapy cases. Often, considerations such 
as available time in patient care and expertise in interpretation 
and applications of evidence can hinder EBM in clinical practice. 
Pharmacists can assist decision-makers in taking care of access 
and translational aspects of pharmacotherapy evidence. In this 
information age, pharmacists are in a strong position to take the 
lead for ensuring evidence-based pharmacotherapy because of 
their specialized knowledge, skills, and experience. 

Review Questions 
I. What factors other than the results of research studies must be 

incorporated into evidence-based medicine? 

2. What advantages does evidence-based medicine have over 
other approaches? 

3. Why has evidence-based medicine increased in importance 
and popularity over the past few decades? 

4. Describe the hierarchy of evidence, and how was this hierarchy 
established? 

5. What is the difference between statistical significance and clin
ical significance? 

6. What is the Cochrane Database of Systematic Reviews, and 
how can it help clinicians deliver evidence-based care? 

7. What are some limitations to evidence-based medicine, and 
how can these limitations be minimized? 

Online Resources 
Progress in .Evidence-Based Medicine: http://jarna. 
jamanetwork.com/ article.aspx?articleid= 182722 

Evidence-Based Medicine Toolkit: http://www.ebm.med. 
ualberta.ca/Ebm.htrnl 

McMaster Univenity .Evidence-Based Practice Resources: 
https:/ /hslmcmaster.libguides.oom/ebm 

Oxford University Evidence-Based Medicine Tools: http:// 
www.cebm.net/index.aspx?o= 1023 

The Cochrane Collaboration: http://www.cochrane.org 

Evidence-Based Medicine Toolbox: https://ebm-tools. 
knowledgetranslation.net/ 

SUMMARY AND CONCLUSION 

EBM is a paradigm shift in delivering patient care from clinician
based care to evidence-based care that incorporates scientific evi
dence with clinical expertise and patient preferences. All three are 
vitally important in providing high quality patient care. The major 
advantage of this approach to practice is that it increases the likeli
hood that patients will receive interventions that are effective and 
will not receive interventions that are ineffective or even harmful. 
EBM is a four-step process that involves asking answerable ques
tions, finding evidence, appraising evidence, and applying that evi
dence to practice. While EBM does have some limitations, these are 
often overstated and the impact of these limitations can often be 
minimized by a skilled practitioner. Pharmacists can be highly val
ued members of the healthcare team because their background and 
training can help them to easily integrate research evidence with 
clinical expertise and patient values, especially for pharmacotherapy. 
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Introduction to Drug Literature 
McKenzie C. Ferguson, PharmD, BCPS • Erin M. Timpe Behnen, PharmD, BCPS 

CHAPTER OBJECTIVES 

.,. Describe the systematic approach to searching for drug 
Information 

.,. Explain the differences between primary, secondary, and 
tertiary literature 

.,. Discuss strengths and weaknesses of primary, secondary, 
and tertiary literature 

KEY TERMINOLOGY 

Boolean operators Exploding 

.,. Describe common and reputable sources of medical 
literature 

.,. Identify and appraise clinical practice guidelines 

.,. Utilize common bibliographic databases to locate evidence 

.,. Discuss ways to identify the quality of information found 
on the Internet 

CUnlcal practice guidelines 
Compendium 
Cost-benefit analyses 
Cost-effective analyses 
Cost-minimization analyses 
Cost-utility analyses 

Focused search 
Meta-analysis 

Nonsystematic review 

Prescribing lnfonnatlon 
Primary literature 
Secondary literature 
Systematic review 
Tertiary literature 
Truncation 

Peer review process 
Pharmacoeconomic studies 
Pharmacoepidemiology 

INTRODUCTION 

New drug information is published every day and this enormous 
amount of accumulated information creates a need for efficiency 
when searching for information. The provision of drug infor
mation is a fundamental responsibility of every practicing phar
macist, and the knowledge and skills to access it effectively and 
efficiently are essential. The need for efficiency when search
ing for drug literature is imperative. An organized. logical, and 
focused approach t.o the request will enable the clinicians to 
spend less time searching and more time evaluating the quality 
of information. Th.is is what ultimately leads to improvements in 
patient care and patient-oriented outcomes.1 This involves pro
viding comprehensive, ac<:Urate information in a timely manner 
so as to provide high quality patient care. 

Evidence-based medicine (EBM) is the foundation for providing 
high quality medical and pharmaceutical care. Finding appropriate 
evidence is a critical step in implementing evidence-based prac
tices. This chapter will outline the systematic approiu:h t.o searching 

for drug literature, further discuss the importance of efficiency in 
searching. and how to identify high quality evidence. The differ
ent types of drug literature will be reviewed, including examples 
of each and methods for evaluation of the material and advantages 
and disadvantages of each type. How to properly select a resource 
for a .specific clinical question will also be addressed. Lastly; a dis
cussion of using the Internet for drug information is included. 

SYSTEMATIC APPROACH TO DRUG 
INFORMATION REQUESTS 

A systematic approach is needed to efficiently search drug infor
mation for requests received (see Figure 16-1).1-4 This approach 
includes: obtaining appropriate background information about 
the requestor and the request, determining and categorizing the 
question, developing a search strategy, evaluating the informa
tion found, formulating a response, and providing appropriate 
follow-up and documentation. 
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~ • Secure requestor demographics 00 • Obtain background information 00 • Determine and categorize the ultimate question 

4 
• Develop a search strategy and conduct a search for Information 

1 
• Evaluate, analyze, and synthesize the Information 

~ • Formulate and provide a response 

~ • Conduct follow-up and documentation 

FIGURE 16-1: Systematic Approach to Responding to a Drug Infor
mation Request.2-4 

Once a drug information request is received, it is important 
to first obtain the demographics of the requestor such as contact 
information and practice setting so that an appropriate response 
can be generated and documented. Next, it is essential for phar
macists to inquire as to whether the request is for a specific patient, 
and if so to obtain all necessary patient-specific information. For 
example, an initial question about the indications for use of par
oxetine may be assumed to be for an adult, when in fact it could 
be intended for use in adolescents or even pregnancy. Before an 
accurate search can begin, enough background information must 
be acquired to adequately define and refine the initial request. 
This includes obtaining appropriate background information 
specific to the type of question. For example, a question about 
medication use during pregnancy needs to consider the timing of 
drug administration (e.g., trimester, anticipated duration of use, 
other treatments) and other complicating factors. 

After obtaining background information, the request should 
be categorized to help develop a search appropriately focused to 
specialty resources. Classifying a drug information request is the 
process of choosing which themes a drug information request 
conveys (e.g., pediatric, pregnancy/lactation, drug interaction, 
dosing). Table 16-1 includes a list of example classifications. This 

TABLE 16-1 • Examples of Ways to Classify Drug Information 
Requests 

Adverse Drug Drug Use Policy Poison/Toxicology 
Reaction 

Allergy Economics/Cost Policy/Procedure 

Alternative Medicine Immunization Pregnancy/Lactation 

Compounding/ lnvestigatlonal Drug Product Availability 
Manufacturing 

Contraindications/ IV Therapy Product 
Warnings Identification 

Dose Legal/Regulatory References/ 
Monographs 

Drug Interaction Pediatrics Route of 
Administration 

Drug Shortages Pharmacokinetics Stability/ 
Compatibility 

Drug Therapy/ Pharmacology Tablet/Capsule 
Therapeutics Identification 

process will provide a prompt for specific background questions 
that should be asked, dictate which resource(s) is/are the best 
place(s) to begin searching, and provide a method for tracking 
types of requests.2-4 

Once the drug information request is clearly defined, tertiary, 
secondary, and primary sources (described in Figure 16-2) are 
reviewed. The approach begins with a search of the broadest and 
most easily accessible information first such as a compendium or 
a text book (i.e., tertiary). Depending on the classification of the 
request, specialty resources might be consulted. If the response 
can be fully addressed using general information resources, then 
the search ends successfully. If not, the initial search of informa
tion is supplemented with strategic searches in indexing/abstract 
services like MEDLINE (i.e., secondary) to obtain additional 
information. Original research evaluation from a journal article 
(i.e., primary literature), the direct source of original information, 
is sometimes required to add sufficient detail to a response.2.5 This 
overall approach to a drug information search focuses on specific 
resources and ultimately saves time. 

Once all relevant information has been gathered, evaluation 
and synthesis of a response can take place. The response should 
be directly tailored to the requestor in their preferred format. All 
responses should be formally documented. Also, follow-up with 
the requestor is critical to maintaining credibility and document
ing outcomes.1

•
5 

QUALITY OF MEDICAL LITERATURE 

Because medical literature is published in abundance, it is impor
tant to know how to distinguish low from high quality informa
tion. Though much of this comes with experience and familiarity 
with certain areas of specialty, there are ways to independently 
assess for high quality literature by evaluating the authors, tim
ing of the publication, and the peer review process. Up to date, 
peer-reviewed, and currently referenced information written by 
authors with expertise are some of the basic indicators of quality. 

Authors should be evaluated for expertise in the area of publi
cation. If a publication is authored by a nonexpert, then the reli
ability of the information should be scrutinized for accuracy. In 
situations where a nonclinician authors the resource, real-world 
application and feasibility should be further assessed. Author cre
dentials that reflect a team-based approach to care (e.g., physi
cians, nurses, pharmacists, allied/public health professionals) may 
also be appropriate, depending on the subject. 

The timeliness of a publication needs to account for a couple 
of factors. One of these is how the information is published. Com
prehensive text books are generally not updated more frequently 
than every 3-4 years, whereas online information can be updated 
daily. Also, in situations where information in the specialty area 
changes frequently, the frequency of publication will likely be 
more often. Some texts might publish monthly or quarterly sup
plements as a way to update a previously published resource. 

The peer review process involves one or more independent 
reviewers to assess the written content before publication. This 
process strengthens the quality of literature. It is usually con
ducted by a volunteer expert in the same field and focuses on 
content and quality. Clear advantages of peer review are that it 
ensures work is of a certain standard, allows for experts to make 
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Original 1'8H81'Ch 
Ex: Clinical studies, 

cost-analyses, 
epidemiological studies 

Secondary 

lndexl~ng 88l'VICM 
Ex: MEDLINE, Scopus, IPA, Embase, 

CINAHL, Google Scholar 

T...,.,,. ........,.,, ...................... 
Ex: cH:8I pr8Cllce gWdlllnee. nwllNll. compel. 

mtboakB,& 

IPA= International Pharmaceutical Abstracts, Cl NAHL= Cumulative Index 
to Nursing and Allied Health Literature 

FIGURE 16-2: Systematic Approach to Searching for Drug Information. 

sure that all relevant information is discussed, and is thus typically 
more trustworthy than nonpeer reviewed publications.6•

7 The dis
advantages are that it slows the publication process and overall 
dissemination of important information, and the process relies on 
experts to provide a high quality critique.6 

TYPES OF LITERATURE 

Tertiary Literature 
The first step in the systematic approach to searching is in tertiary 
resources. Examples of tertiary literature include clinical practice 
guidelines, review articles, compendia, and text books or other 
general reference materials (Table 16-2).5 In tertiary literature, 
the condensed information from primary sources is organized in 
a format that facilitates efficiency. Because tertiary resources are a 
synthesis of existing medical literature, their relevance and signifi
cance are based on their ability to evaluate established knowledge. 
Evaluation of tertiary resources is important, as not all resources 
are created equally. For the individual practitioner, the choice of 
which resources to consult and purchase will depend greatly on 
the area of clinical practice and budget. Frequency of publication, 
depth and scope of information, and ease of use are a few of the 
key considerations.5 

Clinical Practice Guidelines 

EBM working groups are often key driving forces in the move
ment of information from the literature into actual clinical prac
tice.8 One such use of EBM is in the creation of clinical practice 
guidelines. The Institute of Medicine defines clinical practice 
guidelines as "systematically developed statements to assist prac
titioner and patient decisions about appropriate healthcare for 
specific clinical circwnstances."9 Guidelines can highlight key 
clinical considerations for choosing effective strategies, reduce 

wmecessary healthcare costs, and avoid errors. The best quality 
guidelines continually review the medical literature and swnma
rize the best current evidence. This increases the validity of the 
guidelines.9 Guidelines focus on a specific clinical problem, artic
ulate relevant issues when treating the patient with that problem, 
assemble the medical literature, assign values to the evidence, and 
generate clinical recommendations. High quality guidelines use 
expert panels in the development process. Often, these multidisci
plinary panels involve physicians, nurses, and pharmacists among 
others dedicated to the improvement of public health. Panel 
members are authoritative experts within the area of practice 
without bias to recommend one treatment over another. Further
more, panel members with expertise in quality measurement and 
reporting, research, healthcare policy and administration, and 
health informatics may be included. Scheduled guideline review 
should be a continuous process whereby information is updated as 
needed based on the latest, highest quality evidence.9 

Countries such as the United Kingdom have public-access web 
sites entirely dedicated to the dissemination of guidelines.10 In the 
United Kingdom, the National Institute for Health and Clinical 
Excellence exists to provide healthcare professionals accessible 
mechanisms for obtaining objective evidence and clinical prac
tice guidelines. Guidelines for the United States are most easily 
accessed via a strategic Internet search, and mostly commonly 
source to organizational websites (e.g., National Heart Lung and 
Blood Institute, Infectious Disease Society of America, Amer
ican Diabetes Association). For example, if you need to locate 
guidelines for how to treat patients with diabetes in the United 
States, a Google search of "US guidelines for diabetes" results in 
quick access to the Standards of Medical Care in Diabetes - 2018, 
endorsed by the American Diabetes Association. Though a search 
of the Internet for guidelines can be efficient, it is important to 
ensure that the guideline 1) represents the appropriate US-based 
professional organization and expertise on the topic, and 2) is the 
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TABLE 16-2 • Examples of Tertiary Literature 

Common 
Tertiary Resource Examples/Sources 

Cllnlcal Practice National Institute 
Guidelines for Health and Care 

Excellence (NICE) 

MEDLINE search 
(e.g., PubMed) 

Organizational web 
sites (e.g., Infectious 
Disease Society of 
America) 

Review Articles MEDLINE search 
(e.g., PubMed) 

Cochrane Data-
base of Systematic 
Reviews 

Compendia American Hospital 
Formulary Service 
Clinical 
Pharmacology 
Drug Facts& 
Comparisons 
Drug Information 
Handbook 
Lexi comp 
Micromedex 

Textbooks Pharmacotherapy: 
A Pathophysiologic 
Approach 
Goodman and 
Gilman's The Phar-
maco/ogica/ Basis of 
Therapeutics 

Prescribing DailyMed 
lnform•tlan (I.e., 
package Inserts) 

Manufacturer's 
websites 

Web site/URL 
(if applicable) 

http://www.nice.org.uk/ 

http://Www.ncbi.nlm 
.nih.gov/pubmed 

http://Www.ncbi 
.nlm,nih.gov/pubmed 

http://www 
.ahfsd rug information 
.com/ 

http://www 
.m hp ha rmacotherapy 
.com/0071800530.php 

http:/ /dailymed.nlm 
.nih.gov/dailymed/ 
about.cfm 

most current version of the clinical practice guideline. Another 
way to search is in indexing/abstracting databases where filters 
can often be set to find guidelines. 

The quality of clinical practice guidelines can be highly vari
able. Hence it is important that healthcare professionals under
stand how to assess the quality of this resource. The process of 
guideline development is a key determinant of its overall quality. 
Validity, reliability/reproducibility, clinical applicability, and :flexi
bility are some indicators of quality. Guidelines that use a defined 
methodology are preferred, with background into the scope of 
the clinical problem, specific methods used to synthesize the 
evidence, discussion of the evidence, rationale for the strength of 
recommendation, and a link to high quality, current references. 
Clinical studies are the foundation for the best evidence-based 
guidelines and are thus more objective than opinion or consensus 
guidelines. In addition, guidelines that are peer-reviewed and that 

present recommendations and evidence relevant to patient care 
are considered to be both relevant and valid.9

•
11

•
12 

Well-defined grading systems for assigning levels of evidence 
are important to help the healthcare professional to indepen
dently evaluate the strength of the recommendation. The Grading 
of Recommendation, Assessment, Development and Evaluation 
(GRADE) approach to quality of evidence incorporates the hier
archy of clinical evidence along with the chance for different 
types of bias to lower or raise the quality of evidence. Assigning 
a strength of recommendation within the grading system further 
differentiates strong versus weak recommendations based on the 
overall quality of evidence. 13 

Systematic Reviews 
A systematic review, a focused review of existing literature, can be 
considered either primary or tertiary literature. The assembly of 
already established knowledge qualifies it as a tertiary resource, 
whereas the scientific investigation and statistical evaluation of 
multiple studies (i.e., meta-analysis) lends itself to being defined 
as a primary source. As defined previously, systematic review is a 
structured process for identifying and summarizing existing stud
ies that address a specific question. It involves selection of studies 
based on defined inclusion and exclusion criteria and a predefined 
literature search strategy. Meta-analysis is a quantitative synthesis of 
data derived from individual studies (usually ~3) identified through 
a systematic review process. The Cochrane Collaboration is an inter
national network of qualified experts that prepare evidence-based 
Cochrane reviews, searchable within the Cochrane Database of Sys
tematic Reviews, which is part of the Cochrane Library of resources.14 

Cochrane reviews are considered to be very reputable sources due 
to strict guidelines for ensuring only the highest quality of evidence. 
These reviews can be presented in protocol format (methods for a 
planned review) or as a systematic review (e.g., meta-analysis). 

Nonsystematic Review Articles 
A common tool for researching background information on a 
topic is a general review article. A nonsystematic review is a ter
tiary resource that reviews a specific topic but differs from a sys
tematic review in that the methodology is not based on structured, 
predefined literature search strategy. The topic may be a review 
of a particular disease state and associated treatment options. The 
advantage with these review articles is that if they are current to 
the area of practice, they can update the reader with a review of the 
current medical literature and new treatment strategies, some of 
which have yet to be incorporated in clinical practice guidelines. 

Compendia 
A compendium is a summary of information on a particular sub
ject such as drug information; many drug compendia exist such 
as Micromedex, Facts and Comparisons, Lexicomp, and Clinical 
Pharmacology. Most are available online. Additionally, compendia 
are available for use on portable devices for point-of-care access. 
Drug information compendia tend to be organized in monograph 
format, with consistent, specific section headings for each drug. 
This is usually the first place to look for drug information, as these 
publications attempt to emulate the key characteristics that make 
them desirable resources, including accessibility, ease of use and 
frequent updates. 



Textbooks 

Text books are another tertiary resource constructed on factual 
knowledge from the medical literature. They are designed to pro
vide comprehensive and structured information to students and 
practitioners for teaching and learning purposes. Text books are 
widely used to obtain valuable basic medical information regard
ing diagnoses and treatment. Phannacotherapeutic text books 
place additional emphasis on pharmacological treatment of dis
eases. Specialty text book resources can be valuable sources of 
infonnation relevant to a particular area of practice such as Man
dell's Principles and Practice of Infectious Diseases or Nelson Text
book of Pediatrics. 

Prescribing Information From Manufacturers 

Pharmaceutical industry materials are also a source for drug 
infonnation. Prescribing information is a compilation of the 
Food and Drug Administration (FDA)-approved information as 
submitted by the manufacturer as part of the New Drug Appli
cation (NDA) and contains information regarding efficacy and 
safety of the drug on the basis of evidence from clinical trials. 
Prescribing information is synonymous with "package insert" or 
"prescription drug labeling," and exists to aid healthcare provid
ers in proper prescribing. The FDA regulates the format of this 
infonnation so that it is consistent for all new drug approvals. 
According to the FDA, all prescribing information must be infor
mative and accurate, not promotional, false, or misleading, and 
must not hnply claims for which evidence is lacking. The latest 
revisions to the format include an upfront Highlights and Contents 
section (i.e., table of contents) for easier navigation. The FDA also 
has a database, Daily Med, for indexing the most current prescrib
ing information which contains labeling information for most 
FDA-approved prescription drugs.1s 

Important lhnitations exist with prescribing information. 
First. it may not represent all of the available medical evidence 
associated with the drug which may include clinical studies with 
nonindustry sponsors or support. Also, more studies (published 
or unpublished) may have been conducted since the last label
ing approval. Second, prescribing infonnation is unable to detail 
nonFDA approved information such as additional indications 
for use. Assuming reasonable and supportive evidence is avail
able in the medical literature, off-label use (medication use for 
unapproved indication) may be appropriate. 

Another method of retrieving drug information from phar
maceutical industry is through direct communication with the 
manufacturer, often through a Medical Information depart
ment or specialist. Medical infonnation specialists are staffed by 
healthcare professionals such as pharmacists and nurses, and they 
are sometimes able to access more drug information than what 
is included in prescribing information. Information regarding 
off-label uses, differing dosage regimens, extended stability infor
mation, use in alternative populations (e.g., pediatrics, elderly), 
different routes of administration, and adverse reaction can be 
obtained from a Medical Information department 

Advantages and Disadvantages of Tertiary Literature 
Ease of use and convenience are the key reasons why tertiary 
resources are the first step to searching for information. Also, 
most tertiary sources are authored by experts and information 
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BOX 16-1 • 
EXAMPLE CASE 1 (TERTIARY) 

A medical camp Is being planned by your pharmacy organiza
tion to provide dental and pharmacy services to patients. You 
need to investigate what options exist for the most economical 
antibiotic for prophylaxis of a tooth extraction in a patient with 
a true penicillin allergy. 

Search Strategy 
The systematic approach uses tertiary resources first in your 
search for drug infonnation. Before looking in compendia, you 
must first Investigate what antibiotic options exist for treating a 
tooth extraction In patients with a penlclllln allergy. This focuses 
your search to clinical practice guidelines. Once you detennine 
your options, you can then look in applicable compendia or 
other resources for pricing infonnation. 

can be found using these resources without pursuing a second
ary search. However, because tertiary literature is a condensed 
version of information from primary sources, it may not include 
all details. Specific information might require additional search
ing. Also, given that drug information is published at a rapid 
pace depending on the frequency of publication, the informa
tion may become outdated quickly, especially for text books. 
Bias and misinterpretation of research are also key concerns 
with tertiary literature, which enforce the need for critical eval
uation by clinicians. 

Secondary Literature 
Secondary literature sources act as an intermediary between 
primary and tertiary literature, and directly link the researcher 
to both original research articles and review11. The most com
mon format of secondary literature is an indexing/abstracting 
service which is often referred to as a secondary database usu
ally accessed electronically. 5 Examples of secondary databases 
with a focus on pharmacy and biomedical literature are MED
LINE/PubMed, International Pharmaceutical Abstracts (IPA), 
SCOPUS, EMBASE, Cumulative Index to Nursing and Allied 
Health Literature (CINAHL), and Google Scholar, among many 
others ('Thble 16-3).J,16- 1' 

When a request cannot be fully answered using tertiary 
resources, secondary literature is the next step in the search pro
cess. When a search is conducted, results are presented as a list of 
bibliographic citations (Le., indexing) with or without abstracts. 
Each secondary database is unique in format, search methods, and 
content Some databases inde:x/abstract articles from medical lit
erature whereas others also include professional meeting abstracts. 

It is important to choose an appropriate secondary database to 
search. Because the databases differ in timeframe, literature cov
erage, source country, and area of specialty, it is essential that the 
researcher search the most relevant database for the request. For 
example, EMBASE provides coverage of European, nonEnglish, 
and pharmacology and toxicology journals in addition to MED
LINE coverage. Often, a complete search may require searching 
in multiple databases. Many databases index historical literature. 
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TABLE 16-3 • Examples of Secondary Databases for Drug 
Information 16-

1
' 

Secondary 
Resource 

MEDLINE 

SCOPUS 

EM BASE 

International 
Pharmaceutical 
Abstracts (IPA) 

Google Scholar 

Content 

Free online citation data
base of biomedica I and 
life science journals by 
National Library of Medi
cine; 100% MEDLINE cov
erage. PubMed includes 
100% MEDLIN E pl us 
in-process, ahead-of-print 
citations, and others 

Subscription database; 
100% MEDLIN E coverage 
plus literature from the 
life sciences, physical sci
ences, social sciences, and 
humanities 

Subscription database; 
100% MEDLIN E coverage 
plus more coverage of 
European, non-English, and 
pharmacology and toxicol
ogy journals 

Subscription database; it 
includes abstracts about 
drug use and development 
from health journals 

Free; links to scholarly 
publications but not spe
cific to any discipline (links 
to articles, theses, books, 
abstracts, professional 
societies, universities, and 
other web sites) 

Coverage 

1946-present 

Pre-1996 
(some coverage 
back to 1823) 

1947-present 

1970-present 

Unknown 

The importance of knowing the earliest indexing year will aid in 
evaluating the information in such a context. Equally important 
is how frequently the secondary literature is updated. Given the 
pace of medical literature publication, it is imperative that newly 
published literature is indexed timely. Secondary databases vary 
greatly in their literature coverage. Some databases specialize in 
certain areas of practice. For example, Reactions Weekly is a sec
ondary database solely focused on literature related to adverse drug 
reactions. Reactions Weekly derives information from journals, 
case reports, scientific meetings, media releases, and regulatory 
agencies. Other databases such as MEDLINE/PubMed, SCOPUS, 
and EMBASE search a broad scope of biomedical literature. 

Search methodology also differs within secondary databases. 
This can be important because several databases cover similar 
content, so ease of accessibility and searching becomes an impor
tant factor in choosing which database to use. Since the majority 
of secondary literature is available online, accessibility to infor
mation, currency of published information, and ease of use have 
improved dramatically. 

TAB LE 16-4 • General Guidance to Efficient Secondary 
Searching' 

Keep an organized record of completed searches. 

Use a controlled vocabulary thesaurus when available (e.g., MeSH 
terms in PubMed). 

Avoid use of keywords except in some situations (e.g., it is the only 
option for searching; newly published literature, clinical trial acro
nym, etc.) 

Combine search terms with appropriate Boolean operators (i.e., 
AND, OR, NOT). 

Use truncation as necessary to search for part of a word (e.g., "inhal") 

Use limits and/or topic subheadings as needed to focus a search. 

Search •related articles· when applicable. 

General Guidance for Efficient Secondary Searching 

The most effective way to ensure a comprehensive search is per
formed is through a well-organized search strategy (Table 16-4). 
This comes with appropriate training, experience, and under
standing of the biomedical literature. It is important to recognize 
that a search may need to be revised several times to ensure sat
isfaction with the results found. As a result, keeping an organized 
record of completed searches is critical to prevent duplication and 
maintain efficiency.7 

There are two main ways to search for secondary literature. One 
is through a controlled vocabulary thesaurus and the other is to 
search by keywords. Many databases index literature according to 
controlled vocabularies. Controlled vocabulary uses standardized 
terminology in indexing and retrieving information. This system 
ensures that each piece of medical literature is indexed to a set of 
specific terms so that when a search is completed, no relevant cita
tions are omitted As an example, MEDLINE indexes according to 
Medical Subject Headings (MeSH). Emtree is another controlled 
vocabulary that operates as a life science thesaurus. The advantages 
to searching within controlled vocabularies are that relevant liter
ature is unlikely to be missed, and irrelevant literature is avoided. 
Secondary databases differ widely in the ways a search is per
formed using the controlled vocabulary. For example, in PubMed/ 
MEDLINE, the search within the MeSH database must be selected; 
in Ovid MEDLINE, it is automatically linked to MeSH terms. 

Searching through controlled vocabularies is often preferred; 
however, there are situations when searching by keywords is 
appropriate. A keyword search will find any literature that uses 
that search term in the appropriate field such as Title or Abstract. 
Limitations to searching in this manner are that the search results 
may not be relevant to the intended search and other pertinent lit
erature could be missed. For example, a keyword search using the 
term "noninsulin dependent diabetes" will miss relevant articles 
that index according to the term "type 2 diabetes." However, some 
situations do warrant searching by keywords. Some databases do 
not index according to controlled vocabularies; so searching by 
keywords is the only option. Also, newly published articles may 
not yet be indexed according to these vocabularies. Some terms 
have no appropriate term in the controlled vocabulary. For exam
ple, clinical trial acronyms (e.g. PLATO study, ACCORD trial) are 
often only found via keyword search in appropriate fields. When a 
keyword search is necessary, it is important that terms are spelled 



correctly and generic drug names are used. It is also important to 
recognize several searches may need to be completed to consider 
all synonyms and alternative tenns. 

Combining search tenns through the use of Boolean opera
tors is another useful way to search. Boolean operators are search 
words that are used to connect key words based on mathemati
cal logic. The most common are: AND, OR, NOT. Each operator 
uniquely adjusts the search of multiple terms. The AND operator 
is used to combine two (or more) tenns together to focus literature 
to results containing both terms. This can be useful if too many 
citations result from searching with a single term. The OR opera
tor is helpful if you are getting too few results with a single term, 
as it will look for results using either term. Lastly, combining terms 
with NOT will help reduce results with unwanted characteristics.7 

Truncation is another method that searches for part of a word 
to search for secondary literature. For example, a keyword search 
for "randomiz*" will search for all literature that contains the root 
"randomiz" so results including randomize, randomized, ran
domization, randomizing, will be found. Databases may use dif
ferent symbols to designate truncation. Truncation must be used 
cautiously so that the root word does not serve as a prefix for sev
eral unrelated words (e.g., "pharm* .. : pharmacy, pharmaceutics, 
pharmacology, pharmacoeconomic).7 

Limits and filters offer an additional way to search for literature. 
Many databases offer the ability to limit or filter a search to a spe
cific type of article (e.g., clinical trial. practice guideline), a specific 
timeframe, language, among many others. Limits offer the advan
tage of focusing the search. However, they should be used only as 
the search dictates so that relevant literature is not omitted. For 
example, unless there is a need for recent literature, it is not good 
strategy to limit the search to only articles from the last 5 years. 
Likewise, many databases contain English abstracts with useful 
information; so limiting to only English articles could remove some 
relevant studies published in languages other than English. 

There are sm:ral alternative ways to search for medical literature 
aside from those already described. Search terms often have several 
subheadings linked to the main term. For example, the MeSH term 
for enoxaparin has subheadings for administration/dosage, adverse 
effects, chemistry, economics, and toxicity, among others. Broadly 
focused medical databases usually have the option of exploding 
or focusing a search. By exploding a term, all of the subheadings 
are included in search results, whereas a focused search on one or 
more subheadings results in literature focused to that subheading. 
Some databases have features to search "related articles:' This can 
be helpful if one has only a few relevant results and are looking for 
similar articles. Also, searching reference lists within the articles 
themselves can also help find relevant literature. This is formally 
known as the "network method" and is especially useful if not 
much literature is found through the secondary search process.7 

Advantages and Disadvantages 
of Secondary Literature 
Secondary searching enables the practitioner to retrieve compre
hensive published medical literature specific to a topic. Advantages 
are that many different sources for finding secondary .literature are 
available. Most of the secondary sources are available via the Inter
net, thus allowing them to be continually updated. These are easy 
to use and are timely. Depending on the scope of the request and 
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BOX 16-2 • 

EXAMPLE CASE 2 (SECONDARY) 

You are working In a community pharmacy and a physician has 
contacted you. The physician would like to know If any medi
cations should be adjusted postsurgery in a patient that has 
recently had gastric bypass surgery. 

Search Strategy 
A sean::h of compendia would be warranted with this ques
tion to find phannacokinetic information related to the specific 
medications. In addition, a Cochrane review might be available 
relevant to the request In this case, however, you would also 
want to search In secondary literature. The most appropriate 
secondary resources would ideally be broad in biomedical and 
science context, as you suspect this question will have a lot to do 
with phannacokinetic parameters. For this reason, you search 
MEDLINE, SCOPUS, or EMBASE to find information related to 
this question. A good review article or some primary literature 
would be very helpful to address this request 

needs of the researcher, different resources may be preferred for a 
search as well as searching multiple databases. However, these dif
ferences can also be advantageous. Each has unique features that 
can greatly enhance search strategies and thus bea>ming familiar 
with these processes is important Additionally, some secondary 
biomedical databases require costly subscriptions with the excep
tion of PubMed, which is freely available. 

Primary Literature 
Primary literature is the foundation on which all other literature 
sources are built. Primary literature is original research that can 
be published or unpublished work. Using primary literature is 
often the final step in the search for drug information, and this is 
due to the fact that it is the most specific type of literature.20 

Clinical Studies 

Clinical research, according to the National Institutes of Health 
(NIH), includes patient-oriented research, epidemiological and 
behavior studies, and health services research. 20 Clinical studies 
are those conducted in humans to evaluate a number of different 
outcomes including the etiology or mechanisms of disease, diag
nosis, prevention, interventions for disease management, or safety. 
Clinical research findings are based on a clinical trial, cohort study, 
or case-control study among many other study designs. 

Pharmacoeconomic Studies 

Clinical studies that describe and analyze the costs and conse
quences of drug therapy are considered pharmacoeconomlc 
studies. However, a true pharmacoeconomic study not only 
entails cost analysis (ie., costs of drug therapy), but it also eval
uates drug costs in addition to the impact on health outcomes. 
Several types of pharmacoeconomic studies exist cost-effective 
analysis (CEA), cost-minimization analysis (CMA), cost-utility 
analysis (CUA), and cost-benefit analysis (CBA).21.22 

Cost-effective analyses measure cost per unit health outcome 
in natural units (e.g., years of life saved, symptom-free days, etc.). 
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This type of analysis makes it useful for clinicians to measure the 
cost impact when health outcomes are improved. 21

.22 Differences 
in costs among comparable drug therapies are evaluated with 
cost-minimization analyses. The disadvantage with this type of 
stwiy is that it cannot compare differences among drug therapies 
that have different outcomes. 

Cost-utility analyses (CUA) attempt to assign "'utility" weights 
to quality outcomes so that the impact can be measured in rela
tion to cost (e.g., quality-adjusted life yea.rs). A CUA is able to 
compare outcomes related to morbidity, which can be useful 
when evaluating outcomes where mortality is not always the pri
mary health outcome of concern (e.g., cancer chemotherapy).1 i.u 

In colt-benefit analyle8, a monetary value is placed on both the 
costs of therapy and the beneficial health outcomes. The advan
tage is that it allows for direct comparisons between the costs of 
treatment and the costs saved with improved outcomes. In this 
way, different outcomes can be compared because they are ulti
mately all evaluated in terms of cost The disadvantage, however, 
is that placing a monetary value on health outcomes can be a chal
lenge (e.g., quality oflife).21.22 

Pharmacoepldemlologlc Studies 
Pharmacoepidemiology is the application of principles of epi
demiology to evaluate pharmaceutical products and services. In 
other words, it is the study of the potential impact of drug therapy 
or clinical services in large numbers of patients using principles of 
epidemiology. These types of studies use observational designs 
like cohort and case-control designs to evaluate the safety and 
effectiveness of outcomes of drug therapy or clinical services in 
large patient populations.ll.U 

Other Sources of Primary Literature 

Professional meeting abstracts and procee•Hnws, theses/dmertations, 
and patents are also considered primary sources of information. 
Meeting abstracts and proceedings may be published in some 
secondary databases and may be available online via profe88ional 
organizations. Similarly, specific databases exist to search for 
theses and dissertations, which are often a required component 
of graduate school studies such as a Master's degree and doctoral 
degree. respectively. A patent is another source of original infor
mation that is a property right granted by the US government to 
exclude others from making, using, or selling an invention for a 
finite amount of time. 25 

Evaluation of Primary Literature 
Expertise is needed to properly evaluate primary literature. An 
evaluation of the full-length paper with a critique of strengths 
and limitations is needed before assuming the information can 
influence patient care management This requires evaluation of 
the types of research, methodologies, bias, ethical principles, data 
analysis, and statistics. Biomedical literature evaluation is a life
long skill that challenges clinicians to critique and understand the 
evidence before implementation. 

Advantages and Disadvantages of Primary Literature 
Advantages of using primary literature are the ability to obtain 
complete. detailed, and the most relevant information about a 
topic that allows the researcher to independently evaluate the 
information. Also, new biomedical literature is published every 

BOX16-3 . 
EXAMPLE CASE J (PRIMARY) 

As a hospital pharmacist working in the Emergency Depart
ment, you get a request to Investigate whether nebullzed nalox
one is a viable and effective treatment option for overdose in a 
pediatric patient in-transit to the hospital. 

Search Strategy 
For this question, you spot check compendia for any off-label 
infonnation but nothing relevant is found. You then suspect 
you are going to need to look in a secondary database for pri
mary literature. In this case, you search MEDLINE and CINAHL 
for literature related to this request. You end up finding only one 
case report detailing its use and limitations, as most of the litera
ture on this topic is related to intranasal administration versus 
nebulization. 

day, making it the most current source for information. Disad
vantages are that it requires the researcher to conduct a compre
hensive search to obtain truly relevant research findings that are 
translatable to patient care. Furthermore, it takes a significant 
amount of time and expertise to conduct a full evaluation of pri
mary literature. 

INFORMATION CYCLE 

Publication of medical literature is a lengthy process. Primary lit
erature can take several months to a year to complete the publica
tion process, including the time from initial review, peer review, 
editing, and proofing. Once through the process, a journal article 
is published. The time at which an article becomes indexed into 
a secondary literature source can vary; however, most second
ary databases are updated frequently (e.g., daily or weekly). This 
enables the clinicians to quicldy locate newly published articles 
timely or even ahead of print The time for an article to be refer
enced in tertiary literature can be longer due to the added length of 
an additional publication process. This is especially true for print 
tertiary sources, including text books as they are often updated as 
a new edition every 3-4 years. However, many electronic tertiary 
drug information databases are updated on a regular basis. This 
information cycle keeps practitioners abreast of the latest medical 
advancements and clinical studies. 

DRUG LITERATURE ON THE INTERNET 

With increasing information on the Internet, the way practition
ers search for medical information has dramatically changed. The 
quality of information found via the Internet is highly variable. 
Finding credible information on the Internet can be accomplished 
using the same indicators previously described. Quality can also 
be partially assessed by the domain of the web site. 2~ Other factors 
for evaluating information on the Internet include author disclo
sures; lack of advertisements; presence of code of conduct and/or 
quality seals; reputable, current sources of the information; and 
the last date of revision.27
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The ease of accessing information on the Internet is largely 
why most practitioners use it as a core resource. Clinical practice 
guidelines, prescribing information, and information from gov
ernment agencies (e.g., Centers for Disease Control and Preven
tion [CDC], FDA) are all easily accessible. Electronic tertiary and 
secondary databases are accessed via the Internet, many of which 
require a subscription, and journal portals provide open access 
or subscribed access to articles. Given the breadth of information 
that can be found on the Internet, however, it is imperative that 
practitioners know how to evaluate the material found. 

Search Engines 
Though Internet search engines are often just starting points for 
a search, the number and quality of results can greatly impact the 
overall information found. For example, Wikipedia is a less credi
ble source of medical and drug information on the Internet due to 
the lack of expertise, limited or no peer review, and its ability to be 
updated. 29 Google Scholar and PubMed are two secondary search 
engines freely available. Other government sponsored web sites 
include the National Library of Medicine (NLM) and the Agency 
for Healthcare Research and Quality (AHRQ). 

Evaluation 
Unfortunately, no standard criteria exist for establishing the qual
ity of health information from the Internet. Web sites are not man
dated to certain quality standards nor do they have to undergo 
peer review. In general, web site suffixes ending in .gov (i.e., 
government sponsored) and .edu (i.e., educational institutions) 
are scored higher in terms of quality versus .org (i.e., noncom
mercial organizations) and .com (i.e., commercial organizations) 
sites.26.29 Professional organization web sites are common reasons 
for healthcare professionals to use the Internet to obtain clinical 
practice guidelines and best practice recommendations. 

Many Internet quality/rating instruments have been devel
oped; however, many of them do not list criteria for quality eval
uation and others eventually cease to operate.28 Health on the Net 
Foundation (HON) is a not-for-profit, nongovernmental agency 

Review Questions 
1. What are the steps of the systematic approach to a drug infor-

mation request? 

2. What is the approach to searching for drug information? 

3. List examples of tertiary resources. 

4. When assessing the quality of Internet resources, what needs 
to be considered? 

5. What are ways to search for clinical practice guidelines? 

6. What are ways to effectively and efficiently search for second
ary literature? 

Online Resources 
Effective Health Care (EHC) Program: https://effectivehealth
care.ahrq.gov/ 

DailyMed: http://dailymed.nlm.nih.gov/dailymed/about.cfm 
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that aims to ensure reliable and credible medical information is 
published on the Internet. The HON Code, which is affixed to 
all certified web sites, is available free and holds web sites to basic 
ethical standards for presentation of information and ensuring 
sources are cited.30 Though this certification does not rate infor
mation quality, nor does it ensure that information is 100% accu
rate, it is one way to begin to evaluate quality. 

Quality assessment involves evaluation of the source of infor
mation and formal certifications and also an independent review 
by the clinical practitioner with respect to publication authors, 
timing of publication, and peer review. This is due to the subjec
tivity of how quality can be defmed.31 Often, authorship of con
tent is not reported on a web site, but some reputed web sites like 
WebMD provide detailed author information. Currency of infor
mation should also be evaluated, as many web sites do not list a 
clearly visible "date updated." Accuracy of content should be able 
to be confirmed through the use of references. Peer review is often 
limited or absent for most web sites. Credibility of authorship, 
privacy policy, disclosure, and bias (funding source, conflicts of 
interest, advertisements, etc.) are also indicators of information 
quality.29 

SUMMARY AND CONCLUSION 

Medical literature is the foundation for the practice of EBM. 
Pharmacists are routinely asked to provide comprehensive drug 
information in a timely manner to other healthcare providers. As 
such, it is important for pharmacists to use a systematic approach 
when responding to requests to address the appropriate ques
tion, and maintain efficiency and documentation. An organized 
approach to searching for information via the use of tertiary, 
secondary, and primary literature is essential. Efficient searches 
within bibliographic databases aim to locate the best evidence in 
a timely manner. Knowing how to properly evaluate the quality 
of these resources and information from various sources includ
ing the Internet is an important skill for all pharmacists and 
other clinicians. 

Drugs@FDA: http://www.accessdata.fda.gov/scripts/cder/drug
satfda/index.cfm 

PubMed Tutorials: http://www.nlm.nih.gov/bsd/disted/pubmed 
.html 

The Appraisal of Guidelines for Research and Evaluation 
(AGREE) Tools: https://www.agreetrust.org/resource-centre/ 
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Evaluating Clinical Literature: 
An Overview 
Jill T. Johnson, PharmD, BCPS 

CHAPTER OBJECTIVES 

.., Describe a stepwise approach to appraising published 
literature 

.., Understand the clinical relevance of study objectives 

.., Evaluate appropriateness of design and methods for study 
objectives 

KEY TERMINOLOGY 

.., Evaluate methods of analysis and interpretation of results 

.., Differentiate between clinical and statistical significance in 
the medical literature 

a priori 

CUnlcal endpolnts 

Clinical significance 

Composite endpoints 

Number needed to harm 

Number needed to treat 

Surrogate endpoints 

INTRODUCTION 

Critical appraisal of medical literature by clinicians as a tool to 
improve patient care has evolved since the late 1970s.1 It intro
duced a change in the practice paradigm based on knowledge 
and evolving medical literature rather than on traditional med
ical authority or anecdotal cases. Although early adoption of 
evidence-based medicine (EBM) was not readily accepted for 
various reasons, it has now become a mainstay of the way many 
clinicians practice. Sometimes the term "'evidence-based" is used 
incorrectly by authors of research that is funded by for-profit 
agencies, including pharmaceutical manufacturers. Such research 
is often interpreted in favor of the industry product when com
pared to research funded by not-for-profit organizations. 2.3 There
fore, the ability to critically evaluate medical literature empowers 
clinicians with enlightened skepticism and the ability to identify 
biases and errors including inappropriate control interventions, 
surrogate outcomes, publication bias, and other types of biases, 
misleading conclusions, and other false interpretations. 

A clinician's ability to deliver the best possible patient care 
by applying evidence and providing treatment based on sound 

scientific principles reflects the importance of critical appraisal 
skills in clinical practice. This chapter will provide an overview 
on how to critically evaluate medical literature. Beginning with 
evaluating the clinical research question, the chapter will pro
vide a stepwise approach in appraising research articles. This will 
include evaluating study design, methods, and statistical analy
sis. This chapter will particularly emphasize the interpretation of 
results in the context of patient care. It will also provide specific 
considerations in evaluating therapy and harm. Lastly. it will 
conclude with general considerations for the clinicians regarding 
other biases in publications and their implications. 

GENERAL FORMAT OF AN ARTICLE 

Although there are several variations in presenting research evi
dence, most articles published in the medical literature today 
have four sections: Introduction, Methods, Results, and Dis
cussion (IMRaD) to help guide the reader. In addition to the 
above sections, a research paper usually includes an abstract and 
references.' 
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Abstract 
The abstract is the first part of the publication, although it is typi
cally the last part written by the authors. Abstracts summarize, in 
a limited number of words, the aims of the research, the methods 
used to conduct the study, the results, and study conclusion. From 
the abstract, the reader can discern the study design and method
ology including study population, intervention or exposures, and 
the outcomes for the primary and secondary endpoints. Based on 
the key study results, a sentence or two finalizes an abstract and 
summarizes the conclusion. The abstract should not be relied on 
to make a clinical decision because it does not provide sufficient 
detail to ascertain whether the findings are relevant to a popu
lation or person. Rather, an abstract should be used to decide 
whether the article is relevant for decision-making and, if so, then 
the entire article should be evaluated to determine whether the 
results should be applied. 

lntrod uction 
The introduction includes pertinent background information to 
justify why the research was done and describes what is already 
known about the topic to date. However, the introduction should 
not be relied upon for a thorough systematic review of the topic. This 
section allows the author to point out the gaps in the current knowl
edge or flaws in prior work in the field. The most important parts 
of the introduction are the rationale for the current experimental/ 
observational study and clearly defmed research objectives that 
allow the clinician to properly critique the study design. 

Methods 
The methods section describes the researcher's process for how 
the experiment or observational study was conducted It typically 
includes detailed information on the study sample, study setting, 
interventions or exposures, randomization (if any), outcome 
assessments, study instruments, evaluations used, sample size, 
primary data collection or secondary data source, and statistical 
analysis. Details in the methods section should be adequate for 
the research to be reproduced. 

The study population, described in the methods section, 
includes inclusion and exclusion criteria for research subjects. 
Variables often include age, sex, diagnosis, clinical and physi
cal status, and ethnic background. The specific details regard
ing experimental or observational study design are included to 
inform readers about randomization (if any), control group, and 
timeline of the study design. It also discloses whether the research 
was performed at a single site or at multiple centers. If the design 
is retrospective, details of the data source are included. For a pro
spective study, details of data collection are provided. 

For prospective studies, the methods section describes what 
drug treatment was given, how it was administered (e.g., route, 
dose, frequency), and the process and frequency of monitoring. 
For observational research, the details of drug exposure definition 
and measurement details are provided. Outcome measurements 
should be described in detail including reliability and validity of 
measurement for the primary endpoint and/or secondary end
points. For the primary endpoint, the study should be powered 
with enough research subjects and provide sufficient follow-up 
to find a difference, if there is a difference. Secondary endpoints 
are stated a priori (before the study begins) so that they can be 

measured systematically. The final part of the methods section 
contains the statistical analysis information. The method of anal
yses including statistical tests used to analyze the data are speci
fied. The researcher specifies the alpha level to find a statistical 
difference and often includes the sample size and power assump
tions for the study. 

Results 
The results section reports the research findings including 
descriptive details of the study sample, key findings of primary 
analyses, and any secondary or sub-group analyses findings. This 
section typically presents the facts and data without interpreta
tion. The statistical significance is reported along with the results 
in the form of text, tables, and figures. For clinical trials, the 
results section usually consists of three sections: the patient base
line characteristics; the results on how effective the drug was; and, 
lastly, how safe it was, relative to the control group. For observa
tional research, the results section includes a description of study 
sample, adjusted and unadjusted findings, and any subgroup or 
sensitivity analyses. 

Discussion 
The discussion section allows the researcher to interpret the 
research findings; however, the author should avoid reciting the 
results section. The core discussion should focus on the findings 
of the primary objective. The discussion section includes a gen
eral explanation of the research findings and allows comparison of 
findings with previous research or other relevant research. Possi
ble explanations for consistencies or inconsistencies from previous 
research should be provided The study implications for practice 
and/or policy could enhance the discussion by providing valuable 
information for translating research into practice. The study lim
itations and direction for future research should be included. 

References 
The references are listed at the end of a research article. They typ
ically are listed in the order in which they occur. Scientific journal 
articles follow the American Medical Association (AMA) format. 
This allows the reader to pull the cited publication, if needed. 

CRITICALLY APPRAISING A RESEARCH ARTICLE 

A systematic approach is needed to critically review research 
articles. It provides a balanced method to evaluate all aspects of 
research to ensure validity and reliability of research findings. 
Although there are several aspects to evaluate, most of the evalu
ation is focused on certain critical components. 5 This systematic 
evaluation described below provides a general framework to crit
ically appraise any research article using the list of nine questions, 
irrespective of the study design (Table 17-1). 

1. ls This a Clinically Relevant Research Study? 
Even if the article represents a well-done research project, if it is 
not relevant, it is not useful for clinical practice. If the research 
would not change what the clinician would otherwise have cho
sen to do, then the relevance of the research could be questioned. 
If the research implies that a new treatment should be used in the 
clinical scenario and that treatment is not already being used, then 



TABLE 17-1 • Nine Questions for Critical Appraisal of a Research 
Article 

1. Is this a cllnlcally relevant research study? 
a. Does this research add to the medical literature? 
b. Is the research objective relevant to practice? 

2. Is the study design appropriate to address the research 
question? 
a. Does it use appropriate experimental or observational 

design? 
b. Is the design an improvement over previous designs? 

3. Are the recruitment and seledion of the study sample 
explalned clearly? 
a. How was the study sample recruited and selected? 
b. Is the study sample relevant to the research objective? 

4. Are the study methods appropriately explained? 
a. Are the methods of randomization or observation explained? 
b. Are there any methods used to reduce bias? 

5. Are the endpoints relevant for patient care? 
a. Are the clinical outcomes relevant? 
b. Did they explain how and when the outcomes were 

measured? 
6. Are the statistical analyses appropriate for the study? 

a. Are the statistical analyses appropriate for the design? 
b. Is the sample size adequate for the research question? 

7. What are the key research findings? 
a. Is the key research finding statistically significant? 
b. How large is the effect? 
c. Are findings consistent with clinical rationale and previous 

literature? 
8. Are there any study !Imitations? 

a. Were there limitations in sample, design, and analyses that 
limit the research findings? 

9. How can the research findings be used In practice? 
a. Can the findings be generalized to other populations? 
b. Should the findings be incorporated into practice? 

relevance is established. Clinical relevance refers to the applicabil
ity and usefulness of research to clinical practice. 

a. Does This Research Add to the Medical Literature? 

Even if the article is not representative of research that makes a 
substantive new contribution to the larger body of evidence, the 
work may still enhance the ability to generalize to a new popu
lation or else at least increase the confidence in the validity of 
previous research.6 For example, in the late 1990s carvedilol was 
the topic of the US Carvedilol Trial.7 Carvedilol was introduced 
for use in patients with chronic systolic heart failure and ejection 
fractions of ::S:35%, a population in whom clinicians previously 
believed that beta blockers were contraindicated due to negative 
inotropic effects, but showed an unexpected survival benefit in just 
6 months. Subsequently, other beta blocker trials were published 
that contributed to the literature, some showing benefit8-10 and one 
not showing benefit.11 This additional evidence was still relevant to 
patient care because it helped establish that general beta blockade 
may not provide survival benefit and that specific beta blockers 
should be used if that particular endpoint is to be achieved. 

b. Is the Research Objective Relevant to Practice? 

The research objective must be relevant to practice in the 
way that results could be applied and the outcome would be 
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meaningful to a patient. For example, lowering low-density lipo
protein (LDL) in and of itself does not necessarily lower cardiac 
events. Hence, any drug touting an LDL lowering ability may 
not be relevant to practice. Consider estrogen replacement ther
apy (ERT) in postmenopausal women. ERT lowers LDL but does 
not translate in practice to lower cardiac events as once pre
sumed.12.13 Therefore, the research is relevant to practice when 
the objective is to measure something meaningful to real prac
tice and real patients. A research objective seeking to answer the 
question about the impact of a treatment on a clinically relevant 
outcome must measure the outcome rather than an endpoint 
that may not answer the question, otherwise there is a risk of it 
not being relevant. 

2. Is the Study Design Appropriate to Address 
the Research Question? 
There are several research designs that are appropriate for a 
research question. The research should select the best research 
design that addresses the research question. Often the current 
state of knowledge determines the appropriateness of study 
design. Early studies tend to use explorative designs, whereas later 
studies use analytical designs to test a hypothesis. 

a. Does it Use Appropriate Experimental or 
Observational Design? 

The type of question a researcher seeks to answer determines 
the best study design to yield the answer to the research question 
(Table 17-2).14 Therapy and diagnosis questions are best answered 
by randomized controlled trials (RCTs) as they minimize bias and 
leave only the intervention as the sole difference. Harm is mea
sured best by RCTs; but observational designs like cohort or case
control are valuable alternatives when there are ethical or practical 
concerns for evaluating medication safety. Additionally, RCTs 
are often too short in duration to provide answers related to the 
harm a drug may cause once available for broader use. Likewise, 
prognosis questions are measured by an observational design. 
Prevention questions, such as efficacy of intermittent pneumatic 
compression on preventing Venous Thromboembolism (VTE), 
are best answered by RCTs. However, devices such as these are 
difficult to implement in RCTs, if not impossible, to blind the 
research participants from. Therefore, observational design pro
vides an answer that may be biased than an RCT, but still allows 
for an association of benefit (or detriment) to be established. 

TABLE 17-2 • Type of Evidence to Best Answer a Research 
Question14 

Type of Research 
Question 

Diagnosis 

Therapy 

Prognosis 

Harm 

Prevention 

Best Type of Study to Answer the 
Research Question 

Prospective, blind comparison to the 
gold standard 

Meta-analysis of randomized control tri
als (RCTs), systematic reviews of included 
RCTs,orRCT 

Cohort study>case control>case series 

RCT>cohort>case control>case series 

RCT>cohort>case control>case series 
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b. ls the Design an Improvement Over Previous Designs? 

If a previous trial design was observational, the new data from an 
RCT are likely more valid and perhaps closer to the truth than the 
older data. Remember, EBM uses the current best evidence. For 
example, in the 1990s it was thought that ERT was a good idea for 
postmenopausal women to decrease cardiovascular (CV) disease. 
Thousands of women were prescribed estrogen for a decade or 
more based on observational and epidemiologic data that showed 
LDL was reduced when they were prescribed ERT. Consequently, 
in 1996, ERT was included in the American College of Cardiology 
guidelines for this purpose. Studies used to support the guideline 
cited "observational studies indicate that estrogen therapy does 
reduce mortality in women with moderate and severe coronary 
disease."15 Subsequently, in 1998, Hulley et al. published a land
mark RCT in the Journal of the American Medical Association that 
randomized a secondary prophylaxis population of postmeno
pausal women to estrogen plus progestin (in those with a uterus) 
or placebo.12 Unlike the observational studies, this study actually 
measured coronary heart disease events and myocardial infarc
tion. During year 1, the event rate was higher for the ERT group. 
However, over the subsequent 4 years the rate leveled off. The 
end result was that no benefit for ERT was observed.12.13 Using 
the ERT example, observational designs showed a reduced risk 
of coronary disease.16 Once well-designed RCTs were completed, 
the better quality evidence trumped the old evidence, and it was 
concluded that ERT has no benefit on CV disease.1

i.
13 

3. Are the Recruitment and Selection of the Study 
Sample Explained Clearly? 
The recruitment and selection of the study subjects should be 
explained in detail for both experimental and observational 
research. Inclusion and exclusion criteria specify which popu
lation was studied and which attributes they could or could not 
have to be eligible for entry into the study. Study results can be 
applied to individuals who are similar to those study subjects 
representing the results of the trial. This requires examining the 
inclusion criteria and evaluating the baseline characteristics of the 
study population. The method used for recruiting patients should 
be clearly specified including details of promotional strategies and 
incentives provided. The sources and locations of study sample 
should also be provided. 

a. How was the Study Sample Recruited and Selected? 

The manner in which the study sample was recruited and selected 
is determined largely by the inclusion and exclusion criteria. Fur
ther information may include whether subjects came from an 
outpatient clinic or were discharged from a hospital. In an RCT, 
recruitment methods should include details about promotional 
material used to identify patients and allocation concealment. 
Failing to conceal the random allocation process may introduce 
selection bias and potentially result in a nonrandomized trial. A 
trial has adequate concealed allocation or blinding if all investi
gators are unaware of future treatment allocations and have no 
control over randomization. 17 If the trial does not state that some 
form of concealed allocation was used, it is a more conservative 
assumption to conclude that allocation concealment was not used. 
Descriptive information regarding the individual sites of a mul
tiple center study can be included. For observational research, 

the applications of selection (inclusion and exclusion) criteria in 
prospective and retrospective research should be provided. The 
details of data source and collection can help to define the source 
population. The issue of random selection of subjects in observa
tional research becomes relevant only for generalization purposes. 

b. ls This Study Sample Relevant to the Research Objective? 

It is important to ask this relevance question because it pertains 
to applicability of the results. If a research question pertains to an 
elderly population, the study must enroll geriatric patients. Pedi
atric enrollees or younger adults may not be likely to experience 
the same results. For example, there was the MEDENOX trial that 
compared the use of enoxaparin 20 mg and 40 mg to placebo in 
medically ill patients to determine if either was effective for reduc
ing VTE.18 Enoxaparin 40 mg was effective for reducing VTE in 
the population. However, the mean age of the population was 
72 years with risk factors predisposing them to VTE. If a research 
objective does not relate to the study sample, this diminishes the 
validity and applicability of the study findings. 

4. Are the Study Methods Appropriately Explained? 
The research methods should provide details of the study design 
and methodology including randomization/observation methods 
and any methods used to minimize the bias. The specifics of study 
design are often described using a figure with details regarding 
the timing of intervention/exposure and outcomes. Methodologic 
details include data collection and measurement process, and defi
nitions of primary objective-efficacy and safety outcome measures. 

a. Are the Methods of Randomization or Observation Explained? 

The randomization process should be described in detail and 
may include specifics such as the drug-placebo ratio and variables 
for which, if any, stratification was performed. Randomization 
helps to assure that similar groups are being compared without 
either/any group having a prognostic advantage at baseline. Base
line differences in the study groups may compromise the validity 
of study results. The clinician must decide whether the magnitude 
of difference, if there is any, would likely change the results that a 
different decision regarding therapy can be made. 

The drawback for not randomizing treatment assignments is 
the potential for other factors to influence the treatment effect. 
Many factors determine the clinical outcome of an individual 
(severity of illness, other known and unknown prognostic factors). 
For example, in a case in which the researchers expect smoking 
history could impact the trial results and they would like to ensure 
smoking history is not a confounding variable, randomization can 
be stratified to assure equal numbers of smokers in each of the 
groups being compared. For observational research, the specifics 
of design (cohort or case-control) and methodology including 
data sources and collection, operational definition of exposure, 
outcome, and key predictors should be provided. Techniques such 
as matching for sample selection and prospective data collection 
for measurement of confounders can help to strengthen the study 
design of observational studies. 

b. Are There any Methods Used to Reduce Bias? 

In clinical research, common biases include investigator bias, 
selection bias, performance bias, attrition bias, and detection bias. 



Randomization minimizes most of these biases. Other techniques 
such as blinding and statistical approaches can also help to min
imize biases. If applied systematically, preconceived opinions of 
the treatment, whether favorable or not, could undermine ran
domization and skew the results. Although the terms "double 
blinding" or "single blinding" are often used, it is usually more 
helpful for the reader if the author explains exactly who was 
unaware of the treatment assignment. However, blinding does 
not provide bias reduction in a trial aimed at showing noninferi
ority. The issues of confounding and selection bias are significant 
in observational research due to nonrandomization. Any con
founder that could bias the study results should be measured and 
statistically adjusted. The statistical approaches like multivariable 
analyses, matching, sensitivity analyses, and other advanced tech
niques should be explained in observational research. 

s. Are the Endpoints Relevant for Patient Care? 
The selection of relevant endpoints is critical as it has impor
tant implications for patient care. The endpoints should be valid 
and reliably measured to ensure the relevance of study findings. 
Clinical endpoints are more relevant than surrogate endpoints. 
For example, a trial showing a drug prolongs the time it takes for 
the doubling of serum creatinine in patients with diabetes implies 
that the drug lessens detrimental kidney effects. However, mea
suring the rate of patients being placed on dialysis or needing 
renal transplant actually measures the rate of detrimental kidney 
effects without having to infer from surrogate endpoint data. 
Retrospective observational studies may have issues in including 
reliable and valid end points. These should be carefully evaluated 
before applying the evidence to patient care. 

a. Are Clinical Outcomes Relevant? 

Clinical Endpoints. Clinical endpoints are outcomes that rep
resent disease or symptoms. Clinical endpoints are direct mea
sures of how a patient feels, functions, or survives. They are 
expected to predict the effect of therapy. Examples may include 
death, disease (myocardial infarction, stroke), or symptoms (pain, 
bleeding). They typically are understood by a layperson without 
interpretation by a medical professional. By contrast, surrogate 
endpoints may correlate with clinical endpoints; however, there is 
no guarantee they will. In clinical research, finding out the effect 
on the clinical endpoint is the goal. The question of relevance is 
related to the extent of improvement in clinical endpoints and 
determining whether the amount of improvement warrants use 
of the new therapy. 

Surrogate Endpoints. Surrogate endpoints are used as outcome 
measures in a clinical trial when the clinical endpoint of interest 
is too difficult or too expensive to measure routinely and when it 
is thought that the surrogate marker correlates well enough to jus
tify its use as a substitute. Surrogate endpoints are indirect mea
sures of clinically meaningful endpoints. Often lab measurements 
such as cholesterol levels or Cluster of Differentiation 4 (CD4) 
count are used as surrogates for clinically meaningful endpoints. 
For surrogate endpoints to be considered valid, there should be 
substantial evidence of a causal relationship between change in 
the surrogate and change in the clinically important outcome. 
The problem with some surrogate endpoints is that, to prove 
the surrogate endpoint is adequate, one has to conduct research 
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using actual clinical end point or provide evidence from previous 
research.19 

Composite Endpoints. Composite endpoints are outcomes that 
capture the number of patients experiencing one or more of several 
outcomes. Many trials use composite endpoints and the outcome is 
considered to have been achieved when any one of the components 
included in the composite has been reached. Three assumptions are 
important to remember for a composite endpoint to be meaningful. 
First, the individual components must be clinically meaningful and 
of similar importance to the patient. For example, a composite end
point that contains nonfatal myocardial infarction, nonfatal stroke, 
and sudden cardiac death with resuscitation includes similarly 
meaningful events. By contrast, a composite endpoint that contains 
myocardial infarction, ischemic stroke, and rehospitalization due 
to heart failure does not include similarly important outcomes. In 
many cases, the weakest component skews the results to create an 
apparent difference between treatment groups when a differenc:e 
may not exist between the more similar outcomes. When large van
ations exist between components, the composite endpoint should 
not be used Second, the effect on each component should be bio
logically plausible. Last, the components should go in the same 
direction. When the composite endpoint is affected positively over
all but the individual components give mixed results, the clinician 
is left confused on whether to choose to use that agent. For exam
ple, in the Losartan Intervention for Endpoint Reduction (LIFE) 
trial comparing losartan and atenolol in hypertension, the pri
mary composite endpoint of CV mortality, stroke, and myocardial 
infarction resulted in a hazard ratio of0.87 (95% CI 0.77-0.98) with 
losartan versus atenolol.20 However, when the components were 
considered individually, no statistical significance in CV mortality 
was seen, a statistically significant advantage was seen with stroke, 
and a nonsignificant increase was seen with myocardial infarction. 

b. Did The Authors Explain How and When the Outcomes 
Were Measured? 

The validity and reliability of outcome measurement should be 
explained in detail. The operational definitions of all relevant end
points should be provided The authors should also explain the 
schedule of outcomes measurements for both experimental and 
observational research. Often an accompanying figure illustrates 
the schedule of events; however, in the absence of such illustration, 
adequate description in the text should allow the reader to sketch 
a map representing a schedule of how each research subject was 
followed. Closer follow-up that one group receives compared to the 
other group can weaken the inferences drawn from the results. For 
example, if a new anticoagulant, which does not require interna
tional normalized ratio (INR) monitoring, was compared to warfa
rin, which requires every 4 weeks monitoring, the closer follow-up 
of the warfarin patients could introduce bias either for or against 
the results that warfarin produces. The closer follow-up might 
allow for detection of bleeding episodes that might go undetected 
in the less closely monitored group. Ascertainment bias, which this 
represents, introduces a systematic distortion in measuring how 
frequently an event occurs due to the manner the data are collected. 

6. Are the Statistical Analyses Appropriate for the Study? 
Statistical analyses are used to assess and account for chance and 
random errors. This includes descriptive analyses of baseline 
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TABLE 17-3 • Common Statistical Tests in Clinical Research 

Purpose Nominal Outcome Ordinal Outcome Interval/Ratio Outcome 

To compare repeated measures in a single group McNemar test Wilcoxon signed ranks test Paired t-test 

To compare two groups Chi-square Mann-Whitney U test Two sample t-test 

To compare three or more groups Chi-square Kruskal Wallis Analysis of A NOVA 
variance CANOVA) 

To assess correlation between variables Spearman correlation Pearson correlation 

To examine predictors or assess relationships Logistic. or Cox regression Linear/logistic regression Linear regression 

characteristics of study groups and comparisons of study end
points using various statistical techniques. The sample size should 
be sufficient to detect clinically meaningful differences between 
the study groups. 

a. Are the Statistical Analyses Appropriate for the Design? 

The choice of a statistical test is determined by several factors 
including the research question, type of dependent variable, num
ber of study groups, sample size, and other statistical rationales 
(Table 17-3 ). The justification of statistical tests should be explained 
by the authors along with the statistical assumptions. The level of 
significance is often set at 5% and a p-value of ~5% is considered as 
statistically significant. Although RCTs often require simple statis
tical approaches, analysis for observational research requires mul
tivariable analyses or other advanced statistical methods to assess 
and control for possible confounders and effect modifiers. 

b. ls the Sample Size Adequate for the Research Question? 

Sample size depends on four variables: type I and type II error 
rates, data variability, er, and treatment effect size, d. In many 
clinical trials, treatment effect size is the clinically important dif
ference expected to be produced between two groups. 21 Failure to 
show a difference between groups may be related to the sample 
size or one or more assumptions used to estimate the sample size. 
Other possible explanations for failing to show a difference could 
be the desire to show too big a difference between groups or try
ing to show the difference with too much certainty. By contrast, if 
a prespecified outcome showed a statistically significant effect, it 
should be concluded that the finding is valid, even if the sample 
size was incompletely recruited. These considerations are relevant 
for both experimental and observational research. 

7. What are the Key Research Findings? 
The key findings should focus on the primary objective. Both statis
tical and clinical significance of the findings should be evaluated 
to determine the relevance of the findings. A researcher may show 
statistical significance but fail to show that a clinically meaningful 
difference was achieved. It is important for a clinician to have an idea 
of what minimally important difference would be needed to persuade 
him or her to use a drug in a patient prior to analyzing the results of 
the trial. Just because a trial has a "statistically significant" finding 
does not equate to a "substantial" benefit. Again, these considerations 
are relevant for both experimental and observational research. 

a. ls the Key Research Finding Statistically Significant? 

Statistical significance is typically indicated by a p-value-the 
probability of finding the results of the study, assuming the null 

hypothesis is true. A p-value ::>0.05 in a study denotes statistical 
significance-evidence against the null (e.g., the null hypothesis 
is that outcomes are equal in treatment and control groups). It 
either meets statistical significance or it does not. A p-value of 
>0.05 means that there is not sufficient evidence to reject the null 
hypothesis or to conclude that the two treatments are different on 
the outcome. When there is sufficient evidence (usually p ::>0.05), 
the findings are considered statistically significant. Once statis
tical significance is established, clinical significance should be 
examined. "Statistically significant" does not imply the results are 
necessarily more important. "Significant" should never be auto
matically interchanged with "substantial': which, unfortunately is 
sometimes assumed by laypeople listening to direct-to-consumer 
advertising. 

b. How Large is the Effect? 

In many studies, the difference in clinical endpoints between 
groups is a key factor in determining the strength of the finding. 
Clinical significance refers to change in efficacy or safety that is 
clinically meaningful in practice. The major factors in determin
ing what is "meaningful" are the extent of change and the type 
of clinical endpoint. What seems like a small 2% difference in 
mortality between groups may still affect a large number of indi
viduals depending on how common the diagnosis is. However, 
2% difference in blood pressure may not be clinically significant 
even if it is statistically significant. Treatment effect is reported in 
several different ways. The absolute risk reduction (ARR) or abso
lute risk increase (ARI), depending on the direction, is one-way. 
In a clinical trial measuring the benefit or detriment one treat
ment arm has over another, the ARR or ARI can be calculated. It 
is the difference between the rate of events for one arm of a trial 
and the rate of events for the other arm. Subsequently, the recipro
cal of the ARR or the ARI is the number needed to treat (NNT) 
or number needed to harm (NNH), respectively. The NNT is the 
number of patients needed to be treated with a therapy to prevent 
an event from occurring. The NNH refers to number of patients 
who would need to be treated to cause harm or an adverse event. 

c. Are the Findings Consistent with Clinical Rationale and 
Previous Literature? 

The consistency of study findings strengthens the research evi
dence. This requires evaluation of previous research and pharma
cological rationale to explain the study findings. Although this is 
important in experimental research, it is critical in observational 
research. Years ago, a trial comparing losartan to captopril in 
heart failure patients concluded there was a statistically significant 
improvement in all-cause mortality with losartan over captopril. 22 



BOX 17-1 '. 
CLINICAL SCENARIO 

The Randomized Aldactone Evaluation Study (RALES) enrolled 
1,663 patients with NYHA Class Ill/IV patients and assigned 841 
to placebo and 822 to spironolactone. All-cause death occurred 
in 386 (45.9%) placebo patients and 284 (345%) spironolactone 
patients. The ARR was 11.4% or 0.114. The NNT was 1/0.114, or 
nine patients. For every nine patients like those enrolled in the 
RALES trial taking splronolactone instead of placebo, one all
cause death will be prevented.24 The Interpretation of whether 
spironolactone should be used in this setting requires some clin
ical judgment It would be nice if for every one patient treated, 
one patient would benefit For various reasons, all drugs do not 
work in everyone. Overall, an NNT of nine is a worthwhile drug 
therapy but other issues must be considered. 

The NNH Is calculated the same way. In the same RALES trial, 
9% of men developed gynecomastia in the spironolactone 
group while only 1 % of the placebo arm reported it This results 
in an NN H of 1 3 for the adverse event gynecomastia. Therefore, 
when weighing whether to use the drug in a similar popula
tlon, the Input of the patient must be considered. In cases In 
which patient input is not applicable, the NNT and NNH form 
the risk-benefit decision for the prescriber. If roughly every 9th 
person will avoid death while every 13th person will suffer from 
gynecomastia, and there is no way to discern who they will be, 
a patient should be given the option whether or not to use 
the drug. 

The biologic plausibility was missing, as was support from previ
ous literature. Subsequently, a similar yet larger trial with longer 
follow-up compared the drugs to each other again in a similar 
population.23 The results from this stronger, higher quality evi
dence did not support the :findings of the first trial When an 
inconsistent :finding of this type occurs, a clinician should ques
tion whether a difference truly exists and should follow the cur
rent best evidence. Observational research often requires multiple 
studies across diverse study populations for the :findings to be 
considered as credible evidence because of inherent biases. 

8. Are There Any Study Limitations? 
Research is alwa}15 constrained for practical and scientific reasons. 
These include study sample, study design and methodology, and 
anal)15es. The research :findings should always be evaluated in the 
context of study limitations. Some limitations are small and may 
not limit the study :findings; other limitations may be large and 
may warrant some constraints regarding the applicability of study 
findings. 

a. Were There Limitations In Sample, Design~ and Analyses 
That Limit the Research Findings? 

Study limitations are any research constraints that diminish the 
validity and/or restrict the generalizability of the results. Lim
itations can include flaws in study design including the failure to 
recruit enough study subjects such that power is reduced. .AIJy 
factor that reduces the internal validity (study design and methodo
logical flaws) or the external validity (generaliz.ability) is considered 
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a limitation of the study. The extent of these limitations should be 
evaluated and should be factored in applying the research findings 
to practice and policy. Often observational research has more study 
limitations than experimental research due to inherent biases in 
study design. Consequently, observational research is lower than 
experimental designs in the hierarchy of evidence. 

9. How can the Research Findings be Used In Practice? 
Often research :findings can be wed in similar types of patients 
in whom the research was conducted. It may not be reasonable 
to expect that the same results from a clinical trial using an adult, 
nonelderly sample would translate to an elderly population. In 
some cases similar results may occur; however, to assess the effects 
in the elderly population, the trial should be performed in that 
population. In addition, the utility of the research in patient care 
is based on the considerations of internal validity and strength of 
study :findings. 

a. Can the Findings be Generalized to Other Populations1 

Extrapolating research :findings to populations in whom the treat
ment has not been tested is questionable. In some cases it may be 
reasonable to extrapolate research :findings, but the reality exists 
that the results may not be reproducible in a different population 
or one with different variables. For example, the we of beta block
ers in heart failure is limited to carvedilol, metoprolol succinate, 
and bisoprolol largely because another beta blocker, bucindolol. 
was tried and failed to show the benefit. This prevented extrapo
lation to other beta blockers for this use. By contrast, angiotensin 
converting enzyme inhibitor (ACEI) use in heart failure does not 
seem to suffer the same restrictions, possibly because each agent 
that has been tried thus far has provided a sufficient effect to rea
sonably allow clinicians to extrapolate the results to other ACEls 
in the absence of trials in each and every ACEI. The true effect 
will remain unknown for individual drugs until the treatment is 
tested in the actual population. 

b. Should the Findings be Incorporated Into Practice? 

Several considerations should be made before incorporating 
research :findings into practice. First, the study design and meth
ods from which the re.ults came should be critically appraised. 
The internal validity considerations are paramount in translating 
evidence into patient care. The strength of the findings based on 
NNT and NNH can help to implement EBM. If the new findings 
are beneficial over the standard practice and there is leSll harm, 
implementation of the :findings should be put into practice. If the 
new :findings are beneficial over the standard but there is more 
harm, an individual judgment must be made to determine if 
the detriment in the form of adverse effects is worth it to achieve 
the benefit the new finding offers. 

GENERAL CONSIDERATIONS 

In addition to scientific and methodological considerations, clini
cians should keep in mind that other general factors can under
mine the research :findings. Addressing the following additional 
questions can help to provide a well-rounded evaluation of the 
research under consideration. 
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1. ls This Peer-Reviewed Paper? 
Nonpeer reviewed publications occur in newspapers, magazines, 
or journals and are written by any self-proclaimed experts with
out review by experts in the field. Peer-reviewed journals publish 
articles that have been reviewed and edited by experts and profes
sionals in the field who are familiar with the topic and can pro
vide meaningful, rigorous, scientific critiques of the article prior 
to publication. 

2. Who Funded the Research 1 
Those who fund the research often have input into the research. 
Whether the funding agency maintains the decision to publish, 
controls ownership of the data, or pays the researcher in some way 
could influence the analysis of the data. Research supported by 
industry is interpreted by their authors differently than research 
supported by not-for-profit agencies. Financial competing inter
ests have been shown to influence the authors' conclusions. Some 
factors that lead to misconstrued interpretation of the data are 
inappropriate control interventions such as imbalanced dose 
comparisons, the use of surrogate endpoints, publication bias, and 
incomplete or misleading descriptions of the research findings. 

One study that analyzed 12 clinical trials to assess the associa
tion between competing interests and authors' conclusions found 
that those with competing financial interests more commonly 
favored the experimental intervention. The same association 
was not found for those with competing personal, academic, or 
political interests. 3.25 Another study that assessed 3 70 randomized 
drug trials concluded that trials funded by for-profit organiza
tions had a more than five-fold increased odds of recommending 
the experimental drug as the drug of choice compared with trials 
funded by nonprofit organizations.z 

Publication bias is the publishing of results of positive trials 
while not publishing trial results that show no difference or neg
ative results. It leads to a body ofliterature with skewed findings. 
Industry-funded research has a vested interest in showing posi
tive results and not in showing no difference or negative results 
in clinical trials. The peer-review process has shown a less than 
stellar ability to mitigate the problem. One study testing the 
peer-review process found that a fabricated manuscript with a 
positive finding was more likely to be recommended for publi
cation than an otherwise identical manuscript that showed no 
difference. 26 

In 1997, the Congress passed the Food and Drug Adminis
tration Modernization Act that created a public resource that 
required federally or privately funded clinical trials conducted 
under investigational new drug applications (INDs) to be reg
istered. In 2000, the National Institutes of Health National 
Library of Medicine released the web site ClinicalTrials.gov.27 

Many major medical journals will not publish unless the trial 

is registered with Clinical Trials.gov before the entry of the first 
study subject. The public is able to see the progress of such trials 
and expect results to be published regardless of the direction of 
the findings. 

3. Are There Any Conflicts of Interests? 
Conflicts of interest ( COI) can occur in many ways. Research 
can be conflicted based upon its funding as well as relationships 
between the investigators and the sponsor. Funding of research 
can produce a COI by inserting financial incentive to influence 
results by either paying the researchers directly, providing free 
supplies or drugs, or by supporting their research programs 
within academia. The potential for a financial COI exists when 
there is a financial incentive (real or perceived) that could poten
tially influence the research results. Examples of such potential 
COis include sponsor inducements to the investigators (speaking 
opportunities, enrolling incentives, etc.) that are outside the sup
port provided for the conduct of the study. Financial COis may 
arise if the investigators or their immediate family have a rela
tionship with the sponsor or potentially stand to gain from the 
results of the trial. Supervisory COI can occur when a supervisor 
has an ulterior motive, financial or otherwise, for the employee's 
research to produce biased results. Sometimes these CO Is may be 
managed by inserting a safe haven for the employee researcher, 
thereby minimizing influence by the supervisor. A COI, in and 
of itself, does not invalidate the research findings. At a minimum, 
the potentially conflicted party should disclose the conflict so the 
reader can put the results into context. 

SUMMARY AND CONCLUSION 

Articles published in the medical literature are written in similar 
formats, usually using IMRaD structure, regardless of the study 
design, which helps the reader to develop an information expec
tation even before critically appraising the publication. The type 
of research question determines the best study design to answer 
a research question. Systematically appraising the medical lit
erature, regardless of the study design, helps a clinician address 
issues that may otherwise be overlooked. Using the nine critical 
appraisal questions may help the clinician to read with a critical 
eye and develop skills to discern high quality evidence from low 
quality evidence. Deciding to incorporate research findings into 
practice is critical, and several important considerations should 
be made before subjecting an individual to a new treatment, diag
nostic test, or prognostic category. Lastly, becoming aware of bias 
that can enter into research is the first step in mitigating the bias. 
Once a clinician knows what to look for, a decision can be made 
whether or not to apply the evidence to practice. 



Review Questions 
I. Discuss the key components ofIMRaD format. 

2. Explain key considerations for evaluating appropriateness of 
design and methods for study objectives. 

3. Differentiate the use of surrogate endpoints with the use of 
clinical endpoints. 

4. What are three assumptions for composite endpoints to be 
useful to the reader to be able to apply trial results? 

s. What are some key considerations for applying research find
ings into practice? 

6. Discuss some general factors that can undermine the research 
findings. 

Online Resources 
Critical Appraisal Tools: https://www.cebm.net/2014/06/ 
critical-appraisal/ 

Critical Appraisals Skills Programme Appraisal Checklists: 
https://casp-uk.net/ casp-tools-checklists/ 

Study Design and Choosing a Statistical Test, BMJ Online: 
http://www.bmj.com/about-bmj/resources-readers/publications/ 
statistics-square-one/ 13-study-design-and-choosing-statisti 
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Evaluating Randomized 
Controlled Trials 
Erin M. Timpe Behnen, PharmD, BCPS • McKenzie C. Ferguson, PharmD, BCPS 

CHAPTER OBJECTIVES 

.., Identify and describe the use of formal criteria to assess 
the quality of randomized trials 

.., Assess validity issues in randomized trials 

.., Apply general criteria to evaluate methodological rigor in 
randomized trials 

KEY TERMINOLOGY 

.., Evaluate common biases in randomized trials 

.., Interpret and apply key findings in clinical practice 

Chalmers Scale 

Composite endpoint 
Consolidated Standards of 

Reporting Trials (CONSORT) 
Construct validity 

Jadad scale 

INTRODUCTION 

Randomiud controlled trials (RCTs) can provide the strongest 
evidence when they are well-designed and conducted. Unfortu
nately. poor study design and methodology may produce mis
leading results and clinical evidence that may ultimately impact 
treatment decisions reaching patients.1 Several studies have 
evaluated the conduct and reporting of RCTs and have found 
that more than half of those analyied had missing or incomplete 
key information regarding the methods used for allocation of 
patients. blinding. reporting a denned primary endpoint. and 
sample size cakulation.2-<1 This highlights the importance of ait
ical evaluation of clinical trials by clinicians. 

Treatment considerations are often based on the evidence 
derived from RCTs. Although these trials are designed to pro
vide the strongest evidence for patient care, any flaw in study 
design and implementation can undermine the results and 
ultimately affect the evidence base. Clinicians should be able 
to identify the flaws in study design and implementation. and 
further evaluate the impact of flaws on the results. Patient care 
treatment decisions require a thorough understanding of the 
evidence in the context of current practice, study design and 

implementation. and patient-spec:ific considerations. Chapter 4: 
Randomized Controlled Trials, provided details regarding the 
conduct of randomized trials. This chapter will identify guide
lines for standard reporting of RC'IS and will describe scales 
and checklists available for assessing randomized trials. Factors 
to consider when evaluating internal and external validity and 
other issues for critically evaluating RC'IS will be outlined and 
applications to an example article will be included. Finally. con
siderations for application of RCT Sndings to patient care will be 
described and applied. 

CRITERIA FOR EVALUATING AND 
REPORTING CLINICAL TRIALS 

Standardized Reporting Requirements 
Previously. biomedical journals recommended various format
ting and content requirements in their guidelines for author 
submissions. However. in 1979. a group of medical journal edi
tors, now known as the International Committee of Medical 
Journal Editors (ICMJE), published the Uniform Requirements 
for Manuscripts Submitted to Bio.medical Journals to improve 
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consistency of reporting.7 This document provided standard 
requirements for manuscript preparation in an effort to improve 
accuracy and clarity of reports in the medical literature. These 
include standard requirements for manuscript preparation and 
submission, statements on overlapping publications, and obliga
tion to publish negative studies. Standards related to ethical issues 
with publishing (e.g. criteria for authorship) were added later. In 
addition to assisting authors and editors, this standardization of 
formatting allowed the readers to have specific expectations for 
the published articles. The Uniform Requirements have been 
adopted by hundreds of medical journals.7 

The latest reporting requirement of randomized trials is the 
Consolidated Standards of Reporting Trials (CONSORT) 
Statement, a minimum set of standards that are evidence-based 
for preparing reports of RCTs. The initial CONSORT statement 
in 1996 was the result of a meeting of medical editors, clinical 
researchers, epidemiologists, and methodologists from across 
the nation, who developed an evidence-based checklist of items. 
If these items were not included in randomized trials, then it 
could result in biased findings. The checklist includes 25 items 
of standard requirements that appear in Table 18-1.8 Revised 
CONSORT statements were published in 2001 & 2010, and exten
sions for additional designs (e.g., noninferiority and equivalence 
trials, cluster trials, and pragmatic trials) and interventions (e.g., 
herbal medicine interventions, nonpharmacological treatment 
interventions, acupuncture interventions) are also available.8- 10 

The CONSORT Statement was endorsed by the ICMJE and has 
been endorsed by more than half of the core medical journals 
found in the Abridged Index Medicus on PubMed.9 

The standardized reporting mechanisms help readers to crit
ically evaluate clinical trials. With standardization, readers may 
expect that specific information, including clear descriptions of 
methodology, should appear and where to find that informa
tion within the article. Although the standardized reporting 
tools may help in easily identifying biases and flaws, they cannot 
conclude implications for patient care. Clinicians must weigh all 
of the items and put the information in context to determine 
implications to patient care. To thoroughly evaluate RCTs, cli
nicians must assess study validity (both internal and external) 
to determine applicability of the study results to current clinical 
practice. 

Quality Assessment Scales for Randomized Trials 
Although the standardized reporting requirements were devel
oped to improve reporting in the medical literature, more rigor
ous expectations for publishing and evaluating randomized trials 
were sought. By 1995, a total of 25 scales with a range of 3 to 34 
items, and nine checklists with a range of 4 to 57 items, were 
reported in the literature to evaluate the quality of RCTs. 11 The 
scales included scored components that assessed varying degrees 
of trial characteristics and provided an overall score, whereas the 
checklists assessed the presence or absence of certain qualities of 
randomized trials. All of the scales and checklists varied widely 
from each other with some designed to evaluate any trial and 
others developed for specific areas (e.g. arthritis and pain}. Addi
tionally, testing of the scales for validity and reliability varied.11 

Some of the scales have been used more frequently than others. 

The most frequently used scale with the most rigorous devel
opment is the Jadad scale.12 The Jadad scale was originally 
developed to assess pain research and includes only three items 
related to descriptions of sequence generation, blinding meth
odology, and withdrawals and dropouts. The reliability of this 
scale has been tested in various settings. The second most cited 
and adapted scale is the Chalmers scale.13 This 32-item scale was 
originally designed to assess studies using aspirin in patients with 
cardiovascular disease. The Chalmers scale assesses descriptions 
of methodology, statistical analysis, and presentation of results. 
The most commonly used scales for evaluating RCTs are briefly 
described in Table 18-2. 

While all of the criteria to evaluate the quality of clinical tri
als vary in length, all include items addressing blinding, sequence 
generation, and dropouts/withdrawals. •i-•9 The tools vary in the 
assessment of validity and reliability issues with the scale by Jadad 
et al. having been studied the most. These tools assess method
ology of RCTs to evaluate the quality of reporting; this also helps 
in determining the likelihood that the results are valid. Although 
checklists and scales are useful and often used to evaluate quality, 
they cannot identify all potential study design and implemen
tation flaws. Also, checklists and scales cannot incorporate the 
weight of flaws in the final assessment of study fmdings. 

VALIDITY 

Study validity refers to the quality of research evidence regarding 
the effect of treatment on patient outcomes.20 Both internal (cau
sality) and external (generalization) validity must be evaluated 
and weighed to determine the strength of findings in an RCT. 

The article "Effect of Opioid vs Nonopioid Medications on 
Pain-Related Function in Patients with Chronic Back Pain or Hip 
or Knee Osteoarthritis Pain" published in Journal of the American 
Medical Association will be used as an example to identify and 
apply concepts of internal and external validity in RCTs. Briefly, 
this randomized trial compared the efficacy and safety of opioid 
and nonopioid medications in the treatment of patients with 
chronic back pain or hip or knee osteoarthritis pain.21 

Internal Validity 
RCTs are used to investigate causality of an intervention on an 
outcome. In a study that is internally valid, randomization, mea
surement, and assessment of the variables are conducted appro
priately to arrive at accurate results. There are many factors that 
can lead to decreased internal validity. As discussed in Chapter 4: 
Randomized Controlled Trials, these factors include: history, mat
uration, testing, instrumentation, statistical regression, selection, 
attrition, and diffusion or imitation of treatments . .n Random
ization and standardization in methodology assist with mini
mizing threats to internal validity. Baseline characteristics, often 
described in tables, and potential effects of dropouts should be 
reviewed to ensure similarities between the treatment and con
trol groups. Some of the factors influencing internal validity 
would be minimized in the pain study due to the randomization 
of treatments; however, the pragmatic design of the study may 
create a challenge to maintaining internal validity. Maturation, 
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TABLE 18-1 • CONSORT 2010 Checklist of Information to Include When Reporting a Randomised Trial"" 

Section/Topic 

rifle and Abstract 

Introduction 

Background and 
Objectives 

Mdhods 

Trial Design 

Participants 

Interventions 

Outcomes 

Sample Size 

Randomisation: 

Sequence 
generation 

Allocation conceal-
ment mechanism 

Implementation 

Blinding 

Statistical Methods 

Results 

Participant Flow 
(a diagram Is strongly 
recommended) 

Recruitment 

Baseline Data 

Numbers Analyzed 

Outcomes and 
Estimation 

Ancillary Analyses 

Harms 

Discussion 

Limitations 

Generallsabllty 

Interpretation 

Item 

la 
lb 

2a 
2b 

3a 
3b 

4a 
4b 

5 

6a 

6b 

7a 
7b 

8a 
Sb 

9 

10 

11a 

11b 

12a 
12b 

13a 

13b 

14a 
14b 

1S 

16 

17a 

17b 

18 

19 

20 

21 

22 

Checklist Item 

Identification as a randomized trial in the title 
Structured summary of trial design, methods, results, and conclusions (for specific guidance see 
CONSORT for abstracts} 

Scientific background and explanation of rationale 
Specific objectives or hypotheses 

Description of trial design (such as parallel, factorial} including allocation ratio 
Important changes to methods after trial commencement (such as eligibility criteria}, with reasons 

Eligibility criteria for participants 
Settings and locations where the data were collected 

The interventions for each group with sufficient details to allow replication, including how and when 
they were actually administered 

Completely defined prespecified primary and secondary outcome measures, including how and when 
they were assessed 
Any changes to trial outcomes after the trial commenced, with reasons 

How sample size was determined 
When applicable, explanation ofany interim analyses and stopping guidelines 

Method used to generate the random allocation sequence 
Type of randomisation; details of any restriction (such as blocking and block size) 

Mechanism used to implement the random allocation sequence (such as sequentially numbered 
containers), descrlblng any steps taken to conceal the sequence until rnterventlons were assigned 

Who generated the random allocation sequence, who enrolled participants, and who assigned 
participants to interventions 

If done, who was blinded after assignment to interventions (for example, participants, care providers, 
those assessing outcomes} and how 
If relevant, description of the similarity of interventions 

Statistical methods used to compare groups for primary and secondary outcomes 
Methods for additional analyses, such as subgroup analyses and adjusted analyses 

For each group, the numbers of participants who were randomly assigned, received intended treatment, 
and were analyzed for the primary outcome 
For each group, losses and exclusions after randomisation, together with reasons 

Dates defining the periods of recruitment and follow-up 
Why the trial ended or was stopped 

A table showing baseline demographic and clinical characteristics for each group 

For each group, number of participants (denominator) Included in each analysis and whether the analysis 
was by original assigned groups 

For each primary and secondary outcome, results for each group, and the estimated effect size and its 
precision (such as 95% confidence interval) 
For binary outcomes, presentation of both absolute and relative effect sizes is recommended 

Results of any other analyses performed, including subgroup analyses and adjusted analyses, distinguish
ing prespecified from exploratory 

All important harms or unintended effects in each group (for specific guidance see CONSORT for harms) 

Trial limitations, addressing sources of potential bias, imprecision, and, if relevant, multiplicity of analyses 

Generalisability (external validity, applicabllity) ofthe trfal findings 

Interpretation consistent with results, balancing benefits and harms, and considering other relevant evidence 

(Condinued) 
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TABLE 18-1 • CONSORT 2010 Checklist of Information to Include When Reporting a Randomised Trial" .. (Continued) 

Item Checklist Item Section!Topic 

Other Information 

Registration 

Protocol 

23 

24 

25 

Registration number and name of trial registry 

Where the full trial protocol can be accessed, if available 

Funding Sources of funding and other support (such as supply of drugs), role of funders 

·we strongly recommend reading this statement in conjunction with the CONSORT 201 O Explanation and Elaboration for important clarifications on all the 
items. If relevant. we also recommend reading CONSORT extensions for cluster randomised trials, non-inferiority and equivalence trials, non-pharmacological 
treatments, herba I Interventions, and pragmatic trials. Addition a I extensions are forthcoming: for those and for up to date references relevant to this checklist, 
see www.consort-statement.org. 

selection, and regression could occur but these would be similar in 
the two groups due to randomization. Apart from the differences 
in prerandomization treatment group preference, substance use 
and employment, other characteristics of the study groups were 

TABLE 18-2 • Common Tools for Evaluating Clinical Trials 

Number of 
Name Scale Items Description of Items 

Jadad scale12 3 Sequence generation, 
blinding methodology, 
and withdrawals and 
dropouts. 

Chalmers scale13 32 Methodology, statisti-
cal analysis, and pre-
sentation of results. 

Delphi list14 9 Treatment allocation, 
baseline characteris-
tics, eligibility criteria, 
blinding, defining the 
primary outcome, and 
using intention-to-
treat analysis. 

van Tulder list'5 11 Randomization, 
allocation, blinding, 
withdrawals, and use 
of an intention-to-treat 
population. 

Cochrane Risk of Bias 7 Random sequence 
too116 generation, allocation, 

blinding, incomplete 
outcome data, and 
selective reporting. 

Centre for Evidence-Based 5 Randomization, alloca-
Medicine Critical Appraisal tion, intention-to-treat, 
of Randomized Controlled measure of objectives, 
Trials17 and treatment effect 

sizes. 

National Institute for NICE-23 Allocation practices, 
Health and Clinical Excel- SIGN-29 blinding, attrition bias, 
lence (NICE) and Scottish performance bias, and 
Intercollegiate Guidelines detection bias. 
Network (SIGN) methodol-
ogy checklists for random-
ized controlled trials1e.u 

similar to each other due to randomization. More patients in the 
nonopioid group preferred to be in the opioid medication group 
and had past-year illicit drug use. Fewer patients in the nonopioid 
group were current smokers and were currently employed. All 
patients in the study were treated similarly in requirements for 
pain and adverse effect assessments and follow-up visit schedules. 
Testing and instrumentation in this study are primarily subjective 
assessments, but utilized validated instruments. Both treatment 
groups went through the same process of assessments. The num
ber and duration of study visits was similar between the groups. 
The assessment used for the primary outcome was the Brief Pain 
Inventory (BPI) interference scale. While this is a validated scale, 
a simple visual analogue scale assessing pain is the most common 
assessment utilized in pain studies. The clinicians that conducted 
the assessments were blinded to patient treatment; however, the 
patients themselves and care providers were not blinded to treat
ment assignments. History could have been a factor if there was 
a significant change in the clinical practice guidelines for treat
ment of pain. While there were no extreme changes, chronic pain 
management is constantly evolving to discourage high doses and 
sustained use of opioids.23 Additionally, in 2015, the Food and 
Drug Administration (FDA) strengthened a warning regarding 
cardiovascular risk with nonsteroidal antiinflammatory drugs 
(NSAIDs).24 The pain study revised the protocol to assess cardio
vascular risk and used lower doses and agents with less evidence 
of cardiovascular risk in these patients. With regards to attrition, 
only small numbers of patients dropped out of the study in both 
arms, which would not likely result in a change in overall group 
characteristics.21 A clinician must evaluate each of the threats to 
internal validity and determine if any of these may have influ
enced the results and by how much. 

External Validity 
RCTs incorporate a relatively small group of participants who are 
meant to represent a much larger group of everyone to whom the 
intervention may be applied. External validity of a study allows 
for the application of the causal relationship results evaluated in 
the study to be generalized to the larger population irrespective 
of different types of patients, place, and time. Various factors 
may decrease the external validity or the ability to generalize 
the study results to others. These factors may include: interac
tion of selection and intervention, effects of testing, effects of 
experimental arrangements, and multiple treatment effects.25 

There is always a risk that participants may behave differently 
when they know that they are in a study. Multi-center studies 



that recruit patients based on criteria rather than self-selection 
and incorporate an appropriate sample size aid in improving 
external validity. The pain study recruited patients only from 
62 Veterans Affairs (VA) primary care clinics in Minneapolis, MN. 
The patient recruitment from only a Veteran patient population 
in a single city weak.ens the likelihood that the results may be 
applied to a broader population. Most patients were male (87%} 
and Caucasian (86%).11 

Inclusion and exclusion criteria, characteristics of the partici
pants and experimenters, the setting in which the study was con
ducted and time of interventions, including the effects of multiple 
interventions and external events should be assessed when eval
uating the potential for decreased external validity. A study with 
decreased external validity results in a limited ability to generalize 
the findings to a larger population. 25 

CRITICALLY EVALUATING RANDOMIZED 
CONTROLLED TRIALS 

Although randomized trials are designed to provide the strongest 
evidence for clinical care, trial findings should not be accepted 
without critical evaluation of study design and implementation. 
Critical evaluation of a randomized trial requires assessment of 
the following major issues of study design and implementation: 

• Study sample 
• Randomization and blinding 
• Intervention and control group 
• Clinical endpoints 
• Trial findings 
• Limitations and implications 

The article, "Effect of Opioid vs Nonopioid Medications on 
Pain-Related Function in Patients with Chronic Back Pain or Hip 
or Knee Osteoarthritis Pain;' is used to identify and apply the 
knowledge of critical issues in RCTs.21 Table 18-3 summarizes the 
key factors evaluated in this trial. 

Study Sample 
Investigators should clearly delineate recruitment strategies and 
eligibility criteria that allow for a representative sample to be stud
ied, as this strongly affects the internal and external validity of the 
findings. Specific areas of an article to focus on when evaluating 
the study sample include: recruitment strategies, inclusion and 
exclusion criteria, the baseline characteristics of the study popu
lation, and sample size calculations. A description of the recruit
ment strategies used may be helpful to determine similarities and 
differences between the population studied and the population 
that the clinician will be treating. It may be difficult to determine 
generalizability of results to the entire population when a conve
nience sample in a single center is used as it would be difficult to 
be sure that the general population would respond the same as 
those selected to participate in the study.26 The pain study was 
conducted in only Veteran patients in Minneapolis, MN. A multi
center study in any patients with chronic back pain or hip or knee 
osteoarthritis, rather than only Veterans, would have been helpful 
to determine if a diverse population of patients would experience 
similar results to Veterans in MN. 
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Inclusion and exclusion criteria and baseline characteristics 
should be reviewed to determine the appropriateness and the 
ability to produce a population similar to the clinician's patient 
population. Inclusion criteria are important to ensure the appro
priate patients with the disease state are evaluated and to create 
a homogenous group likely to respond to the treatment, while 
exclusion criteria are necessary to exclude patients in whom the 
treatment may either be unsafe or who may have inconsistent 
responses. If inclusion criteria are not specific enough, it may be 
difficult to determine which population of patients may benefit 
most from the treatment. If exclusion criteria are extensive, it may 
be difficult to extrapolate findings to the general population. Each 
of the criteria should be valid and should have a reason for being 
listed. 27 Baseline characteristics of each group individually and the 
entire study sample should be reviewed to determine both simi
larities between the groups as well as overall generalizability of the 
findings beyond the study.16 In the pain study, the inclusion cri
teria allowed for patients with different types of pain (i.e. chronic 
back pain and osteoarthritis}, which may benefit from different 
pain therapy due to the underlying cause of the pain. Patients with 
both moderate and severe pain were included in the study. Clini
cians differ on beginning patients with moderate pain on opioid 
therapy without first trying nonopioid therapy. Exclusion criteria 
were appropriate to ensure patient safety within the population 
studied. Most patients were male and Caucasian. 

Sample size and power calculation for the primary endpoint 
should be conducted on an a priori basis to aid in determining a 
clinically significant difference between the groups. This is espe
cially important in studies that do not find statistically significant 
differences between groups to be able to determine if there truly 
was no difference between the groups or if no difference was 
found because the study was underpowered. When statistically 
significant findings are missed due to inadequate power, this may 
have direct implications regarding overlooking possibly effective 
therapies.28 Both the sample size and the treatment effect size or 
event rate are important to define a priori in an assessment of the 
possibility of a type II error occurring. The number of patients 
actually evaluated in the study in relation to what was calculated 
is important. Additionally, the treatment effect size must be eval
uated to determine clinical agreement with a prespecified defini
tion of a difference between the groups. 

In the pain study, I IS patients in each group were determined 
to be necessary to have 80% power to detect a I-point differ
ence in mean BPI interference at I2 months. The study actually 
enrolled and evaluated a total of240 patients (I20 patients in each 
group}. The treatment difference of I-point appears to be a clini
cally acceptable definition.21 

Randomization and Blinding 
Randomization helps to ensure that the baseline characteristics 
of the groups being compared are similar to each other. Investi
gators should describe the methodology used for randomization 
including how sequences were generated and how allocation was 
concealed to ensure randomization. Blocked randomization is a 
common form of restricted randomization used to ensure sim
ilar sample sizes of the treatment groups. Stratification further 
allows for balanced assignment to groups based on one or more 
specific characteristics. Often studies will state that patients were 
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TABLE 18-3 • Example of Application of Literature Evaluation to a Randomized Controlled Trial21 

Major Areas for Evaluation Application to the Study 

Study Sample 

Recruitment strategies This study included patients recruited from 62 Veterans Affairs primary care clinicians in Minneapolis, MN. 

lndusion and exclusion criteria Inclusion criteria were controversial. Patients with chronic back pain may have different underlying condi
tions that may be the cause of pain necessitating different effective therapies. Additionally, patients with 
moderate pain were included and randomized to the opioid arm when some clinicians suggest starting 
with nonoplolds for moderate pain. The excluslon criteria were appropriate to ensure patient safety. 

Baseline characteristics The age range was appropriate for patients with chronic back pain and hip or knee osteoarthritis pain. 
Most patients were male and Caucasian. Differences between study groups were seen in pretreatment 
preference, substance use, and employment. 

Sample size calculation A sample size calculation was present. The treatment effect size outlined was clinically appropriate. 

Randomization This was a randomized controlled trial, which is an effective study design to minimize bias. Random
ization was blocked and stratified by primary pain diagnosis. The randomization table was computer 
generated. 

Blrndlng The patients and providers were not blinded to treatment assignments. Outcome assessors were blinded 
to group assignments. 

Intervention and control group Opioid and nonopioid therapies are acceptable treatment options for chronic pain. Clinicians differ in 
decisions to begin opioid therapy for moderate pain. The characteristics of the two treatment groups 
were generally similar to each other and patients were treated similarly in the study in terms of clinic 
visits and evaluations. Overall adherence to treatment was good. The number of drop outs was small 
in both groups. Additionally, other treatments were allowed in the study (e.g. acupuncture, massage 
therapy, etc.) and patients in the nonopioid group were allowed opioid therapy as a third line option. 

Clinical endpoints The study used the 7-item Brief Pain Inventory interference scale to assess the primary outcome of 
pain-related function. Pain intensity was assessed with the 4-ltem Brief Pain Inventory severity scale. 
Adverse effects were assessed by a patient-reported checklist. These assessments were all subjective 
assessments. While these are all validated assessments, a visual analogue scale is the most common 
assessment used in pain studies rather than the BPI. 

Trial findings 

Accounting for all data An intent-to-treat analysis was used. Data were reported in the article and in the supplementary 
appendix. 

Statistical tests Statistical tests used were appropriate and confidence intervals were reported. Subgroup analyses were 
limited. 

Conclusion Conclusion focused on the primary outcome, but did not acknowledge limitations concerning the exter
nal validity of this study. 

Limitations and implications 

Application to clinical practice 

Study findings were compared to previous studies comparing opioid and nonopioid treatment for pain. 

Nonopioid therapy may be appropriate to utilize first in the treatment of chronic back pain and hip or 
knee osteoarthritis pain, Patient speclficfactors should be considered when applying the results of this 
study to clinical practice. 

randomized to groups, but will not provide an additional descrip
tion of the process. It is important to know how randomization is 
done and how sequence generation and allocation was concealed 
to assess for bias. This can be seen by a detailed description of 
randomization and blinding provided by the investigators and 
also by assessing similarities in reported baseline characteristics 
of the groups to determine if randomization was successful. Often 
any difference in baseline characteristic after randomization can 
be attributed to sampling error and is statistically controlled to 
explore for effects on the outcome.16 Successful randomization 
helps to ensure internal validity of the study. In the pain study, 
patients were randomized by computerized randomization table 
in blocks of 2 and 4 and were stratified by primary pain diagnosis. 
The pharmacist, patient, and primary care clinician were informed 

of group assignment, but outcome assessors were blinded to group 
assignment. 21 

Reports should specify whether investigators, biostatisticians, 
or both are blinded and how concealment of assignments are 
ensured.16 Using and adhering to a strict protocol may be help
ful to improve internal validity in cases in which blinding is not 
possible. 

Intervention and Control Groups 
An appropriate comparator or control group is essential in RCTs. 
A placebo control group may be unethical to use when there is a 
well-established standard of care. If an active control group is used, 
the treatment must have known efficacy for the disease state and 
an appropriate dosage regimen should be used. If the active control 



group has not been clearly shown to be effective, the basis for effi
cacy of the comparison group is then unknown.29 The study pro
tocol should fully describe how outcomes are defined, how safety 
is monitored, and when the trial may be stopped if necessary. A 
clearly defined protocol may improve internal validity of the study 
by guiding investigators to follow the same methods.8 Treatment 
adherence should be objectively assessed and reported. If treat
ment adherence is low, it is difficult to determine true efficacy of 
the intervention; however, decreased adherence from significant 
side effects or a difficult regimen may also have clinical ramifi
cations. Differences in adherence between the groups should be 
evaluated to determine if a difference in efficacy is actually due to 
the treatment benefits versus a significant number of patients dis
continuing therapy in the control arm. Discontinuation of therapy 
due to adverse effects or difficult regimens may be beneficial to be 
aware of in evaluating overall risk versus benefit of the new treat
ment. 29 The pain study compared two appropriate active treatment 
arms; however, the nonopioid arm also had access to opioid ther
apy. The protocol was adequately described with additional infor
mation available in a supplementary appendix. Adherence was 
assessed and the number and duration of study visits were simi
lar between the groups. Nineteen percent of patients in the opioid 
group and 8% of patients in the nonopioid group discontinued the 
study medication prior to the end of the study. 21 

Clinical Endpoints 
The primary outcomes of the study should be measures that actu
ally assess the true clinical outcome. The primary endpoints of 
randomized trials are often measures of efficacy; these include 
symptoms, clinical response rate, clinical cure rate, quality of 
life, morbidity, and mortality. These should be measured by vali
dated instruments that have been shown to evaluate the outcome 
studied.8 Construct validity refers to the extent to which the 
measurement process truly captures the disease outcome. If clini
cally appropriate endpoints are not used to measure overall effects 
of the treatment groups or they are measured at inappropriate 
times, then there is little meaning to the study. Outcome variables 
and measures to assess the variables should be clearly defined to 
determine reproducibility and clinical acceptability of the end
points. Various aspects of clinical outcomes are usually evaluated 
including whether they are objective or subjective, surrogate, or 
composite. Objective outcomes, such as clinical laboratory mea
sures, are generally preferred as there is decreased subjectivity in 
assessment as long as they are measured at an appropriate time. 
If a surrogate outcome is used, then it must have a strong and 
consistent association with the clinical endpoint and conclusion 
should only relate to the surrogate endpoint used in the study. 

One of the most cited examples of a study that has contradicted 
practice based on surrogate endpoint evidence is that of the Car
diac Arrhythmia Suppression Trial (CAST). The antiarrhythmic 
agents, encainide and flecainide, were routinely used in practice 
to treat ventricular arrhythmia following myocardial infarction 
(which is a risk factor for mortality) based on their antiarrhyth
mic properties (a surrogate endpoint). However, when the CAST 
study compared these agents to placebo to investigate effects on 
mortality (the clinical endpoint), the antiarrhythmic agent group 
was found to nearly triple the rate of death compared to the pla
cebo group.30 When surrogate markers are used in clinical trials, 
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only validated surrogate markers should be used. Ideally, the tri
als using surrogate markers should continue to further measure 
the true endpoint. A composite endpoint is when multiple single 
endpoints are combined and reported together. If composite end
points are used, the frequency of events for each of the factors 
within the composite should be reported. Scales used to describe 
outcomes should be clearly defined and must have clinical and 
biological significance. Finally, if multiple primary endpoints are 
analyzed, appropriate statistical tests should be used to account 
for them. A subjective but validated instrument, the BPI, was used 
to assess the primary outcome in the pain study; however, this is 
not the most common assessment utilized in pain studies. 21 

Trial Findings 
Intention-to-treat analysis is the only method of evaluating data 
that preserves randomization. If only patients who comply with 
the treatment protocol and finish the study are included in the 
analysis (per-protocol), there is a risk of creating an imbalance 
between the groups based on potential confounding variables. 27 

Investigators may report using intention-to-treat to analyze the 
data; however, when looking closely at the results reported, the 
sample size may not account for all patients. Data should account 
for all patients including the number of patients who withdrew or 
were lost to follow-up and a description of how the missing data 
were handled. If multiple patients withdraw or drop out of the 
study, this may have implications on the similarity of the treat
ment groups and decreases the beneficial effects of randomiza
tion resulting in significant changes from the study beginning. If 
a "modified" intention-to-treat analysis is reportedly used, this 
process should be adequately defined. Overall adherence to the 
protocol by investigators and patient adherence with treatment 
regimens should be reported. 

Reporting of appropriate external factors such as use of con
comitant medications may also be important in assessing overall 
impact on outcomes. Additionally. adverse effects are often not 
well described in reports of clinical trials. An intention-to-treat 
analysis should be used to analyze and describe harms, and gen
eral statements, such as, "few side effects were reported:' should 
be avoided.27 An intention-to-treat analysis was used in the pain 
article and included descriptions of adherence and how missing 
data were accommodated.21 

Investigators should report if the assumptions of the statistical 
test are met in addition to naming the statistical test used. Using 
inappropriate statistical tests may result in type I or type II error or 
may over or underestimate the significance of effects. 28 The pain 
study appropriately used t-tests and "f tests.21 Probability values 
indicate if the result was likely to have occurred due to chance or 
not. A p-value SO.OS in a study denotes statistical significance
evidence for rejecting the null hypothesis, but the value does not 
indicate the size of the overall effect. Additional information such 
as the estimated effect size and confidence intervals related to the 
estimate provide additional evidence regarding the magnitude 
and precision of treatment effect as well as the overall clinical 
importance of the findings. 

Some investigators focus on the size and trend of the p-value 
when rather the focus should be on the actual results. When the 
variance of data is reported, confidence intervals and standard 
deviation are preferred to reporting standard error of the mean. 
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Compared to standard error of the mean, standard deviation is 
a descriptive statistic that describes the variability of the sample. 
Standard error of the mean, is calculated to describe the expected 
variation of mean values rather than individual values.25 

The variables included in a confidence interval and the overall 
width should be evaluated when assessing clinical significance. A 
confidence interval is generally more precise (less variable) with 
a larger sample size. In the pain article, the mean score on the 
BPI interference scale at 12 months was 3.4 in the opioid group 
and 3.3 in the nonopioid group. The overall difference was 0.1 
(95% CI -0.5 to 0.7). The upper and lower end of this confidence 
interval is within the predefined margin of a 1 point between
group difference in mean BPI interference at 12 months. Thus, no 
difference was found between the groups with respect to the pri
mary endpoint. Including the confidence interval provides more 
details regarding the variability of the data and also provides a 
better picture regarding the precision of the estimate of the treat
ment effect. 

Investigators should determine a priori and report the margin 
at which they will determine the intervention to be either 
noninferior or superior to the control, or the minimum and max
imum allowable differences to be detected (treatment effect size). 
This definition is important for practitioners to assess whether or 
not the margin encompasses a clinically meaningful difference.10 

The pain article defined clinically meaningful difference as estab
lished 1 point between-group difference in mean BPI interference 
at 12 months.21 Noninferiority analyses allow only conclusion 
that the treatment is or is not "no worse than" the comparator. 
If superiority is claimed, then the margin of superiority must be 
predefined and clearly be met by the treatment. 

Conclusions should be made that are appropriately based on 
the methods used and the results found. For example, long-term 
safety and efficacy cannot be implied when a trial is conducted 
over only a few weeks. When interpreting the results of a clini
cal trial, variance noted by the standard deviation and confidence 
intervals may be useful in determining if the likely magnitude of 
difference is clinically meaningful. The focus of the conclusion 
should be on the primary outcome of the study. If no statistically 
significant difference was found with the primary outcome but a 
subgroup analysis or other secondary outcome produced a sig
nificant result, conclusion should be made that suggest further 
study of the secondary outcome. The study is designed and pow
ered for the primary outcome; therefore, findings from second
ary outcomes may be influenced to a greater degree by effects of 
error.31 

Analysis of subgroups, such as investigating differences in 
responses to treatment between males and females, should be 
planned a priori based on hypothesized effects on outcomes. 
When multiple subgroup analyses are conducted, groups become 
smaller and the likelihood of a type I error increases. Investiga
tors should avoid conducting statistical tests on each piece of data 
collected just because data are available. There should be a rea
son behind investigating relationships.31 Subgroup analyses may 
be at risk of the same limitations that observational analyses are 
prone to because the subgroup is no longer randomized for this 
assessment. Before further evaluating results from subgroup anal
yses, there should be adequate justification for investigating the 
subgroup. If a subgroup analysis finds a statistically significant 

difference, further confirmatory studies should be conducted on 
the subgroups.16 

An assessment of supplemental information can clarify meth
ods and results not contained within the published study. In the 
pain trial, supplemental information revealed the fact that 20% 
(N = 24) in the opioid group were taking an average of 0 mg of 
morphine equivalents at 12 months as compared to 89% (N = 106} 
in the nonopioid group.32 

Limitations and Implications 
RCTs are stronger than other trial designs in terms of reducing 
bias; however, it is almost impossible to avoid bias completely in 
any study. Individuals evaluating studies must balance the degree 
of bias possibly included in a study with the ability to general
ize the results.26 Some biases may be completely avoidable with 
use of techniques such as randomization, blinding, and objective 
measures. However, bias may be unavoidable in other cases, such 
as in the case of open-label trials comparing treatment effects 
on an outcome from major surgery versus medication ther
apy. Blinding patients and having medication therapy patients 
undergo a sham major surgery would be unethical in this case 
and treatment by physicians following surgery would be different 
for patients assigned to surgery compared to those assigned to 
medication therapy. Methods that use more objective rather than 
subjective measures of outcomes may be used to decrease pos
sible effects from bias in this case. Ideally, any potential sources 
of bias and study limitations should be recognized and described 
by the authors in the discussion of the study. Clinicians need to 
recognize that authors do not always recognize all potential study 
limitations. 

The pain study included randomization that was blocked and 
stratified, blinding of the outcomes assessors, enough patients 
enrolled to meet the predetermined sample size, appropriate 
statistical tests, and good adherence of the enrolled patients.21 

These factors help to decrease risk of potential biases and errors. 
However, the recruitment of a Veteran population in a single 
city, allowance of treatments in addition to assigned therapy, 
and subjective assessments may have been factors that could 
increase the potential for bias. Therefore, the results have to 
be weighed in light of strengths and limitations of the individ
ual study design. Additionally, if there is an explanation of the 
findings, especially if they were unexpected, and how the results 
compare to results found in similar studies may be helpful. If 
the results are inconsistent with other studies, then it should be 
determined if there are any differences that may have led to the 
dissimilar findings and if these differences could affect the con
clusion in any way. 

Because clinical trials can only incorporate a sample popula
tion with specific inclusion and exclusion criteria, clinicians can 
infer the potential implications for the broader population. The 
pain trial included mostly male Caucasian patients from a single 
city and further study including a more diverse population would 
be preferred.21 The degree of effect on outcomes varies by the type 
of bias but also by the type of study conducted, how outcomes 
are measured, and population studied. Both the magnitude and 
direction must be considered when assessing the potential for bias 
and the overall impact on results. Overall, do the potential effects 
of bias and error matter?16 



APPLICATION TO CLINICAL PRACTICE 

When determining how this study should be applied to practice, 
clinicians should think about what is currently known about 
the topic, what this study adds that was previously unknown or 
unclear, what questions remain regarding long-term efficacy and 
safety or the exact place in therapy related to other current treat
ment options, and how do these results translate to specific patient 
care? Related to the pain trial, it was previously known that both 
opioid and nonopioid therapies are effective for the treatment of 
pain. Opioid agents may be associated with greater pain control, 
but also greater adverse effects compared to nonopioid therapies. 
This study found that opioid and nonopioid treatment options 
were similar in efficacy when allowed with additional therapies 
in this specific population of patients with moderate to severe 
chronic back pain or hip or knee osteoarthritis pain.21 Titls study 
does not answer clearly which therapeutic option is best for differ
ent types of chronic back pain, if results would be similar in other 
ethnic groups and women, if results would be similar if no opioids 
would have been allowed in the nonopioid treatment group, or if 
results would have been similar if patients did not have access to 
additional therapies such as physical therapy, acupuncture, and 
massage therapy? 

To assess how this study may be applied to specific patient care, 
the patient should be compared to the patients included in the 
study to identify similarities and differences and ability to gener
alize the findings, overall risk of the outcome should be weighed 
against potential risks of the therapy, and patient-specific con
cerns and beliefs should be considered. Considerations about 
generalizability of the results to the patient have been described 
in the external validity discussion. Risk reduction may be used in 
clinical trials to draw conclusions. Conclusions based on relative 
risk reduction rather than absolute risk reduction should be used 
cautiously. Relative risk reduction provides the degree of differ
ence in risk between the groups; however, it does not account for 
the overall incidence of the events. Absolute risk reduction takes 
into account the rate of events in determining reduction of risk 
between the groups. Therefore, relative risk reduction may appear 
to be great, but if the overall incidence of the event is low, this 
may not be clinically significant. Absolute risk reduction could 
assist in determining clinical significance, taking into account the 

Review Questions 
1. There are multiple checklists and scales that have been devel

oped to evaluate randomized controlled trials that vary in con
tent; however, they all share three common themes. What are 
the three themes that the checklists and scales described have 
in common and why are these items important in evaluating 
clinical trials? 

2. What are common factors that should be considered when 
evaluating clinical trials for internal and external validity? 

3. Describe the common concerns when evaluating randomized 
controlled trials. 

4. What are five key factors that should be considered when eval
uating the conclusion of a clinical trial? 
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rate of events and the value can then be used further to calculate 
the number needed to treat which is also helpful in interpreting 
clinical significance of the findings.33 

Other factors that may influence translating research into prac
tice include cost to the patient or acceptability of the intervention 
and should be included in an overall analysis as well. Factors of 
cost should include cost of the treatment, cost of necessary mon
itoring and follow-up, and potential costs of adverse events or 
harms. Acceptability of the intervention may include issues that 
influence adherence. In the pain trial, factors such as the addic
tive properties and adverse effects should be weighed in thera
peutic considerations. More participants in the opioid arm versus 
nonopioid arm had no preference for care at baseline whereas, 
the nonopioid arm had more preference toward use of opioids. 
Despite these differences in pretreatment preference, results still 
demonstrated no clinically meaningful differences in pain control 
between groups.21 All of these factors should be considered when 
determining how to incorporate the intervention into practice. 

SUMMARY AND CONCLUSION 

Biomedical journals have adopted evidence-based recommenda
tions for improvement of reporting of clinical trials; however, bias 
and error are impossible to avoid completely. Bias in clinical trials 
must be minimized to be able to determine the true estimates of 
effects. Numerous scales and checklists are available to assist in 
assessing randomized trials. These tools vary considerably in con
tent and theme. Clinicians should be able to identify and evaluate 
potential flaws and biases especially in the areas of the: study sam
ple, randomization, blinding, intervention and control groups, 
clinical endpoints, trial findings, and overall study limitations 
and implications. It is the responsibility of the clinician to fully 
evaluate the magnitude and impact of bias in randomized trials to 
determine the effects on outcomes and ultimately on patient care. 
Applications to patient care should include considerations of how 
the new information adds to current practice as well as a thorough 
risk and benefit analysis for the specific patient. Randomization 
decreases the potential for multiple types of bias in clinical trials, 
but careful and critical evaluation of the findings are necessary to 
assess for potential flaws and generalizability of the results. 

Online Resources 
CONSORT Statement: http://www.consort-statementorglhome 

International Committee of Medical Journal Editors: http:// 
www.icmje.org/index.html 

Developing NICE Guidelines: The Manual: https://www.nice. 
org. uk/process/pmg20/ chapter/introduction-and-overview 

SIGN 50: A Guideline Developer's Handbook, Scottish 
Intercollegiate Guidelines Network: https://www.sign.ac.uk/ 
sign-SO.html 

Critical Appraisal for Randomized Controlled Trials. Centre 
for Evidence-Based Medicine: https://www.cebm.net/wp-content/ 
uploads/2018/11/RCT. pdf 
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Evaluating Observational Studies 
Chenghui Li, PhD 

CHAPTER OBJECTIVES 

.,. Explain common biases In observational studies 

.,. Understand the need for critical appraisal of 
observational studies 

.,. Understand general criteria to assess observational studies 

KEY TERMINOLOGY 

.,. Appraise design, methods, and analytical approaches In 
observational studies 

.,. Evaluate results of observational studies with results 
from randomized controlled trials 

Blas 

Confounding factor 

Information bias 

Instrumental variable 

Measurement bias 
Selection bias 

STrengthenlng the Reporting 
of OBservational studies In 
Epidemiology (STROBE) 

INTRODUCTION 

Observational studies have played an important role in medical 
literature. Although well-designed and conducted randomized 
controlled trials (RCTs) are the gold standard, they may not be 
feasible in many situations. For instance, rare events or events 
that take long time to develop are often examined by observa
tional studies because of the constraints of time and resources 
needed to conduct an RCT to evaluate such events. Obser
vational studies also have a unique role in research into the 
harms of medical interventions. For those events. conducting 
RCTs would not be ethical because it is unethical to impose a 
known harm on anyone. In recent years, observational studies 
have played an increasingly important role in comparative effec
tiveness research, with the additional benefit of providing more 
"realistic .. effects in daily medical practice. 

Despite their wide application in medical literature, the 
quality of observational studies can vary largely. affecting both 
internal and external validity of the findings. Consequently, 
it is important to be able to critically review findings from 
observational studies instead of blindly accepting and inter
preting the finding as evidence. This requires familiarity with 
observational study designs, their inherent limitations, and 
critical evaluation of the findings. This chapter will first pro
vide a brief review of the biases and confounding arising from 

observational studies that may threaten the internal validity of 
their findings. Next, it will introduce formal criteria for critical 
assessment of various aspects of an observational study, which 
include the study design, methods, and analytical approaches. 
This ch.apter ends with suggestions on how to compare results 
of observational studies with RCTs when discordance in find
ings is encountered. 

BIAS AND CONFOUNDING 

Like clinical trials. observational studies are "susceptible to error, 
bias, and confounding that may lead to erroneous finding(s) 
and/or conclusion(s) in the study."1 Because observational stud
ies are not randomized. bias caused by confounding factors is a 
particularly important threat to the integrity of observational 
studies and should be carefully controlled for and/or examined 
in the study. The following discussion briefly reiterates different 
types of biases and confounding encountered in observational 
studies. 

Bias 
Bias results from systematic errors in the way study subjects 
are selected, measured. and analyzed. Systematic errors will 
result in inaccurate estimates which lead to invalid conclusions. 
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Similar to clinical trials, bias can be introduced at every stage of an 
observational study and it would be impossible to discuss all poten
tial biases in detail The following two common types of biases are 
based on the stage of the research when the bias may oc.cur.2 

Selection 'bias refers to the systematic error in the estimate of 
the effect due to procedures med to select subjects, or factors that 
influence study participation or follow-up. Th.ere are many sources 
of selection bias. For instance. admission rate bias occurs in casc
control studies, when exposed patients may be more filWy to die 
before being admitted to the hospital and. therefore, less Uk£ly to 

be identified among hospitalized patients C-cases"); or nonresponse 
bias occurs when individuab who experienced an outcome are 
more likely to participate in a study.M Selection bias is particularly 
problematic in observational studies because the treatment assign
ment is not randomized; this can lead to differences in observable 
and unobservable bueline demographic and clinical characteris
tics between the study groups, which may lead to inaccurate find
ings and conclusions if not statistically adjusted appropriately. 

Measurement biu, also called information bias, occurs at 
the data collection stage when there are systematic differences 
between study groups regarding how the expoSW'CS and outcomes 
are measured or reported by the study participants, caregivers, 
or researchers.1·"' Recall bias is one example of measurement 
bias when study participants who experienced the outcome are 
more likely to report an exposure. Measurement bias can also 
arise from inaccuracies in measurement instruments that bias the 
detection of an outcome toward a certain group. For instance, a 
new diagnostic tool may be able to detect cancer at earlier stage 
and therefore appears to extend patients survival than an exilting 
toot• This i8sue could be reduced in prospective studies but can 
be problematic in retrospective studies as the researchers may not 
have control over the measurement process or when researchen 
are relying on existing data. 

Confounding 
A confounding factor is associated with both the outcome and 
the treatment but is not a consequence of the treatment. A classic 
example is age as a confounding factor in the association between 
antidepressant.s use and mortality. Older people are more likely to 
be prescribed antidepressants but mortality risk also increases with 
age; however, aging is not a consequence of antidepressants use. 
Confounding factors, if unbalanced between the treatment and 
comparison groups, can lead to selection bias. In well-designed 
randomized trials, all confounding factors are balanced across 
groups such that it will not result in biased estimates. However, in 
observational settings, without proper control of the confounding 
factors, the true relationship between exposure and outcome may 
be attenuated resulting in a spurious association. 

Known confoundm such as age can be controlled through strat
ification by the confuunde.rs (if only a few of them} or multi.variable 
statistical adjustment methods such as propensity score matching 
or adjustment7.1 However, unknown or wuneasured confounden 
may still exist that can lead to biased estimates. Several approaches 
such as the instrumental variable method,~11 and Heckman selec
tion model, l l,ll aie available to control fur selection bias resulting 
from latent or hidden confounders. Drawbacks of these statistical 
methods are that they rely on specific assumptions which may not be 
applicable to the data at hand and can also be difficult to implement 14 

GENERAL CRITERIA FOR EVALUATING 
OBSERVATIONAL STUDIES 

~~~~~~~~~~~~~~ 

When appraising observational studies fur evidence-based med
icine, two broad issues should be considered: 1) Are the study 
results valid? 2) Will the results generalized to local practice? The 
first issue deals with the internal validity of the study and should 
be asse&sed by careful examination of the study design, con
duct, and analysis of the study. The second issue deals with the 
external validity of the study, which involves comparison of the 
study population described in the study with the patient popu
lation encountered in practice. The following discussion intro
duces some general criteria for ewl.uating observational studies. 
The STrengthening the Reporting of OBsenational studies in 
Epidemiology (STROBE) Statem.ent1s.16 and other published 
studieaJ.SJ.7 were used to develop these criteria. The most widely 
used STROBE Statement is a checklist of items fur reporting of 
research based on observational study designs-cross-sectional. 
case-controL and cohort studies. Although the STROBE Statement 
is intended fur reporting of an observational study, it can also •help 
readers when critically appraising published articles:"16 Table 19-1 
summarizes the list of items for consideration and questions that 
should be asked when evaluating published observational studies. 

The following discussion provide details of key issues such as 
.research question, study design. subject selection, measurement of 
exposure and outcomes, data analyses, results, and implications. & 
an enmple, these criteria are applied to the study byGrodstein et al 
(1996), which examined the effect of estrogen-progestin combi
nation use on risk of cardiovascular disease (CVD) in postmeno
pawal women using the Nurses' Health Study (NHS).1' 

Research Question 

• Are the research questions, including anyprespecified hypoth
eses, clearly stated? 

• Are the scientific background and rationale for investigating 
the research questions provided? 

BOX 19-1 . 
RESEARCH QUESTION APPLICATION 

In the study by Grodstein et al. (1996),11 the research question is 
dearly Indicated by the title "Postmenopausal Estrogen and Pro
gestin Use and the Risk of c.ardiovasrular Disease" and is explicitly 
stated on page 453. lhls study Is a follow-up of an earlier report t1j 
the Investigators,,, who examined the relationshlp between post
menopausal estrogen therapy and CVD using data from Nurses' 
Health Study (NHS}. The wrrent study included additional 6 years 
of follow-up from NHS and more data on estrogeJl1)rogestin am
bination use, which has since become more popular. In the intro
duction, the authors clearly articulated the ratlonale for th ls study: 
1) previous evidence from experimental studies and a randomized 
controlled trial suggested that progestin use may increase the risk 
of CVD by elevating the low-density lipoprotein (LDL) cholesterol 
levels and lowering high-density lipoprotein (HDL) cholesterol 
levels. and reducing the beneficial effect of estrogen on arterial 
dilation and blood flow; 2) there Is Insufficient Information on tile 
effect of estrogen-progestin combination use on CVD (page 453). 
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TABLE 19-1 • Checklist for Critical Assessment of Observational Studies 

Item 

Research question 

Study design 

Study population 

Exposure and 
outcome 

Data analysis and 
confounding 

Question to Ask 

Are the research questions, including any prespecified hypotheses, clearly stated? 

Are the scientific background and rationale for investing the research questions provided? 

Is the observational study design clearly stated? 

Is the choice of observational study design appropriate for the research question(s) under investigation? 

What is the source population and how do they compare to the target population underlying the research questions? 

How are the participants selected and whether the inclusion and exclusion criteria are appropriate? 

Are the characteristics of the study population sufficiently described and how do these characteristics compare to 
patients encountered at my clinical practice? 

Is an appropriate comparison group used in the study? If yes, 

• Is justification for selecting the particular comparison group provided? 
• Is the comparison group appropriate to address the research questions under investigation? 
• Is the comparison group comparable to the treatment group? 
• Are there standing differences at baseline between the treatment and comparison groups that may lead to biased 

outcomes? 

For primary data collection: 

• Is the response rate clearly reported and are there efforts to maximize participation rate? 
• Are the characteristics between the respondents and nonrespondents compared and will any standing differences 

lead to biased results? 
• Has attrition rate over ti me been clearly reported and have the reasons for attrition and the impact of attrition 

been discussed? 

How are the exposure and outcome measured? 

Are the tools used to measure exposure and outcome accurate? 

In cohort studies, is the follow-up period sufficientto identify the outcome? 

In case-control studies, is the look-back period appropriate to identify exposure? 

Are the statistical methods appropriate for the study design and measurements of the outcome variable(s)? 

Does the statistical analysis appropriately adjust for observed confounding? 

Is residual confounding discussed and assessed? 

Presentation Are the interpretation and conclusion supported by the study findings? 
of resu Its and 
interpretation 

Practice and policy What is the potential impact of the findings on practice or policy? 
Implications 

A good research study should clearly state the research questions 
under investigation and any prespecified hypotheses being tested. 
Research questions may be formulated as objectives or aims of 
the study. In a research paper, statements of hypotheses or study 
aims often appear at the end of the introduction section. Well
articulated objective statements should make clear to the readers 
the patient population to whom the findings are generalized to, 
the outcome(s) under consideration, and the risk factors or inter
ventions studied. 

Given that a spurious association may be identified in observa
tional studies in the absence of adequate control for confounding, 
it is important that the stated hypotheses should be clinically and 
biologically plausible. Prior to the statements of research questions, 
scientific background and rationale should have been provided to 
justify the investigation carried out in the study. These may include 
previous clinical findings and/or theoretical pathological evidence 
to support the proposed hypothesis of an association, the clinical 

and policy implications of the study, and the lack of evidence in the 
literature that suggests a need of such investigation. 

Study Design 

• Is the observational study design clearly stated? 
• Is the choice of observational study design appropriate for the 

research question(s) under investigation? 

0 bservational studies have many different study designs and each 
has its own strengths and limitations. Overall, there are four gen
eral observational study designs often used in clinical research: 
I) cohort studies; 2) case-control studies; 3) cross-sectional stud
ies including surveys; and 4) case-series studies or case reports.4 

In addition, there exist many variations of these designs. When 
examining the appropriateness of the chosen observational study 
design, a clinician should consider whether the choice of study 
design is reasonable in relation to the stated research questions. 
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BOX19-2 : 
STUDY DESIGN APPLICATION 

In the study by Grodsteln et al. (1996),11 the goal Is to be able 
to Infer a causal relationship between HRT and CVD. The study 
used a prospective cohort study design, which is the strongest 
design to examine causality in observational studies. One dis
advantage of such design is that, if the occurrence of an out
come is rare or takes long time to develop, a large sample size 
and/or longer follow-up time would be needed to observe suf
ficient Incidence. The paper did not report the rate of CVD In this 
population from previous studies, nor did it conduct sample size 
calculation (which is common for observational studies). Thus, 
rarity of the outcome event was unknown. Nonetheless, even 
though the study employed a large number of postmenopausal 
women (n = 59,337) and a long follow-up period (up to 16 years), 
only 8 cases of major coronary diseases and 17 cases of stroke 
were found over 27, 161 person years in the estrogen-progestin 
arm (Table 2, page 456), suggesting the sample size and follow
up period, although large, may have been insufficient to assess 
the CVD risk of estrogen-progestln combination therapy. This 
!Imitation Is acknowledged by the authors on page 455. 

In particular, a clinician should ask whether the chosen design is 
the best to answer the research question proposed. 

Subject Selection 
Understanding the subject selection process, including the selec
tion of both the treatment group and the appropriate comparison 
groups, is crucial for evaluating the validity and generalizability 
of the findings. The following questions should be asked when 
critically evaluating the subject selection process. 

• What is the source population and how do they compare to the 
target population underlying the research questions? 

• How participants are selected and are the inclusion and exclu
sion criteria appropriate? 

• Are the characteristics of the study population sufficiently 
described and how do these characteristics compare to patients 
encountered in clinical practice? 

• Is an appropriate comparison group used in the study? If yes, 
o Is any justification for selecting the particular comparison 

group provided? 
o Is the comparison group appropriate to address the research 

questions under investigation? 
o Is the comparison group comparable to the treatment group? 
o Are there standing differences at baseline between the 

treatment and comparison groups that may lead to biased 
outcomes? 

• For primary data collection: 

o Is the response rate clearly reported and are there efforts to 
maximize participation rate1 

o Are the characteristics between the respondents and nonre
spondents compared and will any standing differences lead 
to biased results? 

o Is the attrition rate over time clearly reported and are the 
reasons for attrition and impact of attrition discussed? 

BOX19-3 . 
SUBJECT SELECTION APPLICATION 

In Grodsteln et al. (1996),11 subjects are selected from the NHS, 
which has been used In previous studies by the authors to study 
CVD risk of HRT (page 453). A brief description of NHS is provided 
on page 454: NHS employed a large cohort of female nurses aged 
30-55 )"!ars (n = 121,700), who were surveyed biennially since 
1976. ihe paper did not provide detailed infonnation on how the 
nurses were selected and, therefore, It Is undear, based on the Infor
mation reported In the paper, whether the participating nurses 
could represent all female nurses or all women in the United States 
from the NHS web site, 19 it states that the participating nurses were 
selected from 11 most populous states. This suggests that the find
ings may not be generalizable to female nurses in less populated 
states. According to the NHS web slte,20 nurses were specifically 
selected to Increase accuracy of self-reported medical Informa
tion and long-term survey retention due to their nursing train
ing. Bee.a use of this, the results may not generalize to all females 
as nurses may be more adherent to medications, more likely to 

take preventive measures of CVDs, and better able to Identify the 
presymptoms of CVDs. In the study, current estrogen-progestln 
combination users are compared to never users, past users, and 
current users of estrogen-alone, with evolving group assignments 
at each 2-year survey fl.e., a never user in 1976 may be dassified as 
a current user if he/she initiated HRT after 1976). This prevalence 
user approach (I.e., current user) allows the researchers to maxi
mize their use of the data set, but may underestimate the r1sk If 
CVD develops quickly after initiation because those who experi
enced adverse events are more likely to discontinue the use and 
therefore less likely to be included. To"tease o!Kthe influence of 
preexisting CVD or cancer on HRT use, the Investigators n!stricted 
the sample to women without these conditions at the time of each 
survey (page 454). Given the study design of NHS, this appears to 
be the best way to reduce the amfounding by preexisting condi
tions. However, this restriction may further exacerbate the chance 
of underestimating the risk because those who initiated HRT use 
between surveys (two-year period) but developed CVD before the 
following survey wlll be excluded. As shown In the clinical trials, 21 

CVD risk increases in the first year of use but deaeases over time, 
which has been suspected to be the major reason behind dis
cordant findings between the observational studies and the ran
domized trials.21 Given this design, these comparison groups an! 
appropriate because not only one could Infer whether the current 
combination use Is assodated with altered CVD r1sk (compared 
with never-users), but also whether combination use attenuates 
the effect of estrogen (compared with estrogen alone users). 
Table 1 (page 454) compared the age-standardized distribution of 
eligible subjects' characteristics In these groups defined at the 1990 
NHS survey. Both groups of estrogen users appear to be In general 
younger, healthier, more likely to take multivitamin, vitamin E and 
aspirin, but consume more alcohol and saturated fat than never 
or past users. No statistical significance tests of the differences an! 
reported, but these characteristics were adjusted later in multivari
able analysis (page 454). Response rates are not reported In this 
paper, but reported on NHS web site to be 70% for the lnltlal sur
vey and 90% at each 2-year follow-up survey, although no com
parison of responders and non responders was reported.20 



Understanding the source where the study population was 
selected is important When subjects were selected from certain 
sources such as inpatients, outpatients, health registry, referral 
registry, or individuals with certain public insurance or certain 
professional groups (e.g., ph}'5icians, nurses), the study sample 
may not possess chara.cterlstic that are representative of patients 
in clinical practice, and thereby limit their applicability to other 
patient groups. Also, the inclusion and exclusion criteria used 
to select subjects should be carefully examined. While stringent 
restrictions may hdp select homogenous samples and reduce the 
chance of confounding, they could also limit the generalizability 
of the findings by selecting a study population that is not com
parable to patients generally encountered in everyday clinical 
practice. If detailed baseline characteristics of study subjects are 
provided, clinicians should compare them to the patient popula
tion encountered in clinical practice fur determination of applica
bility to their daily practice. 

For causal inferences, a comparison group should always be 
employed. In case-control studies, a comparison group is required 
by design. These are subjects who did not experience the outcome 
events ("controls"). Th increase comparability, control subjects 
may be identified from the same family (e.g., spouses, sibling), 
treated by the same provider, and/or in the same geographic loca
tion, or patients hospitalized at the same time as the ca5e subjects. 
In other times, case subjects may function as their own controls 
in a cross-over design to "'tease out" the effect of the subject's indi
vidual characteristics that may affect the risk of outcome. Com
parison groups are also used in the cohort studies to control fur 
common trend change over time in similar individuals (e.g., pol
icy anal)'5is of changes in prior authorization procedure in a Med
icaid program may use another state's Medicaid program without 
such a change as a comparison to examine the change in drug 
costs over time). 

In both cohort and case-control studies, comparison groups 
may be matched to treatment groups by key socio-demographic 
or clinical characteristics to increase comparability. It is important 
to be aware that choice of the comparison group may affect the 
interpretation of the findings. For instance, a comparison of mor
tality between subjects treated with an antidepressant drug and 
placebo group tests the mortality risk of this drug. But compari
son of this antidepressant with another antidepressant drug tests 
the differences in mortality risk between the two antidepressants. 
Nonsignificant finding in the latter does not mean that this anti.
depressant drug is not associated with mortality risk; rather both 
drugs have the same mortality risk profiles. Comparisons in base
line characteristics across treatment groups should be reported to 
help clinicians assess their comparability and identify any existing 
confounding due to observed variables that could bias the results. 
This is particularly important in small studies when statistical 
tests may indicate no statistically significant differences, but large 
measured differences in baseline characteristics may exist 

If primary data collection is conducted, then clinicians should 
carefully evaluate the response rates. A low response rate may 
reduce the generalizability of the study findings to the source 
population. Clinicians can assess this if investigators reported the 
characteristics of both the respondents and the nonrespondents, 
or provided information regarding such comparisons. If large 
differences are present, then clinicians should consider whether 
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any standing differences may lead to biased results. If subjects are 
followed over time, then clinicians should also carefully examine 
the attrition rate and reasons for attrition (if reported) to deter
mine whether patterns of attrition are related to the outcome and 
if there are any differences in attrition between treatment and 
comparison groups. If true, then this will lead to biased find
ings. Studies using only subjects with complete information are 
not appropriate. Intention-to-treat analysis where subjects are 
analyzed in the group to which they are initially assigned may be 
used. While doing so may generate more conservative findings on 
a beneficial effect. it reduces the chance of detecting a true harm
ful effect and should be cautioned in safety studies. 

Exposure and Outcome Measures 

• How are the exposure and outcome(s) measured' 
• Are the tools used to measure exposure and outcome(s) 

accurate? 
• In cohort studies, is the follow-up period sufficient to identify 

the outcome? 
• In case-control studies, is the look-back period appropriate to 

identify exposure? 

The appropriateness of exposure and outcome measures should 
be critically evaluated. Prescription or nonprescription medica
tion exposures in pharmacoepidemiology research are often mea
sured using patient reports, medical records, or pharmacy claims 
data. Exposure to a drug may be measured as any exposure, and/ 
or by the level of exposure such as dosage, duration, strength, and 
route of administration, which may result in varying estimated 
drug effect. Moreover, combination drugs may have different 
effects than the drugs alone. This is particularly important for 
comparison of multiple studies of the "same" drug. In case-control 
studies, the look-back period is crucial for detennining the expo
sure. If an outcome event takes a long time to develop (e.g., can
cer). a short look-back period may underestimate the exposure; 
however, a long look-back period may overestimate the exposure 

EXPOSURE AND OUTCOME MEASURES: APPLICATION 

In the study by Groclsteln et al. (1996),1• HRT exposure was 
ascertained through self-reports by the participants. Since the 
participants were all registered nurses, the information was con
sidered reliable by the Investigators (page 4Sn. The exposure 
was measured as current estrogen-progestin combination use, 
current estrogen alone use, past use, or never use. Current dose 
of estrogen was further stratified at 4 levels (03, 0.625, 1.25, 
~1.25 mg) to examine the CVD risk by dose (Table4, page458). 
Stratified analysis by duration of use among current users was 
also conducted (<2 years and ~10years, page 456). In addition, 
effects by time since last use (O [current user], <3, 3-4.9, 5-9.9, 
or > 1 O years) were also compared (Figure 7, page 4Sn. Nonfa
tal CVD events were identified first by participants' self-reports. 
Fatal CVD events were reported by deceased participants' fam
ily and supplemented by searching the National Death Index 
data. With permissions from the participants or their families, 
both fatal and nonfatal cases were further confirmed by medical 
records review (page 454). 
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if the drug is expected to have a more immediate effect on the 
outcome. If drugs are prescribed to treat the symptoms associ
ated with a disease before a clinical diagnosis, then look-back 
windows that include the period immediately before the diagno
sis may falsely attribute the risk of the disease to the drug use. 
For instance, gabapentin is often prescribed for cancer-related 
pain or worsening of neuropathic or nonneuropathic pain before 
clinical cancer diagnosis.22 This will make gabapentin appear to 
cause cancer, resulting in "protopathic bias." To alleviate such bias, 
a researcher should exclude sufficient time before a diagnosis to 
check for prior drug exposure. With the increasing availability of 
large databases fur pharmacoepidemiology studies, prescription 
drug exposure is often defined using prescription claim records. 
While pharmacy claims capture the fills of prescription drugs, it 
does not confirm their actual use and may misclassify some users 
and nonusers. 

Outcomes in pharmacoepidemiology research often include 
safety and effectiveness measures. Ideally, the outcome measure 
should be an objective measure to eliminate potential bias in data 
collection due to subjective factors. However, even with objec
tive measures, the data collection procedure may introduce vari
ations that lead to bias. For instance, blood pressures tabn by 
different persons, using different tools, at various times during 
the day may affect the reliability of the outcome. Sufficient details 
regarding the measurement process should be provided for read
ers to judge the reliability of measured outcomes and these dif
ferences should be explicitly adjusted for in the study. When 
outcome of interest can only be measured subjectively (e.g., mea
surement of pain, appetite. satisfaction, attitude and belief, qual
ity of life), validated standardized instruments should be used so 
that the findings may be easily tested by other researchers and 
can be readily compared with other studies using the standard
ized tools.1 Clinicians should carefully examine the differences 
between the populations for which the instrument has been vali
dated for and their own patient population to see if it could result 
in significant differences in the reported outcome. Addition
ally, the outcome measure chosen should be appropriate for the 
study purpose. In prospective studies, the study duration should 
be sufficient to observe the outcome of interest. If delayed side 
effects are expected based on current knowledge, then a mini
mum follow-up period sufficient to observe these events should 
be allocated. On the other hand, excessively long follow-up peri
ods may increase the chance of additional confounding by other 
factors which are also changing over time, thereby making it hard 
to attribute the observed change in outcome to a drug exposure 
or intervention that occurred long time ago. Moreover, patients 
who better tolerated a drug andlor experienced a beneficial effect 
are more likely to stay on the drug longer and, therefore. make 
the drug appear more effective over time. 

For safety studies, either insufficient or excessive follow-up 
period may bias the results toward the null and thereby increase 
the chance ofa false negative conclusion of drug safety. In addition, 
patients who have a higher risk of experiencing a harmful event 
or could not tolerate the side effects will drop out earlier, creating 
the false impression that treatment safety profile improves over 
time. If the study involves secondary data sources, then clinicians 
should be aware of the limitations associated with these data 
sources. In addition to self-reports, many observational studies 

use electronic medical records or claim databases, and the out
comes events are often identified by International Classification 
of Diseases 9 or 10 codes. Claims data are created for purposes 
other than research (ie., for reimbursement). Therefore. their 
quality of reporting may be affected by insurance reimbursement 
incentives. Diagnosis and procedure codes may be incompletely 
coded (e.g., a limitation on the number of diagnoses or proce
dures codes per record) or differentially coded (e.g., less severe 
conditions such as hypertension are less likely to be coded in 
patients with many comorbidities).17 In addition, administrative 
databases have limited ability to differentiate the severity of a 
condition and distinguish between complications (adverse out
come) and preexisting conditions (risk factors).17 Detection of 
outcomes could also be affected by differences in coding practice 
over time and across institutions, if studies are restricted to a few 
institutions and/or within a specific geographic area. 

Data Analysis and Confounding 

• Are the statistical methods appropriate for the study design 
and the measurement of the outcome variables? 

• Is the statistical analysis appropriately adjusted for observed 
confuundingr 

• Has residual confounding been discussed and assessed? 

Data analysis is crucial for making correct inferences from obser
vational data Clinicians should carefully examine the appropri
ateness of the statistical tests. This depends on how the data are 
collected and measured. In addition, each statistical test implic
itly makes a specific assumption regarding the distribution of 
outcomes in the target population (e.g., normal distribution), 
which should be examined for its appropriateness against data. 
Sample size affects the power of a statistical test. With rare events 

BOX19-5 
DATA ANALYSIS AND CONFOUNDING: APPLICATION 

In the Grodstein et al. (1 996) study, 18 sample size estimation was 
not conducted. For some subcategories of stroke, it appears 
that the sample size may have been insufficient. Only 3 cases 
of hemorrhagic stroke were ldentlfled In the estrogen-progestln 
combination ann (page 455), despite the large person-years 
observed (27, 161). Although the estimated relative risk (RR) 
indicates a large decrease in risk (RR: 0.53), it fails to reach statis
tical significance. The study compared characteristics of curTent, 
past, and never users, but did not report any statistical signifi
cance tests; nonetheless, these characteristics were adjusted 
in multivariable analysis (page 454). Both age-adjusted and 
multivariable-adjusted RR ratios were estimated. A large num
ber of subgroup analyses were conducted to test the robust
ness of the main finding (Table 5, page 459). In addition, several 
other potential confounding factors not adjusted In the regres
sion model, such as frequency of physician visits and socioec
onomic factors, were explored (page 458). Given the large RR 
ratio, possibility of residual confounding was discussed but not 
explicitly examined. Tile investigators presumed that only very 
significant unobserved confounders could change the direction 
of tile estimated protective effect {page 458). 



or exposure, insufficient sample size may lead to erroneous con
clusions. Clinicians should carefully examine if the sample size 
and the number of events across the treatment and comparison 
groups are clearly reported in the study and whether statistically 
nonsignificant findings could be due to insufficient sample size. A 
post-hoc power calculation may be conducted using the observed 
effect to determine if under-power is indeed an issue. In addition, 
nonresponse and attrition may further reduce usable observa
tions in prospective studies. 

Confuunding is an important threat to the internal validity of 
observational studies and should be carefully adjusted. Statisti
cal adjustment for multiple confounders is usually accomplished 
through multivariable regression analysis. The choice of a regres
sion model depends on how the outcome variable is measured. 
For instance. data measured in continuous forms are analyzed 
using linear regression models. Logistic regression model is used 
for analysis of outcomes that are measured as binary variables. 
When the time-to-event is the outcome of interest, survival analy
sis is conducted and Cox proportional hazards regression model is 
often used for statistical adjustment of confounding effects of other 
factors. 

While standard statistical adjustment can adjust for con
founders observed and measured in the data, clinicians should 
be aware of the residual confounding bias resulting from unob
servable or unmeasured confounders. When evaluating a study, 
clinicians should carefully consider the factors adjusted in the 
regression model and whether any clinically relevant confound
ing factors have been excluded from the model For instance, in 
studies using large insurance claim databases, many important 
confounders are not measured. One such factor is smoking, which 
has been shown to be associated with the risk for many diseases 
and health outcomes including death, and may also interact with 
many drugs. If smoking prevalence is also imbalanced between 
patients who use a drug and those who do not. then biased esti
mates will be obtained even with intensive statistical adjustment 
of observed confounders. 

Clinicians should examine if this potential bias is aclcnowl
edged by the investigaton. In most cases, investigators may pro
vide a qualitative discussion recognizing this limitation and may 
list several important unobserved confounders not included in 
the study. Those statements should be carefully examined to see 
if any efforts have been made by the investigators to reduce or 
assess the impact of these confounders using sensitivity analysis. 
For instance, if information on a critical unobserved confounder 
is available for a subset of patients in the study, a subgroup anal
ygi.s of these patients may offer some insights on the potential 
impact of the unobserved factor. However, one drawbaclc of 
such analygis is that there may be systematic differences between 
patients in the subgroup with observed information and those 
without, such that the effect of the unobserved confounder may 
not be generalized to the population represented by the whole 
sample. More sophisticated analygis to account for unobserved 
confounding is to use instrumental variable approach, in which 
an "instrument" acts like randomizer. Instruments such as phy
sician preference are often used as they are strongly associated 
with the drug exposure but are not directly associated with the 
outcome. Sometimes, investigators may not conduct any sensi
tivity analysis, but provide discussions on the potential direction 
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of residual confounding bias. Clinicians should critically evalu
ate such statements for consistence with existing knowledge and 
identify any additional unobserved confounders not discussed 
by the investigators (e.g., severity of disease) that may attenuate 
the drug effect 

Presentation of Results and Interpretation 

• Are the interpretation and conclusion supported by the study 
finding? 

The findings in observational studies are often reported as 
risk ratio, odds ratio, or hazard ratio. These ratios provide the 
strength and direction of relationship between the exposure 
and the outcome. However, because they are estimates of rel
ative risk (RR) between the treatment groups, these measures 
of association may exaggerate the actual risk/benefit of a treat
ment when outcome events are rare. To better understand the 
risk reduction, two clinically more meaningful concepts can 
be used: numbers needed to treat (NNT) and numbers needed 
to harm (NNH). NNT is the number needed to treat to avoid 
one adverse event, which is calculated as one over the absolute 
risk reduction. If a treatment increases the risk of an adverse 
event outcome, then one could calculate NNH, which is simi
larly estimated as one over the absolute risk increase. Statistical 
significance of the estimated effect can be assessed using either 
p-values or confidence intervals. While p-values can be used to 
determine the statistical significance at a certain significance 
level (usually 0.05), confidence intervals additionally could 
indicate the precision of the estimated effects. Since p-values 
use a single threshold to determine the statistical significance, 
it can be rather arbitrary when p-values are near the signifi
cance level. For instance, suppose there are two drugs both of 
which had an odds ratio of experiencing a beneficial outcome 
to be 3 against placebo; one has a p-value = 0.049 and the other 
has a p-value = 0.051. At a significance level of 0.05, the first 
drug will be interpreted as having a positive effect while the 
latter will be regarded as having no effect. Such interpretation 
could be misleading. 

BOX19-6 
PRESENTATION OF RESULTS: APPLICATION 
In the study by Grodstein et al. (1996),11 the relationship 
between HRT and risk of CVD was presented as RR ratio. Both 
the point estimate and 95% confidence intervals of the RRs were 
reported In the text and the tables. In addition, the Investigators 
also reported the total person-years and the number of cases 
for each RR calculation, enabling the calculation of absolute risk. 
For instance, the age-adjusted RR of major coronary disease was 
estimated to be 0.45 between postmenopausal women who 
used estrogen alone and those who never used HRT, suggesting 
a 55% reduction In rtsk (Table 2, page 456). However, the unad
justed rates in the two groups were 0.6 and 1.4 per 1,000 per
sons per year respectively, suggesting an absolute risk reduction 
of only 0.08%. In this example, NNT = 1/0.0008 = 1, 183, which 
indicates that 1, 1 83 patients will be needed to receive estrogen 
alone In order to prevent one major coronary disease. 
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Application to Practice and Policy 
• What is the impact of the Ondings on practice or policy? 

Although well-designed and well-conducted RCTs are still the 
gold standard for assessing efficacy and safety of a drug, they 
often lack representations of the diversity and complexity of 
patients seen in clinical practice. Using data from real-world 
settings, well-designed and conducted observational studies 
can complement the findings from RCTs for clinical decision
making in practice.17 AB RCTs are seldom conducted after 
drug approval, observational studies play an important role in 
postmarket drug safety surveillance. Many black-box warn
ings issued by Food and Drug Agency (FDA) were based on 
evidence from observational studies. One example is the black
box warning on conventional antipsychotics that was issued in 
2008 for increased mortality risk in elderly patients treated for 
dementia-related psychosis, based on evidence from two large 
well-conducted observational studies.2' These warnings were 
inatrumental in optimizing anti.psychotics use in the elderly. 
Increasingly fmdings from observational studies are being used 
to inform comparative drug safety and effectiveneas. In general, 
no study should be considered alone for its implication on prac
tice and policy; existing evidence from RCTs and observational 
studies should be carefully considered after critical evaluation of 
study design, conduct, and analysis. 

BOX19-7 :: 
PRACTICE AND POLICY: APPLICATION 
In the study by Grodsteln et al. (1996),,. the authors conduded 
that "the addition of progestin to estrogen does not appear to 
attenuate the cardioprotectlve effects" (page 460). At the time 
of this publication, no large RCTs were available on this issue.1 

This finding is consistent with existing but limited epidemiol
ogy evidence at that time (page 460). The overall evidence on 
cardloprotectlve effect of HRT, lndudlng this study, has led to 
wide use of HRTs in women prior to the negative findings from 
RCTs.1 However, as has been discussed in this section, the choice 
of female nurses may limit its generalizability to clinical prac
tice. Also, although a large RR was observed In thls study, the 
absolute risk reduction was relatively smalL which, In Joint con
sideration of the increased risk of breast cancer particularly for 
estrogen-progestin combination use,1'US cautions the use of 
HRT for primary prevention of heart disease. 

COMPARISON OF RESULTS FROM OBSERVATIONAL 
STUDIES AND RANDOMIZED TRIALS 

Both RCTs and observational studies are used to make causal 
inferences. While consistency is generally observed, 26--2' incon
sistent findings may result in certain cases. The highly debated 
example is the risk of coronary heart diaeue (CHD) associated 
with hormone replacement therapy (HRT) in postmenopausal 
women. While observational studies generally found reduced 
risk of heart disease," two RCTs, Heart and Estrogen/proges
tin Replacement Study (HERS) and Women's Health Initiative 
(Wlil) trials,21-30 found no or increaaed risk for both primary 

and secondary preventions. In the presence of apparent incon
sistency, one easy mistake is to disregard findings from observa
tional studies because of their nonrandomized study design. This 
practice is particularly dangerous if there are only a few small 
RCTs but large observational studiea: are available. Randomiu
tion does not guarantee absence of biases in actual implementa
tion. Besides randomization,, many differences may exist in how 
RCTs and observational studies are designed, conducted, and 
analyzed. Before comparing RCTs and observational studies, 
clinicians should first determine their validity. If the studies are 
by themselves sound but report 1eemingly inconsistent findings, 
how should the results be reconciled? The following discussion 
provides some possi'ble explanations for discordant findings from 
RCTs and observational studies using HRT studies as illustrations. 

Study Population: Trial populations could differ in signifi
cant ways from populations included in observational studies.31 

In general, in an effort to increase the homogeneity across com
parison grou~ and also for eth.nical and practical reasons, trial 
subjects are often healthier, with fewer/no comorbidities, and/or 
having fewer/no concurrently wed medications than patients in 
typical clinical practice. In contrast, oMervational studies more 
likely reflect common clinical practice. In the HRT studies, dif
fenmces in subjects' age and time since menopause for initiation 
ofHRT are suggested u a potential explanation for the dil(X)rdant 
findings between RCTs and observational studies.31

•
31 It has been 

suggested17 and shown"-" that if the inclusion and exclusion cri
teria wed in RCTs were applied in observational studies, similar 
findings could result 

Exposure and Outcome: RCTs and observational studies may 
differ in exposure measurements bythe timing (e.g., initial expo
sure versw any exposure), duration, or extent (e.g., cumulative or 
maximum dose) of exposutt. RCTs by design use ind.dent users 
and assess outcomes resulting from a "'new" exposure. Observa
tional atudies can include prevalent uaers and assess the outcomes 
of •ever· exposure. In a reanalysis of NHS restricting to incident 
users, comparable findings with RCTs was generated. J6 For causal 
inference of an intervention, it is recommended that observa
tional studies should always use an incident-user approach.57 

Differential adherence to treatment could also lead to different 
exposure measurements. Subjects in RCTs are generally more 
adherent due to close monitoring, more eagerneas to be compliant 
because they volunteered for the study, and use fewer concurrent 
medications because of the stringent inclusion and exclusion cri
teria. In the HERS trial. potential recruits were prescreened with 
a trial of placebo before the study and only adherent subjects were 
recruited.11 Outcomes may be detected at different rates in RCTs 
and observational studies. RCTs are conducted under strictly 
controlled environment with close monitoring of outcomes at 
predefined intervals. Detection of outcomes in observational 
studies is often dictated by how frequent a person visits a provider 
and may be affected by barriers to healthcare providers and/or 
patients' decision to seek medical attention based on symptom.17 

Additionally. more rigorow methods to detect outcomes arc often 
used in RCTs than in observational studies.1"'

0 Also. if an inter
vention requires significant skill and/or a long learning curve to 
master (e.g., robotic surgeries), findings from RCTs may be dic
tated by the skills of the clinicians in the trials and can be hard to 
reproduce in Kreal-world" clinical setting.17 However, clinicians' 



skill levels are rarely measured or imperfectly measured (e.g., cli
nicians' age, years' since starting practice, or number of similar 
procedures performed in the past as surrogates) in observational 
studies, which may partially explain the discordant findings on 
these medical interventions. 

SUMMARY AND CONCLUSION 

Observational studies are increasingly being used to evaluate 
important issues relevant for healthcare practice and policy. Con
sequently, it is imperative to critically assess an observational 
study for evidence-based medicine, which includes careful eval
uation of its study design as well as the conduct and analysis of 

Review Questions 
I. Explain how selection bias can influence study findings in 

observational research. 

2. Explain how confounding factors can influence study findings 
in observational research. 

3. Explain how exposures and outcomes are usually measured in 
pharmacoepidemiology research. 

4. What are the limitations of observational studies using data 
from claim databases? 

5. A large observational study found reduced risk of prostate can
cer associated with multivitamin use in male physicians. Could 
this finding be generalized to all males and why? 

6. Explain why multivariable analyses are critical in analyzing 
data from observational research. 

Online Resources 
Critical Appraisal Skills Programme (CASP) Appraisal 
Checklists: https://casp-uk.net/casp-tools-checklists/ 

Scottish Intercollegiate Guidelines Network (SIGN) Critical 
Appraisal Notes and Checklists: https://www.sign.ac. uk/ 
checklists-and-notes.html 

Agency for Healthcare Research and Quality: Effective Health 
Care Program-Helping You Make Better Treatment Choices: 
http://effectivehealthcare.ahrq.gov/search-for-guides-reviews 
-and-reports/?pageaction=displayproduct&mp= I &productID=318 
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Evaluating Qualitative 
Research Studies 
Meagen Rosenthal, PhD 

CHAPTER OBJECTIVES 

~ Understand the purpose of qualitative research 
~ Explain how quantitative reseaKh fits with overall 

research paradigm 

KEY TERMINOLOGY 

~ Discuss the design components of qualitative research 
studies 

~ Demonstrate how qualitative research can be integrated 
into clinical practice 

Coding 
Collaborative practice agreement 

Conflnnabillty 

Maximum variation sampling 

Models 

Snowball sampling 
Sub-themes 

Thematic analysis 

Themes 

Naturalism 
CredlblUty 
Dependability 
Deviant case sampling 

Frameworks 

Purposive sampUng 
Qualitative data analysis 
Qualitative research 

Reflexivity 

Theories 
Thick description 

Transferabllfty 

Interaction Relativism 
Interpretation Saturation 

INTRODUCTION 

Qualitative ~ is a process by which a researcher gets 
inside of a phenomenon to obtain, "detailed, descriptive data 
and perceptions about the variations in what goes on and the 
implications of those variations for the people and processes 
involved."1 Furthermore. qualitative research is interested in 
explaining human behavior within the framework of the social 
structures wherein that behavior takes place. 2 Qualitative data 
are comprised of° •.. well-grounded, rich descriptions and expla
nations of processes in identifiable local contexts" (page 436).2 

U~ quantitative data. qualitative data preserve the context of 
the data collection event allowing the researcher to maintain the 

Transparency and systematlclty 
Trustworthiness 

chronology of events and make deductions about which events 
might have led to others.2 

& such. qualitative research can provide insights as to why 
patients do not adhere to their medication regimens.' how physi
cians and nurses perceive the contribution of pharmacists to health
care teams,' and improving pharmacists' adoption of new practice 
opportunities.5 The fullowing chapter provides details on the value 
of the qualitati:ve research in the development of clinical evidence in 
pharmacy; outlines the major components of a qualitative research 
study and desaibes how these components ought to be critkall.y 
evaluated. provides an overview of standards fur reporting qualita
tive research. and finally outlines how practicing pharmacists may 
apply qualitative research in their day-to-day work. 
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VALUE OF QUALITATIVE RESEARCH 

By its nature, qualitative research can answer research questions 
that cannot be answered by quantitative research. For example, 
consider diabetes self-management as an intervention for people 
who have type II diabetes. The best available evidence says that 
patients who engage in these practices have improved outcomes.6 
As such, it would seem like a complete no-brainer to say to a 
patient coming into the pharmacy with a new diabetes diagnosis 
and prescription for low-dose metformin that they should really 
engage in each of the seven components of successful diabetes 
self-management Then provide that patient with some educa
tional material about each of those seven self-management com
ponents. However, this is often not the complete story for patients. 

Fast-forward three months and that same patient comes back 
into the pharmacy with another prescription with a higher dose 
of metformin and an additional prescription for glipizide, a sulfo
nylurea. Slightly confused and assuming the patient is not actually 
complying with the self-management advice the pharmacist asks the 
patient, .. Are you doing well with your diabetes self-management?"' 
The patient nods wearily, and asks, ·How long for the prescription? I 
have to get my kids from after-school care in twenty minutes:" Look
ing at the cue of prescriptions ahead of this patient and the pharma
cist says that it will likely be 40 minutes before it will be ready. The 
patient says that they will have to come back tomorrow. 

The patient does not return to the pharmacy for three more 
months when they have a new round of prescriptions with even 
higher doses of multiple medications and a "trial of insulin". The 
pharmacy is not very busy today and as the pharmacist enters the 
prescriptions they notice that the patient did not pick up their 
previous prescriptions for the moderate dose of metformin and 
glipizide. They ask the patient, "Did you tell your doctor at your 
last appointment that you haven't been taking any medication for 
your diabetes?"' The patient looks down at the pale tile floor and 
says sheepishly, "No, I didn't want to get yelled at again. Appar
ently, my tests came back really bad." The pharmacist asks, "What 
tests are you talking about?'" The patient replies, "I don't know 
what they're called, you know those blood tests I have to get done 
everything three months. Whatever those are called." 

The pharmacist knows immediately that the patient is talking 
about their hemoglobin Ale (HbAlc) tests and asks, "Well what 
was your HbAlc number?" The patient stares at your blankly. 
Seeing the patient's confusing, the pharmacist readjusts their 
approach and asks, "Did your doctor tell you what your test results 
were?" A light bulb goes off over the patient's head and they say, 
"yes they said some numbers, but I don't know what they are for 
so I never remember them. All I know is that they are BAD:" It is 
at this moment that the pharmacist realizes that after 6 months 
this still patient has no idea what is means to have type II diabetes. 

This is where qualitative research can provide insights into 
patient behavior, knowledge, and experience. In particular, qual
itative researcher can be interested in a number of orientations: 
naturalism, interpretation, process, and interaction and rdativ
ism.7 Naturalism is the idea of understanding a patient's health 
within the context of their daily life.7 The patient in the previous 
example has children that are, at least sometimes, in after-school 
care, which clearly truncates the amount of time the patient is 
able to engage in diabetes self-care activities. Interpretation, in 

the case of the example, is how a patient makes sense of their con
dition and its corresponding factors.7 In a study of patients who 
had just recently received a diagnosis of type II diabetes, having 
the general practitioner's diagnosis backed up by a physician per
ceived by the patient as being a specialist was key to having them 
accept it, and make the needed lifestyle changes.• It is possible that 
the example patient harbors similar beliefs, and by extension does 
not feel the urgent need to take the prescribed medications. 

Interaction is an examination of how communications 
between a patient and a practitioner impacts the patient's under
standing of their condition and corresponding medications.7 In 
the example, it is clear, that at least from the patient's point of view, 
they did not receive an adequate explanation of their condition 
and its corresponding self-management needs. Moreover, the 
nature of that communication also taught the patient that they 
should not tell the physician about lapses in care, because those 
lapses would be judged harshly. Finally, in the patient's first inter
action with the pharmacist, they potentially wrongly assumed 
that the patient had accepted their diagnosis, and was ready to 
engage in self-management activities. This potentially further 
reenforced in the patient a feding that they are now a receptacle of 
medical knowledge in need of application, without consideration 
for personal perspectives. Such a unidirectional flow of informa
tion ignores relativism. Relativism is the idea that scientific "real
ity'" can change depending on perspective. A study examining 
patient's perceptions of diabetes and diabetes treatments found 
that they rated medication as being more important than diet and 
exercise.9 However, other studies have also shown that patients 
can distrust and misunderstand the nature of these medications, 
ultimatdy impacting their willingness to take them over the long 
term.7 

Healthcare deals with actual people, living complicated lives, 
of which their particular illness, or illnesses, make up just a small 
part. Solely quantitative research can tdl us if and how a medica
tion works, and even that one medication might work more effec
tivdy than another medication, but it cannot tell us that a patient 
is not going to take that medication because they do not trust the 
doctor's diagnosis.10 Solely quantitative research is also incapable 
of telling us that the Randomized Controlled Trial (RCT) is not 
going to work in a minority or vulnerable population because 
people from these groups fundamentally oppose these kinds of 
studies.11 When the information provided by qualitative research 
is not available, it becomes easy to assume that an intervention did 
not work because patients lack knowledge, or worse do not care 
about their health. 

CRITICALLY EVALUATING A QUALITATIVE 
RESEARCH STUDY 

With that foundation of qualitative research outlined, the remain
der of this chapter will focus on how to approach reading, inter
preting, and applying qualitative research in a pharmacy practice 
setting. In particular, this section will go through each of the 
usual segments of a qualitative research article to provide details 
on what readers should expect from those sections, how to apply 
information from one section to the next, and what to do if an 
article is missing something from a section. Table 20-1 provides 
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TABLE 20-1 • How to Evaluate a Qualitative Research Study 

Major Section Sub-section 

Introduction 

Methods Study design 

Study setting 

Theories, models, 
and frameworks 

Sample 
description 

Sampling 

Sample size 

Data collection 

Questions to Consider in Qualitative Study Evaluation 

1. What is the problem the study is trying to address? 
2. What do we know about the problem from previous literature? 
3. How is this study going to add to the existing knowledge aboutthe problem? 

1. What perspective are the authors going to use to meet study aims? 

1. In what space was the study conducted? Why was this space ideal for achieving the study aims? 

1. What is the definition of the theory? 
2. Why was it chosen? 
3. How will it be used in the study? 

1. What is the population being targeted or participation in this study? 
2. Why is this population best situated to respond to the study aims? 

1. What is the sampling approach taken? 
2. Why is this strategy the most appropriate? 
3. How were potential participants identified and recruited into the study? 

1. Is the sample large enough to achieve data saturation? 

1. What kind of data was collected? 
2. In what setting was the data collected? 
3. When was the data collected? 
4. How many, and which, research team members were present for data collection? 
5. How was the data recorded? 
6. Were there any data collection barriers? What were they? 

Data analysis 1. Which qualitative data analysis approach was applied? 
2. Was this approach adequately described, and where appropriate, theoretically justified? 
3. How was the coding process described? 
4. How were the findings triangulated? 
5. Was any data management software used? 

Results 1. Were sample characteristics provided? 
2. Was each theme and sub-theme defined briefly and accompanied by an exemplifying piece of data? 

Discussion 1 . Is there a review of major findings? 
2. Are the themes and sub-themes contextualized within the larger body of literature relevant to 

the topic? 
3. Has the author provided some discussion of how they see the findings being applied in by other 

researchers or practitioners? 

Study limitations 1. Is a study limitation section provided? 
2. Are the consequences of each study limitation discussed? 

Conclusion 1. Is a recap of study aim and major results provided? 
2. Are next steps for the research area or clinical applications provided? 

an overview of the questions to be asked of and answered by each 
of the sections of an article. This discussion will be facilitated by 
the use of an exemplar qualitative study conducted in pharmacy 
practice entitled, "Understanding practice change in community 
pharmacy: a qualitative study in Australia."5 More specifically, 
excerpts from this exemplar study will be used to show what these 
sections could contain and where to find the information in a 
published study. 

lntrod uction/Background 
The introduction/background sets the foundation for the entire 
article and should provide both an overview of the previous lit
erature, as well as providing a justification for why this particu
lar study needs to be undertaken. Most simply, the introduction 
should answer the following basic questions: What is the problem? 
What do we know about that problem? How is this study going 
to add to knowledge about the problem? In the exemplar study, 

the authors' statement of the problem can be found in the second 
paragraph of the introduction section and reads, "Much of this 
research has focussed on community pharmacists and on under
standing of changing their behaviour, with few studies focusing 
on the community pharmacy as a unit of analysis or considering 
the whole profession as an organization." (page 547)5 Around this 
statement the authors have woven a discussion of the previous 
literature, thereby building the case for the need for the study.12 

The response to the third question is really a statement of the 
research question and/or study objectives or aims. In the exem
plar study, the study aims are as follows: 

1. To investigate the process of practice change in community 
pharmacy, with specific focus on the implementation of Cog
nitive Pharmaceutical Services (CPS) and related programs; 

2. To identify facilitators of the practice change process as they 
relate to the implementation of CPS and related programs in 
community pharmacy. (page 548)5 
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However, it is important to note that not all studies will describe 
study aims. It is also possible that they describe as study objec
tives or the study's purpose. When evaluating the aims, objectives, 
or study's purpose, the reader must see a clear connection made 
between these and the previously described literature. The reader 
should be able to follow the author's line of thinking around the 
need for the study and see exactly how the study's results will con
tribute to the larger body ofliterature. 

Methods 
The second major section of a qualitative research study is the 
methods section. The methods section should first outline what 
the authors did in conducting the study and collecting the data, 
as well as describe why they made particular choices, and how 
they implemented each of the chosen techniques.13 The step of 
describing why particular approaches were taken is important 
in helping readers unfamiliar with qualitative research to under
stand the advantages and disadvantages of this set of methods. 
The step of describing how a technique was implemented pro
vides further insights into the quality of the study and the author's 
interpretation of the results. A typical methods section could 
contain the following sub-topics: study design, setting, theoretical 
framework, study population/sample, sample selection (with or 
without sample size), data collection (with or without instrument 
design), and analysis. It is important to note that the order of top
ics presented here is common, but it is also possible that this same 
information be presented in a variety of other orders. 

Study Design 

The study design simply outlines what approach the authors have 
chosen to take to collecting the data to meet their study aims. 
As described in Chapter 3: Research Design and Methods of this 
book, there are a number of common qualitative research designs 
including grounded theory, ethnography, and phenomenology 
(see that chapter for further details). However, in the case of the 
exemplar study, no specific study design was mentioned.5 

Study Setting 

Depending on the nature of the study design, study setting could 
be a specific physical location wherein the study was conducted, 
or some combination of the country, state/province, county, and 
type of setting. For example, the study setting for the exemplar 
study was described as being in Australian community pharma
cies. 5 It is also interesting to note that in the case of the exemplar 
study, the setting was actually placed at the end of the introduc
tion section.5 This is not common, and for this reason it was dis
cussed as part of the methods section of this chapter. 

Theories, Models, and Frameworks 

Theories are sets of principles that structure observation, 
understanding, and explanation of the world. Models are sets 
of variables and predictions that can be used for exploration 
and explanation of a topic. Frameworks provide a structure for 
how concepts or variables are interrelated. Each of these items 
can be used to guide an author's choice of study setting, the 
writing of questions that make up the interview guide, and/or 
the interpretation of study findings. A theory, model, or frame
work can be applied to the entire study, or just one part of it. For 
this reason, discussion of the theory, model, or framework may be 

moved to different sections of the qualitative research study arti
cle. However, for the exemplar study, the theoretical framework 
was included into the methods section as it guided the design 
of the interview guide and the interpretation of study results. 5 

Regardless of the location of this discussion, it is important that 
the authors provide a definition of the theory, model, framework, 
an explanation of why it was chosen, and how it will be used 
within the study. It is also important to note that it is possible 
that depending on the nature of a study it may not contain a the
ory, model, or framework. In the exemplar study, the authors have 
chosen to use a framework based on organizational theory, to 
allow for the, "identification of factors affecting practice change" 
(page 549}.5 

Sample Description 

Often times, the sample description, sample approach, and sam
ple size will be discussed in a single section within the methods of 
an article under a heading such as, sample. However, these topics 
have been broken out into individual sub-sections here to facili
tate understanding of the importance of each of them within the 
context of the larger qualitative research article. In the sample 
description section, the authors describe the sample characteris
tics and why a particular population was approached. It should 
be apparent to the reader through this sample description that 
the choice of population is connected to the theoretical frame
work chosen (if there is one) and the study aims.11 In the exemplar 
study, the authors state that their particular theoretical framework 
required that they draw study participants from two levels of the 
organization, which in this case was community pharmacies. 5 

They then go on to justify this decision by demonstrating that this 
approach has been used in previous studies and that this breadth of 
participants will provide the most complete picture of the setting. 5 

Sampling 

Sampling involves the approach taken by the authors to seeking 
participants for a study. Purposive sampling is one of the more 
common sampling approaches in qualitative research.11

•
14 In pur

posive sampling, particular individuals are selected because they 
possess specific characteristics, which are relevant to the study 
aims.14 However, this is not the only sampling approach that may 
be employed in a qualitative study.1 Furthermore, even beneath 
the umbrella term of purposive sampling, there are a variety of 
different types including deviant case or maximum variation 
sampling.11 Deviant case sampling involves the choice of cases 
which possess an unusual manifestation of the phenomenon of 
interest.11 Maximum variation sampling involves the choice of 
sample based on unique or diverse characteristics with the inten
tion of identifying important common patterns that cut across 
variations.11 

Regardless of the sampling approach chosen, the authors 
should clearly outline how it was implemented, and provide a 
rationale for why this strategy is best to address their specific 
study aims.11 Additionally, the authors should provide details, 
where appropriate, about the context of the sampling approach 
from their own disciplinary perspective to further orient read
ers.15 The sampling approach should also include how potential 
study participants will be identified, and asked to participate in 
the study. 



In the exemplar study, the authors employed two related types 
of purposive sampling. The first type of purposive sampling was 
to ask state-based coordinators from the national pharmacy orga
nization in Australia to nominate pharmacies at different stages of 
the cognitive pharmaceutical services implementation process.5 

The nominated pharmacies were then approached to seek phar
macist and pharmacy assistant participants for the interviews.5 

The second type of purposive sampling involved a similar pro
cess, wherein state-based coordinators were again approached to 
select strategist stakeholders to participate in the interviews. Once 
these interviews had taken place, the strategists were then asked 
to identify other strategists with whom they were familiar to be 
approached for participate.5 This process of engaging study par
ticipants in study recruitment to obtain a larger sample size than 
might otherwise be possible is called snowball sampling.5 

Sample Size 

The last topic to consider as part of the sampling is sample size. 
As with quantitative studies, sample size refers to the number 
of participants sought out and enrolled in a study. In qualitative 
research, samples are usually smaller in comparison to quanti
tative studies. Therefore, qualitative research findings cannot be 
generalized to entire populations in the way that large, represen
tative quantitative studies can be generalized.2 This is because the 
goal of qualitative research is to develop a deep understanding of 
concepts which will help illuminate social phenomenon in their 
natural settings by emphasizing the meanings, experiences, and 
views of the participants from within those settings.16 A conse
quence of this focus on depth of understanding is that qualitative 
research studies often yield high volumes of data that must be 
carefully read and considered. 

If the sample size is not large enough, a study may not achieve 
adequate depth and breadth of data to answer the study aims; 
however, too many participants risk too much data that will yield 
a superficial analysis and interpretation of that data.17 Discussions 
of the appropriateness of a sample size in qualitative research 
often revolve around the idea of saturation. Saturation originated 
in grounded theory, 1 but has since been adapted to stand in for the 
idea that data collection is continued until all questions have been 
explored thoroughly and no new concepts are being identified. 17 

The concept of data saturation may also be described using terms 
such as theoretical saturation or data redundancy.17 The term 
"data saturation" was applied in the exemplar study, and accord
ing to the authors was achieved after 20 interviews. 5 

Data Collection 

In the data collection section, the authors should describe all 
aspects of the data and the steps taken to collect that data. In par
ticular, this section should include a description of the nature of 
the data, the setting in which the data were collected, when the data 
were collected, the research team present during data collection, 
and how the data were recorded. As discussed earlier in Chapter 3, 
there are a variety of types of qualitative data including inter
views, focus groups, observations, and speeches (see Table 20-2 
for other examples). Once the nature of the data has been estab
lished, it is important for the reader to understand in which setting 
the data were collected. It is possible that this data were collected 
in the study setting (e.g., the community pharmacy where the 
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TABLE 20-2 • Forms of Qualitative Data 14 

Audio recordings and transcripts from in-depth or semi-structured 
interviews 

Structured interview questionnaires containing substantial open 
comments including a substantial number of responses to open 
comment items 

Audio recordings and transcripts from focus group sessions 

Field notes (notes taken by the researcher while in the field [set
ting] being studied) 

Video recordings (e.g., lecture delivery, class assignments, labora
tory performance) 

Case study notes 

Images 

Documents (reports, meeting minutes, emails) 

Diaries, video diaries 

Observation notes 

Press clippings 

Photographs 

Source: Data from Anderson C. Presenting and evaluating qualitative 
research. Am J Pharm Edu. 2010;74(8):Article 141. 

pharmacist works), or it cou1d have been collected in a location 
that was neutral to the study participants (e.g., a conference room 
at the local school of pharmacy). This information is important 
when considering the interpretation of the study results. For 
example, pharmacy staff members being interviewed about man
agerial support for clinical services may be more candid in a neu
tral space like the school of pharmacy conference room than in 
the pharmacy's coffee shop where other staff members or even the 
manager could overhear the discussion. 

Next, the authors should discuss when the data were collected. 
This temporality is important to the interpretation of the data. 
For example, a study examining the implementation of medica
tion therapy management (MTM) services began the data col
lection process at the beginning of the flu vaccination season, 
which ultimately negativdy impacted the number of MTM ser
vices provided as pharmacists focused more of their attention on 
vaccinating patients.18 Had the authors not mentioned when the 
data collection began, readers may have incorrectly assumed that 
the intervention was faulty, rather than the study timing. 18 Finally, 
the authors should discuss the members of the research team 
that were present during data collection, and how that data were 
recorded. Similarly, to the location of data collection, the research 
team members present during data collection could also impact 
the nature of the data collected. For example, consider a study 
examining the treatment experiences of men with prostate cancer 
using focus groups, and that half of the focus groups were con
ducted with only male research team members in the room and 
the other half were conducted with a female research team mem
ber in the room. The side effects prostate cancer treatment can be 
sensitive and a female research team member may have inhibited 
some conversations in the focus groups wherein she was present.19 

Furthermore, how the data were recorded plays a role in the 
possible interpretations offered by the authors. For example, 
extensive quotations presented from an observational study 
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wherein field notes were the only form of data collected may be 
problematic since it was only the researcher hand writing out 
notes, rather than audio recording a conversation. After these 
data collection details have been outlined, this space can also be 
used to describe any barriers to the data collection process. Some 
examples of potential barriers may include changes to the type of 
data collected (i.e. interviews being conducted rather than focus 
groups because of recruitment issues), malfunctioning recording 
equipment, interruptions to interviews, and location changes. 
While none of these events necessarily jeopardizes the study find
ings, it is important for the reader to know that they occurred. 

In the exemplar study, the authors state that, "In-depth inter
views were chosen for this study ... " and go on to day that this 
choice was made because, "[interviews] would allow detailed 
descriptions of individual experiences and behaviours to be elic
ited, with the opportunity for immediate clarification of ambi
guities and probing of participant responses" (page 552).5 The 
authors then describe that the interviews were conducted from 
August to November in 2002, and that while most of the inter
views took place in person, five ended up being conducted over 
the telephone to accommodate the needs of those participants.5 

Details such as when the interviews were conducted and whether 
there were any deviations in how the data were collected from 
participant to participant are important as they might influence 
the nature of the data collected and its eventual interpretation. 

Data Analysis 

As with all of the sub-topics in the methods section, there are 
multiple approaches to qualitative data analysis. However, at its 
core, qualitative data analysis is really about developing a thick 
description and synthesizing large volumes of data into a coherent 
story of participants' experience. In particular, a thick description 
is one which, in addition to providing adequate contextual details, 
captures and communicates the experiences of the participant in 
their own words.1 One of them more commonly used approaches 
to qualitative data analysis is called a "thematic analysis." In a 
thematic analysis, the research team examines all of the data to 
identify repeated patterns of meaning.20 In practice, this process 
is facilitated by" coding:' which is the act oflabeling themes, con
cepts, and ideas that are of interest to the analysts.2.20 Codes are 
then turned into themes, which capture something important 
about the data in relation to the research question.20 Often times, 
themes are generated through codes that are repeated through all 
of the interviews, but this is not the only or most important crite
rion.20 It is also possible for themes to have sub-themes, which are 
additional concepts or ideas that are related to the major theme, 
but represent different aspects of the major theme that are impor
tant to understanding the experience of participants. 

Regardless of the approach used by the authors, the analysis 
approach used should be described in detail and where appro
priate theoretically justified.14 Authors should begin by outlining 
how they prepared their data for analysis, through transcription 
or some other organizational approach. Authors should also take 
care to document the various iterations of the coding process 
and the decisions made with each review of the data. 2 This is also 
the space where any steps in completing a triangulation process, 
whereby the analysis and/or data have been compared between 
research team members or other data sources is described.14 If the 

authors used any computer-assisted qualitative data management 
software programs as part of the analytic process, it should also be 
described in this section.21 

Readers should feel confident at the end of the analysis section 
that they can follow the steps outlined by the authors with the 
given data.14 While not as common in health services research, it 
is also possible that authors will use the analysis section to outline 
any personal biases, or biases in sampling that may have impacted 
the analysis. Personal biases are often addressed through the idea 
of "reflexivity," which represents the author's deliberate and con
scious effort to be attuned to how their own experiences and per
spectives influence their perceptions of respondents.22 Turning 
once more to the exemplar study; the authors begin the analysis 
section by discussing the transcription process for the interviews, 
and go on to describe the thematic content analysis, the use of 
computer software program to assist with coding, and a two stage 
triangulation process.5 

Results 
As with any results section of a quantitative study, the results 
section of a qualitative study should begin by detailing the basic 
characteristics of the sample.13 This information provides the 
reader with context for understanding the experiences described 
as part of the rest of the results section. The sample characteris
tics outlined may include things like participants' age, sex, num
ber of years in practice, employment status, and disease state. 
The important characteristics should be reported in aggregate to 
prevent the potential identification of participants, as qualitative 
studies often have smaller sample sizes.23 

Once the sample has been described, the major analytic find
ings should be detailed.13 In practice, this means that the authors 
should carefully outline each of the themes and any sub-themes 
identified through the analysis. Each theme and sub-theme should 
also be briefly defined to provide the reader with additional insight 
into the authors' analytic thought process. 24 It is also possible for 
some of the themes or sub-themes to be "semi-quantified," whereby 
the authors state something like, "roughly half of respondents 
stated ... ~14 However, as stated in the methods discussion, this is 
not the only way in which a theme may be generated and become 
important to answering the research question under investigation. 

These themes and sub-themes should also be accompanied by 
brief and appropriate excerpts from the actual data. In the case 
of interviews or focus groups, these data excerpts mean brief 
quotations from the participants. Ideally, these quotations will 
be embedded within the text of the results section, rather than 
in a table, so that the reader will be provided with the context 
necessary to again see the authors' thought process.24 When con
sidering the quotations provided, the reader should also be aware 
of the representativeness of the participants' quotes. More spe
cifically, if the sample is said to be 20 participants, but there are 
only quotations from a handful of speakers, the reader should be 
weary.17 While it may not be possible to have a quotation from 
each of the individual participants, especially in the case of focus 
groups, broad representativeness is needed to further demon
strate the trustworthiness of the presented findings. 

Additionally, the reader should be equally weary of extensive 
or lengthy quotations. As was mentioned in the methods discus
sion, the purpose of qualitative analysis is to take the voluminous 



amounts of data collected as part of qualitative research and care
fully distill it down for consumption by the reader.1 Inserting 
extensive excerpts from interviews and focus groups places too 
much burden on the reader to complete the analysis. The reader 
should be taken through the analytic process and provided with 
the authors' version of the most relevant themes and quotations. 

Finally, it is also possible that some interpretation and fur
ther contextualization of the themes and sub-themes through 
the introduction of previously published literature to be included 
in the results section.13 However, this approach is not common 
in health services research. Generally, such contextualization is 
left for the discussion section. In the exemplar study, the results 
section begins with a description of the five identified themes 
inserted in a table along with the appropriate brief definitions.5 

Then in the subsequent sections, each theme and sub-theme is 
described in greater detail and accompanied by a quotation. 5 In 
Figure 20-1, the theme is "Drivers for change; which the authors 
have defined as the external pressures felt by community pharma
cists to change from a product-focused role to one where patient
centered services are central5 This definition is then followed by 
three quotations from the interviews that speak directly to where 
the external pressures are coming from and how the pharmacist 
respondents are dealing with them. 5 

Discussion and Study Limitations 
The discussion section generally begins with a brief review of 
the study findings, which in this case are the themes and sub 
-themes. Then the findings are often contextualized and inter
preted within the larger body of previously published literature in 
the topic area.13 Within this contextualization and interpretation, 
the authors should outline where and how their findings either 
converge or diverge with this previously published works. After 
this contextualization process, the authors often describe how 
their findings should be applied by other researchers or clinicians 
depending on the purpose of the study. It is inappropriate for the 
authors to introduce any new information into the discussion sec
tion, in either the form of a new quotation or theme. 

The final part of the discussion section is often a description 
of any study limitations that may impact the interpretation of the 

3. 1.3. Drivers of change 
Participants from both organizational levels described feeling external 
pressures for current community pharmacy practice to change and shift 
from a product-focused role to a more patient-centered, service delivery 
mode. They described this pressure as coming from government, 
supermarkets, and the professional pharmacy organizations: 

"I don't think the [pharmacist's] role has changed that much, but the 
emphasis by our government. .. is really more for the 'hands-on' 
services." (Pharmacy H--owner) 

'We are losing a lot of products to supermarkets and that is always 
a bit of pressure on us.'' (Pharmacy E-owner 2) 

"I don't think the profession [of community pharmacists] really 
knows where we heading. Where it is being driven is in PSA (the 
Pharmaceutical Society of Australia) and the Guild, and the 
academics. The pharmacy profession doesn't come to you and say, 
'we want a cognitive service for medication system.' You just don't 
hear that:' (Strategist C) 

FIGURE 20-1: Results Section Excerpt From the Exemplar Study Rob
erts et al.5 
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findings. Examples of study limitations include things like biases 
in sampling or divergences in planned data collection or analytic 
approaches.25 It is important to note that study limitations do not 
spell catastrophe for a study. All studies have limitations and it is 
important to be aware of them when determining how to apply 
the findings within the practice. 

The authors of the exemplar study opted to organize their dis
cussion section by major themes identified through the analysis 
of the interviews.5 Within each of these sections, the authors then 
contextualized their findings within the larger body of evidence 
in the topic area and explain how these findings are relevant to the 
readers. 5 Interestingly, the authors do not mention any particular 
study limitations.5 

Conclusion 
The conclusion section generally begins with a recap of the study 
aim or objective, then proceeds to a brief description of the find
ings relevant to that aim or objective, and concludes with a dis
cussion of how the findings might be applied and next steps for 
future study in the area. Similar to the discussion section, no new 
information should be introduced in the conclusion. It is merely 
meant to be a summary of the study. Often times, the conclusion 
is no more than a paragraph in length, however, this is not always 
the case. For instance, the exemplar study is a little on the length
ier side with three paragraphs wherein the authors restate the 
study findings and the findings' value to the reader, and make an 
explicit call for how the results may be used in future pharmacy 
practice advancement in the community setting. 5 

STANDARDS FOR REPORTING 
QUALITATIVE STUDIES 

At this point, the reader should have all of information they need 
to determine if the study findings are valid and potentially appli
cable to their own practice setting. However, what to do if the 
qualitative study has some flaws? All studies have flaws; as such, 
the more important consideration is whether or not those flaws 
make it impossible for the reader to take something from the 
study to their own practice setting. One approach to making this 
determination is to begin by asking the following three questions 
of the study: 

1. How well does this analysis explain why people behave the way 
they do? 

2. How comprehensive would this explanation be to a thoughtful 
participant in the setting? 

3. How well does the explanation cohere with what we already 
know?14 

These questions get at the "trustworthiness" of a study.12 Trust
worthiness speaks to the credibility, transferability, dependability, 
and confirmability of the study findings.12 Credibility is the read
er's evaluation of the truth of the findings.12 Transferability is the 
reader's evaluation of whether or not the findings have applica
bility to other contexts.12 Dependability is the reader's evaluation 
of whether or not the findings can be replicated. 12 Confirmabil
ity is the reader's evaluation of whether or not the finding have 
been primarily shaped by the respondents and not the researcher's 
biases, motivations, or interests.12 
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Trustworthiness, and its sub-components, are difficult to 
measure in a quantitative fashion, but can be further elucidated 
through a consideration of various parts of the study. For exam
ple, credibility and transferability can be considered through the 
context of the wider literature in the area. Importantly, some of 
this information can be gleaned from the study itself through the 
discussion section. Going back to the exemplar paper, the authors 
begin the discussion section by referring to the fact that com
munity pharmacists' narrow social network has been noted by 
various other scholars in references number 4 and 38.5 This ref
erence to similarities with previous literature is repeated through 
the integration of references for strategies important for change 
(reference 14). the impact of government policy (reference 40), 
the spectrum for change motivations for pharmacists (references 
4, 42, 43). the relationship between motivations and successful 
change (references 27, 44), and the importance of team work 
within pharmacy practice (references 16, 48, 50, 51).5 The authors 
are also careful to point out two instances when their findings 
were misaligned with previous literature. In particular, this study's 
participants did not point to patient demand and education or 
training as being important factors in change success (references 
4, 16, 41and47, 48 respectively).5 

Dependability is demonstrated through consideration of the 
exemplifying quotations added to the results section. Specifically, 
the reader must have confidence that the chosen quotations speak 
directly to the defmition of the theme or sub-theme offered by 
the authors. This confidence should be maintained for each of 
the themes and sub-themes. For example, consider the theme 
outlined in Figure 20-1. Here the theme is "drivers for change;' 
which is defined as respondents' feelings of external forces forcing 
change in community pharmacy practice.5 One of the quotations 
offered is, "We are losing a lot of products to supermarkets and 
that is always a bit of pressure on us." This quotation refers to the 
fact that supermarkets (or grocery stores) have been allowed to 
start carrying products that used to only be available through the 
pharmacy, which of course would impact their profits. As a conse
quence, the community pharmacy respondents have had to begin 
thinking differently about the kinds of services they might offer to 
patients to stay competitive. 

Confirmability can be clarified through the consideration of 
the description of the analysis offered in the methods section. 
In particular, how many members of the research team were 
involved in the analysis, what were their credentials, were the 
findings brought back to the study participants for verification 
and comment? Each of these various approaches has advantages 
and disadvantages, and need not all be completed within a single 
study, but do offer some ability to assess the confirmability of a 
study. In the exemplar study, two researchers undertook the cod
ing process independently and then came together to discuss and 
resolve any discrepancies.5 Furthermore, two analytic approaches 
that demand deep engagement with and interrogation of all find
ings (i.e. cross-case and constant comparison) were employed to 
mitigate against possible researcher biases.5 

If the reader is able to establish the trustworthiness of the 
study, then the next step is to apply a slightly higher test of rigor 
by assessing the transparency and systematicity of the study.26 

Transparency and systematicity refer to how carefully the steps 
in the research development and conduct process were followed 

and recorded. 26 Using the previous overview of a qualitative study 
as a guide, ask if there are any significant sections or ideas missing 
from the study? And then, if there was a section missing, did the 
authors address this missing material in some way? These ques
tions get to the core of two ideas: 1) Were the authors knowingly 
hiding something about the conduct of the study from readers? 2) 
Did the authors possess an adequate understanding of the meth
ods employed to make their conclusions valid? Turning to the 
exemplar study, a review of the discussion section reveals that 
there is no mention of any study limitations. 5 While this omission 
is significant, taken against the thorough and careful recording of 
the rest of the study, this author would not take this as fatal flaw 
of the presentation of this study. As such, this author suggests that 
the Roberts et al.5 article adds meaningful and important infor
mation to knowledge about improving practice change in the 
community pharmacy setting. 

APPLICATION TO CLINICAL PRACTICE 

With the establishment of the value of the exemplar study, in this 
final section of the chapter one way in which the results of that study 
could be applied in pharmacy practice will be outlined. Table 20-3 
outlines a series of questions that could be used to guide the applica
tion of qualitative study results to pharmacy practice.27 

By way of reminder, the objective of the exemplar study 
was, "To investigate practice change and identify facilitators 
of this process in community pharmacy with specific focus on 
the implementation of cognitive pharmaceutical services and 
related programs." (page 546)5 In this study, five themes related 
to potentially improving the change process were identified: 
change strategies, social networks, drivers of change, motivators, 
and faciliators.5 In the following scenario, one way for how these 
findings might be applied to pharmacy practice change initiative 
will be outlined. 

TABLE 20-3 • Questions to Consider When Applying Qualitative 
Research Findings to Practice27 

Primary Questions 

What meaning and relevance 
does the study have for my 
practice? 

Does the study help me 
understand the context of my 
practice? 

Does the study enhance my 
knowledge about my practice? 

Sub-questions 

Are there convincing claims 
about why th is knowledge Is 
needed? 

Is the knowledge appropriate 
to the development of the 
discipline? 

Does the study produce usable 
knowledge? 

Is the study situated in a histori
cal context? 

Is there evidence of ambiguity 
and creation of meaning? 



SCENARIO 

Let w takt a hypothetical enmple of a community pharmacist 
working in a state that has Just passed legislation allowing pharma
cim to prescribe medications to patients. Because this pharmacist 
is well informed about pharmacy practice around the world, she 
knows there are several jurisdictions wherein pharmacist prescrib
ing has improved patient outcomes in hypertension management 2a 

She also knows, because she has a good working relationship with 
her patients. that many of them struggle with hypertension and often 
use the store's blood pressure machine to check their blood pres
sures. While her phannacy doea not currently have a blood pressure 
monitoring program in plac:e, she has accet1sed the machine's stored 
blood pressure measures in the past and has noted that many of 
them are over guideline target val.ues.29 She believes that she and 
her pharmacy could do more to help patients to effectively manage 
their hypertension, but the question is how do start such a program? 

As she reflects on this question, she remembers that several 
years ago her manager tried to kiclc-start an MTM program in 
the store, but faced a number of barriers in getting buy-in from 
the rest of the staff and figuring out a way to pay for the phanna
cist and technician time to complete the services. While some of 
the staff have tuned over since that time, and there are often dis
cussions amongst the pharmacy team in the dispensary about the 
additional things that could be done for patients, she knows she 
still faces hnport:ant barrlen . .Remembering what she learned in 
pharmacy school about the value of examining the research liter
ature to implement evidence-based practices, she does a literature 
search and comes across the Roberts et al paper.' As she care~ 
fully reads each section, she begins to see a great deal of overlap 
between the study findings and her practice setting. For enmple, 
she sees that she has drivers for change in the form oflegialation 
allowing pharmacist!' prescribing, and motivators in the sense 
of wanting to improve everyone's professional satisfaction for 
improving patients' hypertension outcomes. 5 However, she also 
notes some important barriers in that her pharmacy lacks exter
nal supports from local physicians, and still has no way to pay for 
pharmacists time in providing these new services. 

Realizing that ifber hypertemion intervention is going to be suc
cessful, she will have to find a way to address these barriers. Going 
back to the evidence of the value of pharmacists' interventions in 

BOX20-1 . 
SCENARIO REFLECTION 

Considering the first two primary questions outlined in 
Table 2~ 3, the phannacist's initial reading of the Roberts paper 
suggests that she sees meaning and relevance in the findings.27 

In particular, she Is able to Identify some overlap with respect to 
the facUltators that are currently In place, as well as some of the 
barriers her practice faces. She also recollects a previously failed 
change initiative by her manager and understands that if bar
riers are not adequately addressed, her idea of a hypertension 
management program is likely not to be successful.27 Extrapo
lating from the scenario, It could be suggested that the reading 
of the Roberts paper allowed the pharmacist to see the context 
of her pharmacy from a different perspective and more effec
tively identify the particular barriers herein.27 
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BOX20-2 ~ 

SCENARIO REFLECTION 

Considering the final question ofTable 2~3. It Is clear based on 
the next steps taken by the community pharmacist In writing 
a quality improvement project to develop and test a collabora
tive practice agreement that the Roberts study enhanced her 
knowledge of her practice and how it might be advanced.27 By 
developing a study to measure the value of pharmacists inter
ventions In the management of hypertension, she will have 
solid evidence that can be presented to various stakeholders to 
meaningfully grow her practice, and the practices of all mem
bers of her profession. 

patients who have hypertension and the findings from the Roberts 
study,5 she writes up a quality improvement project to develop and 
test a collaborative practice agreement with the physician in the 
clinic next door to her pharmacy. A collaborative practice agree
ment is a document outlining the particular patient care functions, 
•such as initiating or modifying medication therapy ordering lab 
tests, and authorizing fills," that may be performed by the phar
macist.'° In this project, the community phannacist will enroll 
thia physician's referred patients into a program wherein she will 
actively manage their uncontrolled hypertension for six months. 
During thJs time, she will meet with patients each month and 
record their progress toward their individual treatment goala. 
These data will then be used to model potential healthcare savings, 
in collaboration with fa.culty&om the local School of Pharmacy. At 
the conclusion of this study, and assuming her results are positive, 
she agrees to work with the physician to develop a business plan to 
use to approach a local health insurance company to compensate 
the pharmacist for the provision of these services. 

SUMMARY AND CONCLUSION 

Both qualitative and quantitative research are important in trans
lating research findings into clinical practice and most impor
tantly improving patient outcomes. This chapter began with a 
discussion of the nature and value of qualitative research for phar
macy practitionen. In particular, it focused on the value of the 
information qualitative research may provide in improving our 
understanding of patient and provider behaviors and guiding the 
development of future interventional studies. This chapter went 
on to provide a systematic outline of components of a qualitative 
research study, and some questions a reader may want to answer 
aa they determine the contribution and quality of that work. Next 
some additional questions were offered to readers when they are 
trying to decide how the study findings could be applied in their 
own practice. All studies have inherent limitations, but these do 
not always mean that the findings are fatally flawed. Th.la chap
ter concluded with a brief scenario describing how the findings 
from the exemplar study could be used to develop an MTM ser
vice program within a community phannacy. The integration of 
both qualitative and quantitative research findings into the devel
opment of the proposed quality improvement project is the key to 

improving all pharmacists' interventions, demonstrating pharma
cists' value on a large scale, and most importantly improving the 
lives of the patients who see pharmacists. 
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Review Questions 
I. Describe the nature of the data collected in qualitative research 

studies. 

2. What insights do qualitative research studies offer health 
services research that quantitative research does not? 

3. Explain why qualitative research results are not generalizable. 

4. How do the terms credibility, transferability, dependability, 
and confirmability differ from each other? 

5. What information can a reader of qualitative research obtain 
by answering each of the questions outlined in Tables 20-1 
and 20-3? What should a practitioner do if he/she estab
lishes discrepancies between responses to the questions in 
Tables 20-1and20-3? 

Online Resources 
Standards for Reporting Qualitative Research (SRQR): https:// 
www.elsevier.com/ _data/promis_misc/04262_SRQR_ Checklist 
. do ex 

Consolidated Criteria for Reporting Qualitative Research 
(COREQ): a 32-ltem Checklist for Interviews and Focus 
Groups: http://www.equator-network.org/reporting-guidelines/ 
coreq/ 

The Qualitative Report: Where the World Comes to Learn 
About Qualitative Research: https://tqr.nova.edu/tqrresources/ 
http://www.qualitative-research.net/index. php/fqshttp:/ /www 
.socialresearchmethods.net/kb/qualmeth.php 
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CHAPTER OBJECTIVES 

.,. Understand the general prlnctples of applying evidence to 
patient care 

.,. Discuss application of randomized trial results to patient 
care 

.,. Discuss application of practice guldeltnes to patient care 
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.,. Determine appropriateness of applying evidence to 
patient care 

.,. Develop a system to keep up-to-date with drug 
Information 
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Patient-centered care Patient-Oriented Evidence that 
Matters (POEM) 

INTRODUCTION 

Evidence-based medicine (EBM) is considered the best method 
of caring for patients.1 Although. this concept appears relatively 
straightforward-that is, employing the best available evidence 
to guide clinical decisions for patients-the actual practice of 
EBM a complicated by a variety of factors. Included in these 
factors are patient-specific values and circumstances, clinician
spedflc judgment and expertise, and the availability and appro
priate assessment of evidence on which a decision can be based. 
For a clinician, incorporating these factors into healthcare deci
sions for a given patient is integral to ensuring optimal treatment 
outcomes. For example. many Jehovah's Witnesses believe it is a 
gross sin to receive blood products. In situations where patients 
are volwne depleted due to significant blood loss, the best option 
based on the evidence is to give them blood products, but for 
many Jehovah's Witnesses, this is unacceptable and they refuse 
blood products based on their beliefs. As per EBM, the next 
best treatment plan is implemented, giving them nonblood fluid 
products. 

Developing a systematic approach to EBM can promote 
efficiency and ensure that all relevant aspects of healthcare 

decisions are being considered. However, no two patients, cli
nicians, or situations are the same; thus, clinicians must remem
ber that EBM is a process by which various intervention options 
can be assessed and, ultimately, individualized decisions can be 
made. This chapter will review the general principles of applying 
evidence to patient care. Spec:i1kally, it will focus on the incor
poration of evidence from clinical trials and recommendations 
from clinical practice guidelines using examples. In addition, 
this chapter will discuss methods of staying up-to-date with the 
rapidly expanding body of drug information using the frame
work of Patient-Oriented Evidence that Matters (POEM) and 
foraging tools. 

GENERAL PRINCIPLES OF APPLYING EVIDENCE 
TO PATIENT CARE 

The practice ofEBM is guided by two underlying principles: 1) 
care should be patient-centered and 2) decisions should be based 
on the most applicable and highest-quality evidence available.1 

The first principle, patient-centered care, includes under
standing the impact of the problem and various interventions 
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on the patient's quality of life, recognizing and incorporating 
the patient's values and preferences, and collaborating with the 
patient on managing the problem.2 While patient values and pref
erences are often synonymous, values may be more reflective of a 
person's belief system, whereas preferences may be more reflective 
of a person's wants or desires. The second principle requires the 
clinician to obtain relevant evidence that is applicable to the clini
cal scenario. The clinician is responsible for expertly assessing the 
evidence on intervention options, synthesizing this information 
for the patient, and then collaborating with the patient to deter
mine the disease management plan. These aspects must be con
sidered from the beginning because they help frame the clinical 
question and organize the evidence review process necessary for 
EBM. In addition, some patients may actively participate in their 
own healthcare decisions, whereas others may prefer the clinician 
make decisions on their behalf. In the latter cases, clinicians are 
responsible for incorporating, to the extent possible, patient val
ues in the decision-making process. Previous chapters discussed 
at length searching and assessing relevant literature to obtain the 
best possible evidence. The following discussion will focus on 
integrating the best evidence into patient care. 

Just as EBM cannot be driven solely by patient preferences, 
neither can it be driven only by evidence. For example, few cli
nicians would recommend treatment with a nonsteroidal antiin
flanunatory drug in a patient with active gastrointestinal bleeding, 
even if the patient preferred and requested that drug for pain con
trol. Although the patient prefers a nonsteroidal antiinflamma
tory drug. the evidence strongly suggests a high risk of worsening 
the bleeding, making this treatment inappropriate. Likewise, few 
clinicians would recommend life-saving measures in a terminal 
patient who has specifically requested not to be resuscitated, even 
though the evidence clearly shows that such life-saving measures 
are effective. However, for a patient with moderate chronic kidney 
disease and hypertension who places a high value on not progress
ing to end-stage renal disease and dialysis, an angiotensin-convert
ing-enzyme inhibitor would be clearly indicated by the evidence 
and, in this case, would be consistent with patient values. Thus 
the principles of patient-centered care and decisions based on 
applicable, high-quality evidence are necessarily intertwined for 
evidence-based practice. 

The management plan must account for what the patient is 
willing and can do, which includes how much they are willing to 
pay for a given treatment. In practice, the best treatment choice 
for a given treatment scenario may not be the best for a patient 
because the cost is more than the amount a patient is willing or 
able to spend. Similarly, other factors such as the complexity of a 
treatment regimen and adherence are important considerations 
when choosing a treatment plan. Adherence barriers may be 
resource limitations, lack of understanding of the correct regi
men, or religious views that only a higher authority has the ability 
to control one's fate; thus, socioeconomic, health literacy, and cul
tural factors all influence compliance. Consequently, it is impor
tant that clinicians have an understanding of the factors that could 
influence a patient's adherence, and use this information to sys
tematically screen for barriers to adherence in order to achieve 
better health outcomes. 

Other factors to consider when choosing a treatment option 
for patients are biological factors that can influence the effec
tiveness of a given medication regimen. For example, African 

Americans may respond differently to certain classes of antihy
pertensives than other races because of biological differences 
related to sodium retention. An African American being treated 
for hypertension with diuretics is likely to have a significant drop 
in their blood pressure, whereas when treated with a beta-blocker 
or angiotensin-converting enzyme inhibitor, they may not have 
any change in their blood pressure.3 When considering a treat
ment option for a given patient, their biologic differences must 
be considered, because some drugs work differently in persons 
with different biological makeup.' Drug therapy management is 
not always black and white and is often gray when the patient's 
values, preferences, and biologic and cultural characteristics are 
integrated into the plan. 

APPLICATION OF RANDOMIZED TRIAL RESULTS 
TO PATIENT CARE 

Ideally, clinical decisions are based on the findings from 
high-quality clinical research. However, clinical research encom
passes a broad range of study designs, ranging from randomized 
controlled trials (RCTs) to observational studies. The quality of 
evidence produced from a given study depends largely on the 
study design. RCTs are considered to be the most robust of the 
study designs, but they are generally designed to answer very spe
cific questions in a mostly homogenous patient population under 
well-controlled settings. Moreover, other methodological factors 
beyond study design must be considered before applying a trial's 
findings to patient care. First and foremost, findings from poten
tially relevant studies should be considered only after careful eval
uation of the quality of study, including methodology and design, 
as discussed in the previous chapters. When deciding whether 
to apply randomized trial results to a given patient (application), 
consider 1) whether the outcome(s) studied and extent of efficacy 
are relevant to the clinical question(s) the study sought to eval
uate, 2) whether the population studied is sufficiently similar to 
the patient you are caring for (i.e., external validity), 3) whether 
the study findings are consistent with the values and preferences 
of the patient you are caring for, and the measures the patient 
and the provider are willing and able to take, and 4) whether the 
benefits outweigh the risks of treatment (i.e., interpreting study 
results). Figure 21-1 describes the steps to take when deciding 
whether to apply randomized trial results to a given patient. 

When considering the outcome of a trial and the extent of 
efficacy, the outcome must align with the given patient situation 

• Are the outcome(s) studied and extent of efficacy relevant 
to the clinical question the study sought to solve? 

• Is the population studied similar to the patient you are 
caring for (i.e., external validity)? 

• Are the study intervention and findings consistent with the 
values and preferences of the patient you are caring for? 

• Do the benefits outweigh the risks of treatment (i.e., 
interpeting study results)? 

FIGURE 21-1: Steps in the Application ofClinicalTrials Data. 



and demonstrate such a degree of efficacy that the benefit out
weighs the risk for a given patient For example, when consider
ing whether lubiprostone is beneficial for a female patient with 
chronic idiopathic constipation, whose main complaint is stool 
hardness, ideally the study will have stool consistency as an out
come measure. If the study did not consider stool consistency, yet 
considered stool frequency, then the needs of the patient, which 
is improved stool consistency, may not be addressed if lubipros
tone is administered. Further, if the patient complaining of stool 
hardness states that he/she does not want anything that causes her 
nausea. the risk ~s benefit of possible nausea versus improved 
stool consistency needs to be considered. If a given study demon
strates lubiprostone improved stool consistency satisfactorily in 
all 259 patients studied. but caused nausea in 3%, then the benefit 
may outweigh the undesired nausea for this patient. depending 
on her personal preferences. 

The ability to generalize a clinical trial's results to a given 
patient requires a thorough understanding of whether a given 
patient is similar to the patients studied (e.g., race, age, medical 
history, current medications), whether there are certain factors 
that could preclude your patient from safely being exposed to the 
study intervention, and the patient's values and preferencel!i. There 
are many factors to consider beyond demographics (e.g., medical 
history, current medications}, such as adherence, ability to pay for 
treatment, and dexterity or cognitive status to administer medi
cation. For example, a trial demonstrating that a series of botox 
injections are highly effective for persons with severe, refractory 
migraines may not be an option for everyone with severe, refrac
tory migraines, such as may be the case for a patient and a pro
vider who are in a rural setting. In such a setting, the provider 
may not be able to obtain the injections and/or the patient may 
not have the means to travel back and forth to the provider to get 
the invasive injections. For many treatment options, the ability 
(e.g., laboratory measurements, imagining equipment) or clinical 
expertise to monitor treatment safety and efficacy may not be suf
ficient or available and thus prevents the implementation of such 
treatments. 

Other patient specific considerations that may limit the general
izability of findings include biological reasons, such as differences in 
race that can lead to differences in effectiveness. For example, Afri
can Americans respond better to diuretic therapy than angiotensin 
COJIVerting enzyme inhibitors for high blood pressure. Genetic rea
sons, such as presence or absence of certain polymorphisms that 
are contingent upon a treatment's success (e.g., the BRCA polymor
phism in breast cancer), should be carefully considered. Treatment 
decisions must be individualized for every patient (incorporating 
patient values/preferences), the benefits must outweigh the risks, 
and the evidence must support the treatment decision. If any of the 
aforementioned are not met. then the treatment decision may not 
be a good option for a give.n patienL 

APPLICATION OF PRACTICE GUIDELINES 
TO PATIENT CARE 

Clinical practice guidelines are evidence-based statements that 
serve to assist practitioners and patients about appropriate health
care decisions for specific healthcare situations.3 Ideally, clinical 
practice guidelines review all issues relevant to a given clinical 
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BOX21-1 • 
CASE SCENARIO 1 

RJ is a 26-year-old obese man with newly diagnosed type II dia
betes who wants to get his glucose controlled. The physician 
wants to start him on a medication for diabetes and asks the 
clinical pharmacist for advice on whether to start metfurmin 
or glyburide. After carefully reviewing the clinical trials, the 
pharmacist found that metformin has demonstrated improved 
glucose control and mortality, and decreased diabetes-related 
comorbldltles In well-designed cllnlcal trials. In contrast, gly
buride has been shown to improve glucose control in many 
well-designed studies, but it has not been shown to improve 
mortality or decrease diabetes-related comorbidities. What 
is the best recommendations and rationale for treating RJ's 
diabetes? 

Solution 
Start metformln because the benefits are greater and reflec
tive of patient values. Metformln Is the only antlhyperglycemlc 
agent that has been found to consistently improve morbidity 
and mortality in persons with type II diabetes. Metformin has 
been found to reduce the risk of any diabetes-related endpoint 
(e.g., sudden death, angina, heart failure, stroke, renal failure, 
amputation, death from uncontrolled glycemla), myocardial 
Infarction, and all-cause mortality. Glyburlde has not demon
strated benefits in morbidity and mortality. The robust evidence 
supporting metformin is why it is considered first-line therapy 
for type II diabetes and the reason it is the best option for this 
patient who wants to get his diabetes under control. 

References 
UK Prospective Diabetes Study (UKPDS) Group. Effective of Inten

sive blood-glucose control with metformin on complications in 
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decision or scenario, including alternative treatment options. 
Therefore, clinicians refer to guidelines with primary objectives 
that are consistent with the given patient care situation or clinical 
question. Beca\15e clinical practice guidelines generally provide 
a comprehensive review of the available treatment options, they 
are considered to provide higher quality recommendations than 
those that are not based on a systematic process. 

Similar to applying evidence from clinical trials, important con
siderations with clinical practice guidelines beyond the quality of 
evidence, include ensuring that the outcomes align with the clin
ical situation, and the results are generalizable to a given patient 
One such example is the recommendation by the American Dia
betes Association that metfornlin is first-line therapy for most 
people with type II diabetes; however, for someone who has stage 
four chronic kidney disease, this recommendation does not apply, 
because metformin in combination with severe chronic kidney dis
ease increases the risk of lactic acidosis. 5 Before accepting a guide
line recommendation, the generali7.ability to a gi'1:n patient must 
be thoroughly considered and should not be taken at face value. 
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The recommendations made by clinical practice guidelines 
are typically made by the consensus of a panel of experts in the 
given field or area. Sometimes, the recommendations made are 
not based merely on the evidence, but are also influenced by the 
opinions of the experts on the panel. The opinions of the expert 
panel members are especially helpful when there is limited evi
dence available to support one decision over another. However, 
care must be taken to understand what is evidence-based and 
what is merely expert opinion. Further, the quality of the evi
dence supporting recommendations and the process of arriving 
at a given recommendation must be understood to ensure an 
optimal clinical decision for patients. Rather than simply tak
ing the recommendation and implementing it in practice, it 
is important to review the supporting evidence to ensure it is 
of high quality and determine whether the recommendation 
is based on a systematic process. Clinical practice guidelines 
compile evidence, making it easy to review the evidence sup
porting a given recommendation. Often, the evidence support
ing a given recommendation is limited and, after reviewing the 
evidence, the clinician may decide that an alternate treatment 
option is better than that recommended by the guidelines. Clini
cians must understand the degree of uncertainty and the level of 
evidence supporting a given recommendation, which includes 
understanding whether the recommendation is expert opinion 
or based on evidence, as well as understanding the limitation 
in the evidence that supports the recommendation. Although 
not implemented by all practice guidelines, grading systems that 
quantify the level of evidence that recommendations are based 
on are helpful in determining the strength of evidence support
ing a given recommendation. There is no standard method of 
grading the evidence supporting clinical practice guidelines, but 
the GRADE criteria, or adaptations of the GRADE, have been 
used by many guidelines. 6 

Recommendations from practice guidelines are not rules, and 
they do not apply to all scenarios, nor are they always up-to-date. 
Clinical guidelines consider the best available evidence up to a 
given time point-often well before the publication of the guide
line-so it is important to identify the time period the guidelines 
are based on and determine whether there is more up-to-date 
information since that time. A thorough understanding of the 
guidelines, including the evidence they are based on, as well as 
their limitations, will assist in achieving optimal patient health 
outcomes. 

When considering whether to apply guideline recommen
dations, the clinician must also consider that each recommen
dation made in a clinical practice guideline is based on certain 
value judgments. Value judgments are decisions about the rela
tive importance of certain health outcomes in a given situation. 7 

Value judgments can be from the perspective of the patient, soci
ety, or others. Sometimes there is evidence from the literature that 
is used to determine a judgment decision. However, evidence is 
often lacking; therefore, the value judgment is determined by the 
expert panel members. Further, the values applied to a given out
come vary between each person and group of persons. The value 
judgments should be made with the one who is most impacted 
by the decision, the patient. Therefore, the outcomes addressed 
in the guidelines should also be made with the patient in mind. 
Those recommendations that are based on patient-centered value 

judgments are more clinically relevant than those that are not 
patient-centered. 

Value judgments and outcomes are ideally patient-centered; 
however, this is not possible for all situations, such as controlling 
blood pressure. For instance, persons with hypertension may not 
feel any different when their blood pressure is high or low, but 
the evidence indicates that attaining certain blood pressure goals 
improves mortality and prevents complications; therefore, clinical 
practice guidelines may value blood pressure goals, which is not 
a value judgment that impacts the patient directly. In addition to 
blood pressure goals as a value judgment, practice guidelines may 
also determine mortality and other hypertension complications 
to be value judgments, which do directly impact the patient It 
is hnportant for practice guidelines to clearly state value judg
ments, so that the clinician can determine whether those values 
are aligned with the patient's values. 

Before applying guideline recommendations to practice, it is 
important to review the strength of evidence supporting the rec
ommendation and determine whether the recommendations are 
generally patient-centered, ensure that the primary objective of 
the guideline is consistent with the given patient care situation, 
and assess whether the recommendation is aligned with a given 
patient's values and preferences. 

BOX21-2 :::: 
CASE SCENARIO 2 

PC is a 57-year-old woman with reflux who has tried antac
ids, but they only provide minimal relief for a short period of 
time. PC has already implemented lifestyle modifications. She 
is requesting something to help alleviate her reflux. Her nurse 
practitioner consults you because she is not sure if sne should 
initiate an H2RA or proton pump inhibitor (PPI). She is con
sidering adding a PPI because she read that H2RAs are not as 
effective at persistently elevating the pH; however, she found 
out that the gastroesophageal reflux disease (GERD) guidelines 
recommend either an HlRA or PPI for persons with mild GERD 
symptoms. How would you explain to the nurse practitioner 
that either an H2RA or PPI are reasonable treatment options for 
PC at this time, despite the fact the H2RAs are not as effective at 
elevating the pH over time? 

Solution 
Although H2RAs are not as effective at persistently elevating 
pH, they are comparable in their ability to improve reflux symp
toms and these symptoms are what PC is most concerned witn, 
not pH. The clinical practice guidelines for GERD address the 
outcome of symptom resolution {e.g., reflux, heartburn), rather 
than the surrogate marker of pH from endoscopy. Patients gen
erally place a higher value on symptom resolution than changes 
in pH. The GERD guideline recommendations are not only based 
on patient-centered value judgments, but the guidelines involve 
outcomes that align with the patient's needs. 

References 
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BOX21-3 : 
CASE SCENARIO J 

A new practice guideline recommends that a direct throm
bln Inhibitor should be given for stroke prevention In certain 
patients with atrial fibrillation because it is superior to warfa
rin for stroke prevention. The thrombin inhibitor was compared 
with warfarin because warfarin was considered the standard of 
care for preventing stroke in persons with atrial fibrillation. SJ 
meets the guideline criteria for a direct thrombln Inhibitor, but 
cannot use the thrombln Inhibitor because he needs to use a plll 
box for his medications and the direct thrombin inhibitor must 
be stored in the original container to maintain the potency of 
the medication. In the past, SJ had very poor medication adher
ence, likely due to dementia, but is doing well now with his pill 
box. What Is the best recommendation for SJ? 

Solution 
Start warfarln because although It Is not as effective as the direct 
thrombln Inhibitor, It Is still effective and therefore Is the best 
option for SJ. The study that found the direct thrombin inhibitor 
was superior to warfarin, did not include patients that required 
the use of a pill box; thus, the results are not generalizable to SJ. 
In fact, SJ would be at increased risk of stroke if he was started 
on a thrombln Inhibitor, because the effectiveness of the drug 
would be compromised If he was nonadherent The atrial fibril
lation guidelines made a general recommendation, but did not 
consider patient-specific factors such as the need for a pill box 
to avoid poor adherence. In fact, the guidelines do not mention 
anywhere that the direct thrombln Inhibitor cannot be stored 
outside the orlglnal packaging. While some guidelines provide 
more detail about practice considerations when using a par
ticular medication, some do not; therefore, it is up to the clini
cian to be aware of these other considerations and then decide 
whether the recommendation treatment option is the best for 
a given patient. 

References 
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STAYING UP WITH DRUG INFORMATION 

The enormous wealth of drug information literature is increasing 
exponentially, making efforts to stay up-to-date more challenging. 
However, a proactive and systematic approach to reviewing liter
ature can make this process manageable. Clinicians have varied 
strategies and methods of staying informed with pertinent litera
ture to ensure optimal patient care. Therefore, what works for one 
clinician may differ from strategies that work for other clinicians. 

Every clinician must ask (and continually reassess) three 
important questions for continuous learning: 

1. What is the scope in which I need to focus? 
2. In what way(s) do I learn most efficiently? 
3. How can I incorporate this learning process into my usual 

routine? 
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Determining the scope of what one will stay up-to-date on is cru
cial given the current volume of drug literature with nearly 1 million 
new citations per year in MBDLINE alone. Fortunately, most of 
these citations are of little value to clinicians because they do not 
focus on patient care or because they do not provide sufficient evi
dence to warrant a substantial. change in practice. Consequently, an 
important skill for information mastery is learning to filter this lit
erature and focus solely on that information which is applicable to 
patient care-also referred to as Patient-Oriented Evidence that 
Matters (POEM). A POEM is a new clinical approach that meets 
three criteria.8 First. POEMs evaluate the effect of a test, drug, pro
cedure, or intervention on an outcome that patients care about 
For example, a patient may care little about how effectively a drug 
reduces fasting blood glucose levels, but may place a high value on 
preventing diabetic retinopathy. Thus, a study that examines only 
glucose levels or Ale as the primary (surrogate) endpoint would 
not qualify as a POEM, whereas a study assessing a drug's effect 
on reduction in the incidence of retinopathy would be relevant 
Secondly, POEMs must study a ·common" medical problem where 
the intervention is feasible in a given setting. A study in which a 
treatment is shown to be very effective is unlikely to be useful to 
a clinician if the intervention is cumbersome and not likely to be 
adhered to by patients. Lastly, POEMs must supply information 
that has the potential to induce a practice change among clinicians. 
Applying these three criteria as a litmus test allows the clinician to 
drastically reduce the volume ofliterature requiring review. 

The process of identifying POEMs was developed in the 1990s, 
initially for primary care, but can be applicable to any specialty 
medical problem. Consequently, identification of POEMs will 
be largely driven by one's job responsibilities. For example, a 
clinician practicing in oncology may need to stay abreast on all 
new research sunounding oncology and may not need to focus 
their limited time on all new research in the area of dyslipidemia. 
Conversely, a primary care practitioner may decide that a more 
general approach is appropriate, focusing on major research in 
common acute and chronic diseases rather than the nuances of a 
specific disease state or therapeutic area. 

Once the scope has been detennined, the clinician should 
give careful thought to the method(s) that will effectively and 
efficiently allow them to learn new information. One of the most 
common methods involw:s reviewing journal articles. However, 
for most clinicians, it is not possible to read all journal articles in 
a field. nor is it feasible to search PubMed (http://www.pubmed 
.gov) regularly for new articles. 

Instead, many clinicians rely on summaries of the important 
literature within a given field. 'These summaries are often referred 
to as foraging tools. Foraging toola browse the available litera
ture for new and important information, which is different from 
searching for an answer to a specific question.9 Foraging is help
ful, not only because it helps the clinician stay updated with topics 
that they would otherwise not be aware of, but also because it can 
unlock answers to questions that the clinician had not yet iden
tified as a problem. A good foraging tool identifies valid POEMs 
and selects evidence that is clinically important, based on out
comes that matter to the patient. To be helpful, a good foraging 
tool pulls information relevant to your interest, or practice area 
and is comprehensive. Ideally, one will know how the foraging 
tool appraises and filters the literature. Further, a good foraging 



228 Principles of Research Design and Drug Literature Evaluation 

tool puts new information in the context of previous information 
and is searchable. Table 21-1 describes some foraging tools. In 
addition, many clinicians subscribe to the table of contents for 
relevant journals. Importantly, this process removes the burden 
of actively seeking new articles (which may or may not have been 

published) from the clinician, and instead places that burden on 
the foraging tool to alert the clinician of newly published litera
ture. Most biomedical journals provide, free-of-charge, an elec
tronic notification (usually by e-mail) of new publications. The 
journal contents can then be quickly scanned for relevance and 

TABLE 21-1 • Selected Foraging Tools for Staying up with Medical Literature 

Name Description Cost Sponsor/Publisher 

Journals 

ACP Journal Club Subscription-based one-page sum- Annual subscription Annals American College of Physicians 
(http:J/www.acpjc.org) maries of recently published research; of Internal Medicine 

published monthly 

American Family Physklan Twice-monthly print and online Annual subscription to American Academy of Family 
(http://www.aafp.org/afp) publication journal (free to qualified Physicians 

primary care physicians) 

The Joumal of Family Practice Monthly clinical reviews of evi- Annual subscription to Quadrant HealthCom Inc. 
(http://www.jfponllne.com) dence-based medicine; includes an journal (freely available to 

online archive of POEMs family physicians) 

Journal Watch Brief, clinically oriented reviews of Annual subscription Massachusetts Medical Society 
(http://www.jwatch.org) recently published literature; available (publishers of New England Jour-

online and in print format nal of Medicine) 

Evidence Summaries 

AHRQ Effective Health care Clearinghouse of comparative- Free Agency for Healthcare Research 
Program (http://www effectiveness systematic reviews by and Quality 
.effectlvehealthcare.ahrq.govn various academic: institutions funded 

byAHRQ 

BMJ Bast Practice (https:J/ Curated compendium of clinical deci- Annual subscription (insti- BMJ Publishing Group 
bestpractice.bmj.comn sion support for a wide range of topics tutional only) 

and disease states 

The Cochrane Database of Warehouse of extensive collection of Free abstracts; annual sub- The Cochrane Collaboration 
Systematic Reviews (http:// systematic: reviews scri ption for full-text 
www.cochrane.org} 

DynaMed (http://www Database of evidence summaries Annual subscription Dyna Med 
.dynamed.comn incorporating various primary and sec-

ondary literature sources 

Up-To-Date (http://www Database of evidence summaries Annual subscription Up-To-Date 
.uptoclate.com) incorporating various primary and sec-

ondary literature sources 

Clinical Key/FIRSTConsult Database of evidence summaries from Annual subscription Elsevier 
(http://www.flrstconsult.com) various sources 

Essantlal Evidence Plus (http:// Search engine for various evi- Annual subscription Wiley-Blackwell 
www.essentlalevldenceplus dence-based sources; also provides 
.com) dally POEMs (summaries) via e-mail 

SUMSearch Search engine that gathers original Free University of Kansas 
(http://sumsearch.org) research, systematic: reviews, and prac:-

tice guidelines from various sources 

TRIP Database Searchable database that gathers Free Gwent, Wales 
(http://www.trlpdatabase.com) evidence-based clinical information 

from various sources and rates them 
according to strength of evidence, 
date, and applicability to search query 

Clinical Guidelines 

I nstltute for Clnlcal Systems Guidelines for preventive services and Free Institute for Clinical Systems 
Improvement (https://www dlsease management developed by Improvement 
.icsi.org/guidelines_more/ ICSI; also includes various protocols 
flnd_guldellnasn and order sets for clinical use 

(Condinued) 
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TABLE 21 ·1 • Selected Foraging Tools for Staying up with Medical Literature (Continued) 

Name Description Cost 

U.S. Preventive Services Task 
Force Recommendations 
(http://www.uspreventiveser
vlcestaskforce.org/) 

Database of recommendations for pre- Free 
ventive services; based on systematic 

Sponsor/Publisher 

USPSTF 

reviews by the USPSTF 

Other 

Amedeo 
(http://www.amedeo.com) 

Service that allows clinicians to specify Free 
therapeutic areas and journals to be 
searched for relevant publications; the 
service sends an e-mail with citations 

Flying Publisher (supported by 
educational grants from various 
pharmaceutical companies) 

and links to PubMed abstracts 

MectScape 
(http://www.medscape.com} 

Service that offers tailored news, Free WebMD,LLC 
medical information, and continuing 
education programs for a variety of 
subspecialties 

TheHeart 
(http://www.theheart.org) 

Service that offers tailored news, Free WebMD,LLC 
medical information, and continuing 
education programs tailored to cardio
vascular medicine 

Pharmacist's I Prescriber's 
Letter (or slmllar) (http://Www 
.phannaclstsletter.com) 

Monthly newsletter providing Annual subscription lherapeutic Research Center 
concise evidence-based updates and 
recommendations on approximately 
1 O topics per issue; includes 
continuing education 

articles of interest can be accessed via imbedded links within the 
notification. Similarly, PubMed allows registered users to set up 
automatic updates. These regular e-mail updates contain new 
articles that meet the user's predefined search criteria. Other sim
ilar services offer variations on these themes (Table 21-1 ). 

Some clinicians may also prefer a briefer summary of impor
tant literature rather than reading numerous full-text journal arti
cles. Various services are available that meet this need, including 
both electronic and print services. Examples include ACP Journal 
Club, or Journal Watch, as seen in Table 21-1. A common theme 
among these services is that the literature is reviewed for impor
tance (and sometimes for methodologic quality) and summarized 
for a busy clinician. Many of these electronic services are free-of
charge or incur a relatively small subscription fee. 

Other Approaches 
Other common methods include continuing education activities, 
journal clubs, and precepting students. Many national and state 
organizations and associations offer continuing education, which 
ranges in format from readings followed by an assessment to 
webinars, live seminars, or conferences. All of these formats pro
vide valuable information, usually regarding timely and new drug 
information. Journal clubs, as discussed in Chapter 22: Basics of 
Journal Club can provide a mechanism for critical evaluation of 
research articles and can be a tool for life-long learning. More
over, journal clubs can serve to keep clinicians abreast of impor
tant literature outside of their own specialty since they are often 
conducted with clinicians from multiple specialties or therapeutic 
expertise. 

Teaching is the best form of learning; many clinicians find 
that precepting students forces them to be aware of the current 
research so that they are able to guide students. Precepting stu
dents is challenging in that students question why it is done and 
how it is done and bring fresh perspectives and information to 
practice. Students push clinicians to think outside of the way they 
have been practicing and bring their new knowledge to practice. 
For clinicians not employed in academia, precepting students also 
provides an indirect link to the "big pictureD themes that are being 
taught didactically at the student's institution. Other techniques 
for learning should also be explored, such as developing an edu
cational newsletter or seminar series where colleagues discuss 
important themes related to their area of expertise. 

Additionally, within the practice of pharmacy, each state has a 
pharmacy association and there are many national organizations, 
including the American College of Clinical Pharmacy (ACCP), 
American Pharmacists Association (APhA), and the American 
Society of Health Systems Pharmacists (ASHP), all of which offer 
continuing education opportunities. 

SUMMARY AND CONCLUSION 

Practicing EBM requires clinicians to stay up-to-date and be able 
to determine how to apply evidence to a given health situation. 
Identifying and implementing a system of staying up-to-date 
and a system of assessing whether evidence should be applied to 
an individual patient is important to ensure optimal health out
comes. There are many methods to choose from in developing 
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a system to stay updated, including subscribing to summaries 
of recently published literature, journal tables of contents, jour
nal clubs, and continuing education. Further, strategies such as 
POEM, must be implemented to ensure optimal patient care. 
Irrespective of the system employed, the clinician must filter the 
vast body of medical literature to identify patient-oriented evi
dence likely to have a significant impact on practice. Moreover, all 

Review Questions 
I. What are the necessary considerations when applying evi

dence to patient care? 

2. What are important considerations when assessing the results 
of a clinical trial to patient care? 

3. How can you determine whether the practice guideline recom
mendations are patient-centered? 

4. Describe an efficient method of staying up-to-date with drug 
information in your area of interest. 

5. What are ideal characteristics of a good foraging tool? 

Online Resources 
Pharmacists Letter: http://www.pharmacistsletter.com/ 

Prescribers Letter: http://www.prescribersletter.com/ 

Journal Watch: Medicine that Matters: http://www.jwatch.org/ 
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Basics of Journal Club 
Catherine L. Hatfield, PharmD 

CHAPTER OBJECTIVES 

• Explain the purpose of journal clubs • Examine characteristics of an effective journal club 
• Describe the general format of a journal club • Discuss common evaluation tools used in journal clubs 

KEY TERMINOLOGY 

CATrnakersoftware 
Critical appraisal 

Critical appraisal tools 

Journal dub 

INTRODUCTION 

Journal clubs are valuable to clinicians to keep up with medi
cal literature especially with the advent of evidence-based prac
tices. Although journal clubs have become popular in pharmacy 
education in the last two decades, they have been in practice 
for more than a century. Historical accounts give credit to Sir 
William Osler for the origin of journal clubs in 1875.1.z Sir Osler 
established the first journal club at McGill University in Mon
treal, Canada, due to economic restraints that prohibited many 
physicians from purchasing books and periodicals for their per
sonal use. However, it has also been documented that the phrase 
·journal club" may have been coined earlier by Sir James Paget 
while at the St. Bartholomews Hospital in London in 1835-
1854.13 Sir James noted that medical students would meet in a 
room over a baker's shop to read journals and formed a group, 
or club, in doing so. Some early goals of journal clubs included 
introducing junior staff to a systematic process of using medical 
literature and allowing more senior staff to survey the literature. 
In 1966, Mattingly published an article discussing journal clubs 
and wrote about the various formats and logistics that surround 
journal clubs, such as the benefit of food, meeting frequency, and 
number of articles to review.' 

Journal clubs are now common in medical and health edu
cation training programs. In pharmacy, journal clubs are used 
in the academic and practice settings to develop and enhance 
critical skills for patient care. Pharmacists are often asked for 
recommendations regarding medications. In order to make 
sound and unbiased suggestions, knowing the literature and 
properly interpreting it is a necessary skill. When making these 

recommendations, pharmacists need to not only know how 
the drugs differ in efficacy. but also how they differ in dosing, 
adverse effects, and pharmacokinetics to make the best recom
mendation for an individual patient. This chapter will explore 
the purpose of journal clubs, the format and logistics of these 
clubs, and the characteristics of effective journal clubs. 

DEFINITION AND PURPOSE OF JOURNAL CLUBS 

In a journal dub, a group of participants who have common 
practice or research interests meet regularly for a defined ped
agogical purpose. The club often discusses current research 
articles and the appropriateness of the study design, the data 
analysis, the conclusions drawn, and the potential applications or 
implications of the research to practice and patient care. In phar
macy. these clubs allow pharmacists to understand the current 
drug research to help make evidence-based recommendations. 
The goals of journal clubs in education and practice include 
keeping up with the literature, teaching critical appraisal skills, 
promoting evidence-based medicine (EBM), provide continuing 
education, and promoting social interaction.5 

Journal clubs are used for multiple purposes in education and 
practice (Table 22-1).6 Most journal clubs incorporate critical 
appraisal skills as one of their reasons for having the club.7 Crit
ical appraisal is defined as the systematic analytical evaluation 
of research to determine its value and relevance for a given situ
ation. These skills can be learned from a book, but it is difficult 
to become truly proficient without practice. Journal clubs allow 
clinicians with minimal critical appraisal skills to learn how to 
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TABLE 22-1 • Advantages of Journal Clubs' 

Learn critical appraisal skills Promote research skills 

Encourage evidence-based medicine Encourage use of research 

Stay up-to-date with the literature Promote social contact 

Provide continuing education Stimulate debate 

Improve understanding of current 
topics 

use and improve their skills by critically evaluating an article in 
a group setting for the mutual benefit of all in attendance. For 
pharmacists, these skills are needed to make knowledgeable drug 
recommendations based on the evidence. When choosing to rec
ommend one drug over another, the recommendation needs to be 
based on studies that compare medications on several levels (e.g., 
efficacy, adverse effects, dosing regimen) and proper interpreta
tion of the study results is a necessary skill. 

It has been documented that journal clubs can improve crit
ical appraisal knowledge, improve ability to appraise original 
research, and increase the amount of time reading by residents.8 

Critical appraisal can help clinicians determine if and how the 
article should be used in practice, thus developing skills that are 
necessary to incorporate EBM into practice. For this reason, jour
nal clubs are considered to link the realm of research to that of 
clinical practice and can be instrumental in translating research 
to practice. 

Staying current with the literature is another commonly cited 
reason for journal clubs. New treatment guidelines are based on 
the literature, and it is important for pharmacists to understand 
why treatment guidelines change and what research was done to 
warrant that change. Finding time to read the vast array of arti
cles in a given discipline is a difficult task. Hence, a journal club 
allows clinicians to have a set schedule that incorporates read
ing and discussion of the current literature at a defined time in 
their busy schedule. Additionally, the benefits of social contact 
and professionalism should not be underrated. Interprofessional 
journal clubs can improve relations among different healthcare 
professions by allowing club members to work together and learn 
to appreciate the differing expertise each profession has to offer. 

FORMAT AND LOGISTICS OF JOURNAL CLUBS 

There are many different ways to organize a journal club, and 
there is not one way that stands out as being the best. The setting, 
interests, and needs of the target participants will all need to be 
taken into account to determine the best format for any given sit
uation (Table 22-2). The following sections describe in detail the 
development and implementation of journal clubs in education 
and practice settings. 

Types 
Some common types of journal clubs include unit-based, 
hospital-based, clinic-based, and academic-based journal clubs. 
Unit-based clubs are usually very specific to topics that occur in 
the unit. These clubs are often much smaller in size than other 
clubs because of their specialized focus. One example might be a 

TABLE 22-2 • Journal Club Format Highlights 

Types-the type of journal club used will help define the purpose 
and focus 

Focus-may vary based on the needs of the participants 

Article Hlectlon-generally original research based on the focus 
area(s) 

Preparation-expectations for preparation should be set upfront 

Timing-always end the journal club on time 

Presentation-critical appraisal tools help with timing and format 

Leadership-having a designated leader improves journal club 
effectiveness 

Presenter-It is most common to have a single presenter at each 
journal club 

Environment-rooms of adequate size that promote eye contact 
improve participation 

Aud~rticipants with similar clinical interests is beneficial 

Internet & Socia I media-can engage off-site participants and 
allows asynchronous discussions 

Feedback-periodic feed back on the logistics and format of the 
journal club should be gathered from the members 

pediatric intensive care unit (PICU) journal club where all health
care professionals in the PICU might benefit from articles relat
ing to human touch for the neonate, but this topic would not be 
very beneficial for healthcare professionals in other units of the 
institution. However, the articles presented at unit-based clubs are 
usually relevant to all members. 

The hospital- and clinic-based clubs are usually much larger 
and are more likely to include professionals with diverse back
grounds. These types of journal clubs can be beneficial to par
ticipants, but the larger group often comes with larger obstacles 
such as scheduling and leadership. It is more difficult in this envi
ronment to find articles that will benefit the entire group. How
ever, the interactions and discussions of members who might not 
otherwise work together can stimulate discussion and improve 
communication among different services at the institution. For 
example, having professionals with expertise in nutrition support 
present at a hospital-based journal club could allow an extensive 
discussion to occur on the benefits of beginning nutrition sup
port in a timely manner. The social interaction created in this 
type of environment forms personal connections across the dis
ciplines, which can improve communication when needed for a 
patient encounter. Academic-based journal clubs usually incor
porate one or more academic training programs; participation for 
the students, residents, and/or fellows is often mandatory. Thus, 
attendance is not an issue, but participation and discussion by an 
audience that is not present by choice can be minimal if plans to 
engage the audience are not implemented. 

Focus 
Within each of the types of journal clubs mentioned above, the 
focus of the clubs can vary depending on the needs of the partic
ipants. Some documented focus areas for journal clubs include a 
critical appraisal focus, an evidence-based focus, and a leadership 
focus. s.6.9 



Critical appraisal journal clubs have the primary purpose of 
educating the audience on critical appraisal through a systematic 
process of interpretation and evidence. In clubs with this focus, 
usually only one article is reviewed at a time. This type of club is 
more likely to review landmark articles that are frequently referred 
to in the literature, such as the Antihypertensive and Lipid Lower
ing Treatment to prevent Heart Attack Trial (ALLHAT) published 
in JAMA in 2002.10 While this study is several years old, it is con
sidered a landmark trial because it was a long-term, multicenter 
trial with a large group of participants comparing medications for 
the treatment of hypertension. It is important to vary the study 
design and put the randomized controlled trial (RCT) aside for 
critical appraisal clubs, so that all study designs are analyzed. Crit
ical appraisal tools can be very beneficial for this form of journal 
club. Critical appraisal tools are checklists or rubrics that pro
vide a systematic approach to appraise an article to easily detect 
the methodological flaws. The framework for critical appraisal of 
common pharmacy literature discussed in other chapters of this 
book can be helpful. 

Journal clubs with an EBM approach differ in purpose from 
that of critical appraisal clubs because there is a shift to using the 
evidence to help with clinical decisions surrounding individual 
patients. For example, when a question arises on how to treat a 
patient, the club members may be asked to perform independent 
literature searches and bring articles to the journal club meeting. 
Clubs with this focus have four key elements: asking questions, 
searching the literature, selecting relevant articles, and critically 
appraising those articles.5 This type of journal club has a larger 
scope than critical appraisal journal clubs because it focuses on 
a topic that may require analyzing multiple articles, rather than a 
single article. These clubs are more appealing to senior clinicians 
and are more likely to change practice. It has been documented 
that, of the four key elements of an EBM journal club, searching 
the literature seems to be the weakest link. 11 To help with this, 
a real-time search during meetings led by a skilled clinician or 
health research librarian can be beneficial in developing search
ing strategies and skills. Since most clubs are one hour in length, 
it may take a couple of meetings to fully discuss the topic and 
answer any patient-related questions. 

A leadership-focused journal club takes on a completely differ
ent approach to those previously mentioned.11•12 Wombwell and 
colleagues developed a club that was structurally similar to crit
ical appraisal journal clubs, but the focus was to discuss articles 
on leadership.11 They discussed the incorporation of leadership 
concepts and principles into the daily lives of the students, resi
dents, and practitioners who participated. Eighteen articles were 
chosen from six key leadership concepts: managerial develop
ment, resident-specific learning, defining leadership, leadership 
development, compassionate leading, and creating change. The 
authors stated that this can be an effective way to increase expo
sure to leadership principles and practices. 

Article Selection 
The type of article selected is based on the focus of the journal 
club. In general, journal clubs should select original research, and 
often reviews should be excluded. When selecting an article, it 
is best to consider the audience. Interesting, engaging and bene
ficial articles are more likely to elicit audience participation and 
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discussion. This can be done by selecting articles that were used 
for a recent patient encounter or by selecting an article that dis
cusses a common problem found in practice, such as medication 
errors. Articles that cover controversial topics or change current 
practice can also be engaging. The articles chosen should be rele
vant to all participants, and align with the purpose of the journal 
club. 

Articles with valid results have the potential to be more bene
ficial to the audience. These articles are more likely to be used in 
practice and are more likely to change practice. However, articles 
with invalid results should be incorporated into the journal club 
periodically. This will help to incorporate education and critical 
appraisal skills into the discussion. 

Most journal clubs present one to two articles per meeting. 
Articles should be distributed to all audience members; often this 
is done at least one week before the journal club.7 Distribution via 
email as an attached document is the easiest way to distribute the 
articles, though many times the articles sit in the inboxes of partic
ipants. One advantage of email is that one can send invitations to 
the participants so that the date/time/location of the journal club 
can be placed on their calendar and less easily forgotten. However, 
by copying and distributing the articles by hand, one can ensure 
everyone has a copy to read, and can obtain a verbal commitment 
to come to the journal club as articles are distributed. Another 
way to distribute the articles is by making them available on a web 
site. This allows participants to check the web site at their leisure. 
An advantage of this process is that all supplemental materials 
and details needed about the journal club can be easily found and 
updated as needed. A combination of these distribution methods 
might also prove to be beneficial. 

Preparation 
Time, effort, and resources are needed to prepare for the journal 
club. Clinicians should get extra copies of the article as some may 
have forgotten to bring it with them. There may be others who 
have not read the article, but will want to follow along and read 
as the discussion ensues. In a systematic review of journal clubs, 
it was found that the expected preparation of participants prior 
to journal club varied considerably.7 Some clubs documented 
required reading, attendance, and training, while other clubs had 
no expectation for attendance or preparation. Additionally, prep
aration for journal clubs has varying definitions. Setting these 
expectations upfront and reviewing as needed may be necessary 
for a successful journal club. 

Timing 
Journal clubs are scheduled for a specific time period; most jour
nal clubs are one hour in length.7 It is important to end the journal 
club on time, even if the discussion is still ongoing. This allows 
the participants to budget their time accurately and they will be 
more likely to return to future journal clubs. Journal clubs that 
are shorter in duration may find it beneficial to distribute an arti
cle summary prepared by the presenter using a one to two page 
appraisal tool at the beginning of the journal club. 

Presentation 
The presentation of content in journal club can vary based on 
the purpose of the journal club. Presentation slides can help to 
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structure the content and discussion and can be beneficial in 
shorter journal clubs. However, in a lengthy journal club where 
discussion is promoted, the use of slides can inhibit the audience 
and the discussion because it is perceived that the discussion has 
already been predetermined by the slides. Critical appraisal tools 
have been shown to enable efficient presentation of an article 
and allow more time for discussion. 13 These tools, either in the 
form of checklists or software, have the advantage of consistency 
in presentation format and timing. Clinicians with basic critical 
appraisal skills quickly learn how to report the results from an 
article, but struggle with learning to report the items that have 
been omitted or are incorrect. For this reason, the systematic pro
cess that these tools establish can also be beneficial in alerting 
new readers to potential flaws. 

Leadership 
Effective journal clubs have a leader responsible for identifying, 
or helping the presenters to identify, articles for discussion.7 A 
designated leader who takes responsibility for the club has been 
shown to improve effectiveness.14 In pharmacy, the leader in an 
academic environment is usually a faculty member and in an 
institutional environment the leader is usually the pharmacy 
educator, clinical coordinator/manager, or the chief pharmacy 
resident. Presenters should rotate to allow different audience 
members to participate and lead the discussion. Available evi
dence suggests that senior trainees should be journal club leaders 
because attendance is improved when the clubs are run indepen
dent of faculty.15

•
16 

Presenter 
Presenters have an important role to play as they initiate the con
tent of discussion. A presenter should always keep the audience 
involved as much as possible. This can be done by asking ques
tions to the audience, by referring to tables and figures, and by 
incorporating clinical questions into the presentation. If a couple 
of members are dominating the discussion, then it is acceptable to 
ask others for their inputs. If some audience members seem to be 
quietly discussing the article among themselves, then they can be 
asked to share with the group. 

While having a single presenter for a given journal club meet
ing is the most common, there have been reports that small group 
discussions can be effective as well. Sackett and colleagues divided 
their audience members into small groups to increase audience 
participation.17 After the presenter's introduction to the article, 
each group was assigned questions to discuss and answer. After 
correctly answering the questions, the group adjourned. Another 
presentation format used in journal clubs is a facilitated group 
discussion. In this scenario, the article is presented by the facil
itator, but all questions regarding critical appraisal and clinical 
importance are directed to the audience for discussion. The role 
of the facilitator is simply to move the group forward and keep 
the club running on time. A debate among audience members can 
also be an effective presentation format. This particular format 
works best with EBM journal clubs that are discussing a contro
versial topic. The two groups would pick differing opinions on the 
topic, find supportive literature, and then present their findings in 
a moderated debate. The moderator in this situation is responsi
ble for keeping the time and tone on track. 

Environment 
The environment for running a journal club can be very impor
tant and should not be overlooked. This includes room specifi
cations, seating, and food arrangements. Journal clubs should be 
conducted in rooms of adequate size; if the room is too small, then 
it may discourage attendance while a large room may encourage 
passivity and discourage discussion.5 Rooms that allow partici
pants to sit in a circle or horseshoe are preferable because they 
increase eye contact and promote participation. Monthly, one
hour journal clubs over lunch seems to be the most commonly 
used time for journal clubs.7

•
15 To encourage attendance, provid

ing food may be helpful.1s.•a.19 

Audience 
There can be considerable variability in the number of partici
pants in journal club. It can range from as small as 12 to a large 
group of 135.7 It is recommended that all journal club participants 
be either of the same discipline or have similar clinical interests, 
such as cardiology or nephrology. When students or trainees are 
the primary audience members, attendance is usually mandatory. 
This has its advantages and disadvantages. When the audience 
is there by mandate, it may be difficult for them to see the val
ues and benefits that the journal club can offer. On the flip side, 
mandatory attendance has been associated with successful jour
nal clubs because it promotes a core group of members, which 
helps with continuity.15 Another mechanism that has been shown 
to improve attendance without a mandate is the support of the 
program director. If the residency program director rates the edu
cational value of journal clubs as vital to the training of residents, 
then attendance improves. Attendance is lowest if the program 
director rates the journal clubs as having no educational value.20 

Internet and Social Media 
The growth of the internet and social media has introduced new 
ways of delivering journal clubs. There have been many reports 
of successful implementation of online,21- 23 virtual,24.25 and 
Twitter-based journal clubs.*30 These routes of delivery are able to 
transcend the barrier of needing to be physically present to attend a 
journal club. The benefit of global participation and collaboration 
is possible when physical limitations are removed.26 Twitter allows 
the participants to add a web link to the article, tables, or figures. 
Additionally, the character limit placed on Twitter forces partici
pants to be concise and targeted with their discussion which can 
lead to a quick bantering among participants. These formats allow 
less confident participants to watch (or read) and learn without 
being put on the spot. These delivery methods also allow partici
pants to weave in and out of the discussion as other responsibilities 
arise. Some downsides to these delivery methods are lack of famil
iarity with social media, such as Twitter, inability to follow and 
learn from a potentially fast-paced online exchange, and character 
limits that are imposed on some social media platforms. While 
these delivery methods for journal clubs are well-documented, 
they are likely to deter senior practitioners less familiar with social 
media from participating in the discussion. 

Feedback 
Success of a journal club has been defined as having high atten
dance and being in existence longer than two years.15 To achieve 



both of these goals, periodic evaluation and feedback of club 
members is necessary.31 Feedback should be sought on the logis
tics (timing, location, etc.), topics, and on the format (tools, slides, 
presenters, etc.). Members should also be asked what they found 
to be most beneficial, what they found to be least beneficial, and 
what improvements would make the club more beneficial on a 
regular basis. Academic journal clubs also involve evaluating the 
delivery and organization of the presentation by peers and/ or fac
ulty. Having the club moderated by a faculty member improves 
attendance and presence of subspecialty staff at the journal club 
enhances learning. 13

•
20 

CHARACTERISTICS OF EFFECTIVE JOURNAL CLUBS 

Successful journal clubs have several common features with 
respect to leadership, attendance, and support. Swift found that 
successful journal clubs have a single person responsible for the 
club, provide food, have mandatory attendance, and have sup
port from the program director. 5 Sidorov reviewed the literature 
regarding internal medicine residency journal clubs in an effort 
to define what makes some clubs successful 15 Success was defined 
as having high attendance or a long existence (>2 years). As per 
research, successful resident journal clubs have mandatory atten
dance, are independent of faculty, have food available, focus on 
original research, formally teach critical appraisal skills, and are 
associated with smaller residency programs. Additionally, adding 
a competition to the journal club may improve attendance and 
engagement of the participants.32 

Deenadayalan and colleagues performed a systematic review 
of the literature on how to run effective journal clubs.7 They iden
tified multiple characteristics of effective journal clubs, outlined 
in Table 22-3. 

Hartzell and colleagues developed a successful resident run 
journal club based on the adult learning theory.13 For their club, 
they developed a journal club committee consisting of residents 
and a faculty mentor. This committee was responsible for setting 
the journal club goals, selecting articles, and running the meet
ings. The journal club met monthly for one hour and discussed 
two articles at each meeting. The CATmaker software was used 
to help residents with reviewing and presenting the articles.33 The 
study found that of the 87% of eligible internal medicine residents 
who responded to a questionnaire, 88% felt journal club increased 

TABLE 22-3 • Characteristics of Effective Journal Clubs 

Regular and anticipated meetings 

Mandatory attendance 

Clear long-and short-term purpose 

Appropriate meeting time 

Appropriate incentives 

A leader to choose papers and lead discussion 

Circulation of articles before the meeting 

Internet usage for dissemination and data storage 

Use of established critical appraisal tools 

Summarizing journal club findings 
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their medical knowledge, 85% felt the journal club was applica
ble to their practice, 82% learned appraisal techniques that they 
were using when reviewing articles outside of journal club, and 
89% believed that emailing the articles prior to the club aided in 
learning. 

CRITICAL APPRAISAL TOOLS FOR JOURNAL CLUBS 

Using checklists and tools for developing critical appraisal skills has 
been effective in journal clubs, and a few commonly available tools 
can be found in Table 22-4.13

.3
4

-
37 Some of the first tools were devel

oped by the Department of Clinical Epidemiology and Biostatistics 
at McMaster University in Canada.38- 41 They developed a frame
work for critical appraisal, which was later expanded on in the 
Journal of the American Medical Association as user guides to the 
medical literature.42 These checklist/tools help the learner develop 
a systematic process of analyzing the literature by posing several 
questions and then helping the reader answer those questions by 
providing information and examples. The three primary questions 
for an article about therapy are, "Are the results of the study valid?," 
"What were the results?," and "Will the results help me in caring for 
my patients?" Each of these primary questions has sub-questions 
that guide the reader through the critical appraisal process. 

There are many online resources available that provide educa
tion on and tools for critical appraisal of the literature. The Centre 
for Evidence Based Medicine at the University of Oxford focuses 
on teaching and promoting EBM and provides some tools on its 
web site. They provide resources to guide the clinicians through 
every step of the EBM process, including critical appraisal and 
applying the results in practice. 

One of the appraisal tools available is the CATmaker software. 33 

This CAT (critically appraised topics) software is a free download 
and helps guide the reader through the critical appraisal process 
of several different types of articles, such as therapy, harm, diag
nosis, and prognosis. This CATmaker software was used in a study 
looking at resident-run journal clubs.13 This study determined 
that only 39% of residents found the software to be useful and the 
authors suggest that having designated people available to help 
first-time users of the CATmaker software would be beneficial. 
The study also found that the CATmaker software streamlined 
presentations in a more organized fashion that allowed more time 
for discussion. 

TABLE 22-4 • Commonly Available Journal Club Tools 

Users' guides to the 
medical literature 

Centre for Evidence 
Based Medicine 

International Centre 
for Allied Health 
Evidence 

CATmaker software 

http://jamaevidence.com/resource/520 

http:/ /www.cebm.net/index.aspx?o= 1157 

http:/ /www.unisa.edu.au/Research/ 
Sansom-Institute-for-Health-Research/ 
Research/Allied-Health-Evidence/Resources/ 
CAT /#Cohort 

https:/ /www.cebm.net/2014/06/ 
catma ker-ebm-calculators/ 
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SUMMARY AND CONCLUSION 

Journal clubs have deep roots in the healthcare education and 
training programs. Successful journal clubs have high numbers of 
consistent attendees, which can be achieved by creating an envi
ronment where all members benefit from the time spent at the 
club meeting. The most successful clubs have: one leader who 
organizes the club; lunchtime monthly meetings lasting one hour; 
an effective way to disseminate information before the club meet
ing; mandatory attendance; and appropriate incentives, such as 

Review Questions 
I. What are the advantages of having a journal club? 

2. Describe different journal club formats. 

3. What are the characteristics of successful journal clubs? 

4. Discuss commonly available journal club tools. 

Online Resources 
University of Oxford. Centre for evidence based medicine 
(CEBM): http://www.cebm.net/ 

Evidence-Based Medicine Toolbox- Critical Appraisal 
Worksheets Logbook: https:/ /ebm-tools.knowledgetranslation 
. net/worksheet 

University of South Australia. Sansom Institute for Health 
Research. Critical appraisal tools: http://www.unisa.edu.au/ 
Research/Health-Research/Research/ Allied-Health-Evidence/ 
Resources/CAT/ 

National University of Health Sciences. Critical appraisal 
for research papers. Appraisal Checklist and Guide 
Questions: https://www.nuhs.edu/media/25485/studyguide
criticalappraisalforresearchpapers.pdf 
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Appendix A 
Selected Peer-Reviewed Pharmacy Practice and 
Evidence-Based Medicine Journals 

Journal Description lntemetAddress 

ACP Journal Club 

AmerlcanJoumal of Health-System 
Pharmcrcy(AJHP) 

AmerlcanJoumalof Managedcare(AJMC) 

Clinical T1rerapeutics 

Current Medical Research and Opinion 
(CMRO) 

Evidence-Based Mental Health 

Evidence-Based Nursing 

BMJ Evidence-Based Mmidne 

Joumol of Evaluation In Olnlcol 
Practice (JECP) 

Publishes articles according to explicit criteria 
and to abstract those studies that warrant 
Immediate attention by physicians attempting 
to keep pace with Important advances In the 
treatment, prevention, diagnosis, cause, prog
nosis, or economics of the disorders managed 
by Internists. 

Publishes peer reviewed scientific papers on 
contemporary drug therapy and pharmacy 
practice innOYiltions in hospitals and health 
systems. 

Publlshes research and commentaries on Issues 
related to managed care; It Is dedicated to 
disseminating clinical Information to managed 
care physicians, clinical decision makers, and 
other healthcare professionals. 

Publishes evidence derived from dinical phar
macology and other therapeutic approaches 
for research, academic, and clinical practice 
settings. 

Publishes research on new and existing 
drugs and therapies,. Phase II-IV studies, and 
post-marketing Investigations. 

Informs clinicians regarding important 
advances in treatment diagnosis, etiology, 
prognosis, continuing education, economic 
evaluation, and qualitative research in mental 
health. 

Selects from the health-related literature 
research studies and reviews that report Impor
tant advances relevant to best nursing practices. 
The cllnlcal relevance and rigor of the studies Is 
assessed to Identify resean::h that Is relevant to 
nursing. 

Systematically searches a wide range of inter
national medical journals applying strict criteria 
for the validity of research. 

Publishes research related to evaluating and 
developing clinical practice across medicine, 
nursing, and the allied health professions. 

http://www.acpjc.org 

http://www.ajhp.org 

https://www.aJmc.com/ 

http://www.clinicaltherapeutics.com 

https://www.tandfonllne.com/lolllcmo20 

http://ebmh.bmj.com 

http://ebn.bmJ.com 

http://ebm.bmj.com 

https://onllnellbrary.wlley.com/ 
joumal/13652753 

(Continued) 
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Journal Description Internet Address 

International Journal of Evidenc~Based 
HealthCare 

Journal of Managed Care Pharmacy & 
Specialty Pharmacy (JMCP) 

Journal of Pharmaceutical Health Services 
Research (JPHSR) 

Journal of the American Pharmacists 
Association (JAPhA) 

PharmacoEconomics 

Pharmacoepidemlology and 
Drug Safety (PDS) 

Pharmacotherapy 

Research in Social & Administrative 
Pharmacy (RSAP) 

The Annals of Pharmacotherapy 

Therapeutic Innovation & Regulatory 
Science 

Value in Health 

Publishes original scholarly work relating to the 
synthesis (translation), transfer (distribution), 
and use (implementation and evaluation) of 
evidence to inform multidisciplinary health 
care practice. 

Publishes original research, subject reviews, 
and other content intended to advance the use 
ofthe scientific method, including the inter
pretation of research findings in managed care 
pharmacy. 

Publishes all aspects of research within the 
field of health services research that relate to 
pharmaceuticals. 

Publishes papers on pharmaceutical care, 
drug therapy, diseases and other health issues, 
trends in pharmacy practice and therapeutics, 
informed opinion, and original research; the 
journal publishes papers that link science to 
contemporary pharmacy practice to improve 
patient care. 

Publrshes articles on applying pharmacoeco
nomics and quality-of-life assessment to opti
mum drug therapy and health outcomes. 

Publishes original research, invited reviews, 
and commentaries embracing scientific, med
ical, statistical, legal, and economic aspects of 
pharmacoepidemiology and post-marketing 
surveillance of drug safety. 

Publishes research and review articles about 
all aspects of human pharmacology and drug 
therapy. 

Publishes original scientific reports and com
prehensive review articles in the social and 
administrative pharmaceutical sciences. 

Publishes research reports, reviews, commen
taries, case reports, and other articles that will 
advance patient care and clinical pharmacy 
practice. 

Journal and covers areas beyond pharmaceu
ticals and their research and development to 
include innovations in drugs, devices, diagnos
tics, and global regulatory issues. 

Publishes original research articles in the areas 
of economic evaluation, outcomes research, 
and conceptual, methodological, and health 
policy articles. 

https:/ /joumals.lww.com/ijebh/pages/ 
defa u lt.aspx 

https://www.jmcp.org/ 

https:/ /onl inelibrary.wi ley.com/ 
journal/1 7598893 

http://www.japha.org 

http://www.sprlnger.com/adls/jou rnal/40273 

https:/ /onl inelibrary.wi ley.com/ 
journal/1 0991557 

https:/ /www.accp.com/jouma I/ 
pharmacotherapy.aspx 

https:/ /www.journals.elsevier.com/research
i n-social-and-administrative-pharmacy 

https:/ /journals.sagepu b.com/home/aop 

https:/ /us.sagepub.com/en-us/nam/jou rnal/ 
therapeutic-innovation-regulatory-science 

http://www.ispor.org/publications/joumals/ 
value-in-health 



Glossary 
Abltract A structured summary of research which provides 
quick and easy-to-use information to readers. 

A«Ive control The group in a study that receives a known 
or accepted standard of care or treatment in a randomized 
controlled trial. 

Adaptive design A clinical trial design that refers to the process 
of assigning patients to a treatment group based on previous 
success of the treatment as the trial progresses. 

Allocation c:onc:ealment A process where those enrolling patients 
into the study are prevented from knowing which group the 
patients are allocated. 

a (alpha) The probability of a type I error or the probability of 
rejecting the null hypothesis when it is true. Sometimes called 
the level of significance or the significance level. 

Alternate hypothelis The complement of the null hypothesis 
that typically states there is a relationship between two variables. 

AMSTAR A Measurement Tool to Assess Systematic Reviews, 
developed in 2007. This is a validated tool to evaluate systematic 
reviews with the intent to improve the development and reporting 
of systematic reviews. It is similar to RO BIS. 

Analylil of variance (ANOVA) A statistical method for testing 
the differences among the means of two or more groups (the 
t-test is often used for testing the differences in the means of two 
groups, but ANOVA can be used for this purpose as well). 

Analytical 1tudlea or raearch. Research studies that are aimed 
at understanding the relationship and/or causal mechanism that 
may exist between two or more variables. 

Applied research Systematic study to gain the knowledge or 
understanding necessary to detennine the means by which a 
recognized and specific need may be met. 

Arithmetic mean A measure of central tendency that is calcu
lated as the sum of all of the values of a variable divided by the 
total number of observations. More commonly referred to as the 
"average" of a set of values. 

AK:ertainment bias Bias that occurs due to differences in assess
ing or analyzing outcomes by the researcher due to awareness of 
which participants received the active intervention versus placebo. 

Attrlbutable &ad:lon in the apoaed An expression of the risk 
difference relative to the risk in the exposed group in a cohort study. 

Attrlbutable rbk The difference in risk for the outcome between 
an exposed and unexposed group in a cohort study. Also called 
risk difference. 

Attrlbutable rilk percent Percentage of the incidence of disease 
in the exposed group due to the exposure in a cohort study. 

Attrltlon Withdrawal or loss of subjects over time from study 
groups. 

Attrltlon blas Bias caused by differential dropout of patients 
from the treatment and/or control groups, or when a significant 
portion of the study population drops out, especially if it occurs 
more as the study progresses. 

Bar chart A chart format used to display discrete, categorical 
data. Most are aligned horizontally. 

Base population The population at risk for the outcome who, if 
they were to have the disease or event, would be selected to be a 
case in a case-control study. 

Buie .rescwc:h Systematic study directed toward fuller knowl
edge or understanding of the fundamental aspects of phenomena 
and of observable facts without specific applications toward pro
cesses or products in mind. 

Bayelian regraslon analysis An alternative to the frequentist 
approach that can be used to perform statistical inference in lin
ear regression; it is rooted in the principles of Bayesian statistics. 

Bayelian statistia An approach to statistical inference which 
views the data at hand as fixed and attaches uncertainty to the 
parameters being estimated. In addition to the sample data 
obtained from research, when applying Bayesian statistics, ana
lysts also rely on prior information when making statements 
about parameters and relevant hypotheses. 
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Bayes' theorem The mathematical procedure that allows ana
lysts to use newly obtained sample data from research to update 
prior knowledge in order to estimate a parameter(s). This the
orem allows analysts to arrive at a posterior distribution based 
on a prior distribution as well as sample data obtained from 
research (the sample data is expressed formally by the likelihood 
function). 

Belmont report Report that articulates the fundamental ethical 
principles that underpin all research with human subjects. 

Beneficence Ethical principle of doing or producing good. In 
scientific research involving human subjects, actions are taken to 
protect the public from harm and to maximize possible benefits 
and minimize possible harms. 

p (beta) The probability of a type II error or the probability of 
failing to reject the null hypothesis when it is false. 

Bias Systematic errors that can occur during the implementation 
of a study; when the estimate of the effect of the exposure on 
disease does not represent the true effect of the exposure on the 
disease outcome. 

Biased In statistical estimation, when an estimate is generated 
that on average is fundamentally different than the population 
parameter that one is trying to estimate. 

Binary logistic regression A regression model commonly 
used to describe and evaluate the relationship between a single 
dichotomous (or binary) dependent variable and one or more 
independent variables. 

Biochemical methods Laboratory methods used to measure 
chemical constituents in bodily fluids such as blood or urine. 

Biological assessments Assessments that are made using 
biophysical, biochemical, and/or microbiological methods. 

Biomedical research Broad area of research that includes the 
biological and medical sciences that seeks to understand and 
improve the health of patients and populations. 

Biophysical assessments Assessments that measure physical 
characteristics, such as bone density, blood pressure, and forced 
expiratory volume. 

Bivariate analyses Methods for analyzing just two variables, such 
as when testing hypotheses about whether the mean response on 
a dependent variable is different for an experimental treatment 
group and a comparison group or when assessing the association 
between two variables. 

Bivariate linear regression A regression model commonly used 
to describe and evaluate the relationship between a single con
tinuous dependent variable and a single independent variable. 
Also referred to as simple linear regression or two-variable linear 
regression. 

Blinding (masking) A process by which those involved in the 
trial are unaware of what treatment the patients are receiving. 

Block randomization The process of dividing potential study 
subjects into a specified number of "blocks" to be randomized at 
the beginning of a trial as a means to ensure that the number of 
subjects in each treatment group will be equal. 

Boolean operators Literature search terms that are used to con
nect key words based on mathematical logic. 

Box and whisker plot A visually meaningful way of presenting 
the range or spread of data that allows the researcher to pinpoint 
the minimum and maximum values and highlight the interquar
tile range and median (and sometimes the mean). Also call a 
boxplot. 

Carryover effect Outcomes that remain or linger after the first 
treatment phase in crossover designs. 

Case-control study Research design that compares the fre
quency of exposure among cases that experience an outcome 
event and controls who do not have the outcome event. 

Case report A brief report of clinical characteristics or course 
from a single clinical subject or event without a comparison. 

Case series A descriptive study that consists of a group of 
patients who have been diagnosed with the same condition or 
are following similar procedures over a period of time. 

CATmaker Critically appraised software that guides the reader 
through the critical appraisal process for several different types of 
articles, such as those on therapy. harm, diagnosis, and prognosis. 

Causality The presence of a cause-and-effect relationship 
between the treatment (cause) and clinical outcome (effect). 

Censoring The situation that occurs when the time to event 
occurrence is not known exactly such that there is some infor
mation about survival time, but not complete information. It 
may occur because participants drop out of the study before its 
conclusion or some participants may not experience the event 
over the time frame of the study. 

Central limit theorem An underlying concept in inferential 
statistics related to the law oflarge numbers. It states that the 
mean of the sampling distribution of the mean will be equal to 
the mean of the underlying population (i.e., the mean of all the 
sample means will equal the population mean), the standard 
deviation of the sampled means is equal to the standard error 
of the mean, and the sampling distribution of the sample mean 
will approach a normal distribution as the sample size increases 
regardless of the underlying distribution of the variable. 

Chalmers scale A 32-item scale used to assess descriptions of 
methodology, statistical analysis, and presentation of results of 
clinical research. 



Chi-square test of homogeneity A statistical method for testing 
the differences between the proportions of two or more groups, 
where the groups are said to be independent; thus, it involves 
comparing the groups on a dichotomous outcome variable. 

Clinical endpoint Direct measure of how a patient feels, func
tions, or survives. 

Clinical expertise The use of clinical skills and previous expe
rience to evaluate evidence and the patient's health status and 
preferences. 

Clinical practice guidelines Systematically developed state
ments that can be used to assist practitioners and patients in 
making healthcare decisions for specific clinical circumstances. 

Clinical research Research that directly involves a particular 
person or group of people or uses materials from humans, such 
as their behavior or samples of their tissue. 

Clinical research protocol A standardized document that pro
vides instructions to the investigators on all aspects of carrying 
out the clinical research. 

Clinical significance The practical importance or relevance to 
practice of the findings from a study. 

Clinic-based case-control studies Study design whereby cases 
with the relevant disease of interest at a clinic are selected and 
then controls without the disease are selected from the same 
clinic. 

Closed cohort A study that starts with a set group of individuals 
who are followed forward in time to determine if they develop 
the disease outcome. 

Close-ended question A type of question format whereby 
respondents are presented with a specific set of response choices 
from which they have to choose an answer. 

Cluster randomization design Research design that involves 
selection of a specific group of subjects for randomization, such 
as those enrolled in a clinic or hospital. 

Coding The act oflabelling themes, concepts, and ideas that are 
of interest to the analysts in qualitative research. 

Coefficient estimates Estimates of the parameters from a regres
sion analysis summarizing the relationship between a dependent 
variable and the independent variable(s). In simple linear regres
sion, the coefficient estimate for the predictor variable (i.e., the 
slope estimate) provides information about the average amount 
of change in the dependent variable for each one-unit increase 
in the predictor variable, whereas in multiple linear regression 
the coefficient estimate for a certain predictor variable, X, pro
vides information us about the average amount of change in the 
dependent variable for each one-unit increase in X, holding all 
other specified predictors in the model constant. 
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Coefficient of variation A measure of relative variation for visu
alizing the extent of variability in a set of data; it is calculated as 
the standard deviation divided by the mean and should only be 
used for ratio level data. 

Cohen's d A standardized effect size that is calculated by divid
ing the difference between the two means by an estimate of the 
population standard deviation (e.g., the pooled standard devia
tion for the two groups). 

Cohort study Observational study wherein two groups, exposed 
and unexposed, are followed over a period of time until the 
development of the outcome of interest. 

Collaborative practice agreement A document outlining the 
particular patient care functions that may be performed by the 
pharmacist. 

Common Rule Refers to the Federal Policy for the Protection of 
Human Subjects in the Code of Federal Regulations at 45 CFR 
46 that has been adopted by 15 federal agencies. 

Comparative effectiveness research The generation and synthe
sis of evidence that compares the benefits and harms of alterna
tive methods to prevent, diagnose, treat, and monitor a clinical 
condition or to improve delivery of care. 

Compendium A summary of information on a particular sub
ject, such as drug information. 

Composite endpoint An endpoint that represents the combin
ing of multiple single endpoints that are then reported together. 

Concordant pair When the exposure status is the same for both 
the case and the control within a pair in a matched case-control 
study. 

Confidence interval The range of values denoted by the upper 
and lower limits that describe the plausible values of a calculated 
point estimate; this relates to the amount of uncertainty or preci
sion in an estimate of the parameter. 

Confirmability The reader's evaluation of whether or not a qual
itative study finding has been primarily shaped by the respon
dents and not the researcher's biases, motivations, or interest. 

Conflict of interest Situations in which a researcher's financial 
or other personal considerations may compromise, or appear 
to compromise, the investigator's professional judgment in con
ducting or reporting research. 

Confounder A factor in a study that is associated with both the 
exposure (e.g., treatment) and the outcome. Also called a con
founding factor. 

Confounding effect The distortion of the relationship between 
an independent variable and a dependent variable due to another 
variable called a confounder. 
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Confounding factor A factor in a study that is associated with 
both the exposure (e.g., treatment) and the outcome. Also called 
a confounder. 

Consolidated Standards of Reporting Trials (CONSORT) A 
minimum set of standards that are evidence-based for preparing 
reports of randomized controlled trials. 

Constructivism Philosophy that states that the phenomenon of 
interest is socially constructed and therefore subject to multiple 
realities or interpretations. 

Construct validity The extent to which an instrument measures 
the underlying construct that it purports to measure. 

Content validity The extent to which a measurement contains 
the required domains or areas to accurately measure a concept. 

Continuous variables Variables that may take an infinite num
ber of values within a given range. 

Controls In a case-control study, those subjects who do not have 
the outcome event or disease. 

Control variables Variables that are related to the dependent 
variable that are typically included in research studies in an effort 
to hold external conditions constant; statistical methods can 
be used to assess the effect of the independent variable on the 
dependent variable while keeping the control variables constant. 

Convenience sample A nonrandom sample of respondents that 
is available to a researcher at a given place or time. 

Convenience sampling A nonprobability sampling technique 
that involves selecting study participants based on the research
er's convenience in recruiting them. 

Convergent design A basic mixed methods research design 
where the qualitative and quantitative data collection and anal
ysis phases occur at similar time points, which lead to the inte
grated analysis phase. 

Convergent validity The extent to which similar constructs are 
correlated with one another. 

Cost-benefit analysis An evaluation of the monetary value 
assigned to the costs of therapy and the beneficial health 
outcomes. 

Cost-effective analysis A measure of cost per unit health out
come in natural units. 

Cost-minimization analysis An evaluation of the costs of com
parable drug therapies. 

Cost-utility analysis The assignment and analyses of utility 
weights to outcomes in relation to costs. 

Cox proportional hazards regression model A regression 
model commonly used to describe and evaluate the relationship 
between a dependent variable that represents the occurrence 
and timing of an event with the possibility of censored data (i.e., 
time-until-event data with censoring) and one or more indepen
dent variables. It is a statistical model used in survival analysis. 

Credibility The reader's evaluation of the truth of a qualitative 
study's findings. 

Credible interval Represent ranges of plausible values within 
which the "true" population parameter for a coefficient is most 
likely to reside, based on the researcher's beliefs and available 
data. Credible intervals (also called Bayesian posterior intervals) 
are the Bayesian analog to confidence intervals from frequentist 
statistics. 

Criterion validity The ability of an instrument to correlate well 
with a particular criterion or standard. 

Critical appraisal Systematic analytical evaluation of research to 
determine its value and relevance for a given situation. 

Critical appraisal tools Checklists or rubrics that provide a sys
tematic approach to appraise an article to easily discover meth
odological flaws. 

Crossover design Research design that ensures that each subject 
receives all of the interventions based on a specified sequence of 
events. 

Cross-sectional study Study that examines population charac
teristics at a cross section (one point) in time. 

Data and Safety Monitoring Board A committee of scientists 
who are not associated with the conduct of a study, who evaluate 
adverse events at regularly scheduled intervals during the course 
of a study and provide feedback to the investigator and the Insti
tutional Review Board (IRB) regarding continuation of a study as 
planned. 

Degrees of freedom The number of data points, or observations, 
that are free to vary when calculating a statistic. Generally speak
ing, one degree of freedom is lost for each parameter estimated. 

Dependability The reader's evaluation of whether or not the 
findings from a qualitative study can be replicated. 

Dependent variable The presumed effect, outcome, or response 
in a study; it is the variable that is to be explained or predicted by 
the independent variables. 

Descriptive statistics The branch of statistics devoted to sum
marizing, organizing, and presenting data through tables, plots, 
graphs, charts, and numerical summary measures. 

Descriptive research Studies that describe or summarize infor
mation about a disease or events without making any causal 



inferences; describes or explores characteristics of a population 
such as the prevalence of a disease. 

Detection bias Bias caused by systematic differences between 
groups in how outcomes are determined. 

Development Systematic application of.knowledge or under
standing that is directed toward the production of useful materi
als, devices, or systems or methods. 

Deviant case sampling A nonprobability sampling technique 
that involves the choice of cases which possess an unusual mani
festation of the phenomenon of interest. 

Diagnostic bias Bias that occurs when the exposure affects the 
diagnosis and hence the selection of cases in a case-control study. 

Differential misclassification Occurs when the accurate mea
surement of a disease depends on the exposure and results in a 
biased estimate of effect. 

Directional test A type of statistical hypothesis test where a 
direction is specified a priori; for example, stating that the effect 
in the treatment group is greater than the control group. 

Discordant pair When the exposure status differs for the case 
and the control within a pair in a matched case-control study. 

Discrete variables Variables that usually take on only a few pos
sible values and are characterized by gaps or interruptions in the 
values they can assume. Also called categorical variables. 

Discriminant validity The extent to which an instrument pur
porting to measure a construct that is different from theoretically 
unrdated constructs. 

Discussion section The part of a research report or journal 
article that provides the interpretation and explanation of the 
research findings in the context of previous research or theory. 

Double-blind trial A trial in which two sets of individuals are 
unaware of what the patients are receiving. 

Dummy variables Variables that can be used to represent the cat
egories of discrete independent variables in regression analysis. 

Ecological fallacy Inappropriatdy making an inference about an 
individual based on aggregate data for the observed group. 

Ecological studies Studies that compare groups of individuals 
rather than the individuals themselves. 

Effectiveness The effect of the treatment on disease outcomes in 
typical clinical settings. 

Effect modification The finding that the rdationship between 
the independent variable of interest and the dependent variable 
depends on the values of a third variable, called an effect modifier. 
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Effect modJfier A variable that alters the strength and/or direc
tion of the rdationship between an independent variable and the 
dependent variable. 

Effect size A measure to communicate the magnitude of a rda
tion or an effect; in power analysis, it reflects a clinically (or 
scientifically) relevant treatment effect that the study should be 
able to detect. In the case of a two-group problem, it may be the 
difference between two means or proportions. 

Efficacy The effect of a treatment on disease outcomes in ideal 
settings. 

Empirical distribution A type of distribution of a given variable 
based on the observed rdative frequencies of the occurrence of 
the values in the data set. 

Empiricism A theory of knowledge that states that knowledge 
comes primarily from human experience. 

Equal-tail credible interval A type of credible interval that is 
constructed by assuming that a 2-sided credible region is centered 
such that there is always an equal area under the curve in each tail 
of the posterior distribution outside of the credible region. 

Ethical principles The principles of respect for persons, benef
icence, and justice that must underpin all research with human 
subjects. 

Ethnography A qualitative research approach in which the 
researchers aim to gain an in-depth understanding of the culture 
and process of a particular context by immersing themsdves in 
the participants' environment for extended periods of time. 

Evidence Findings from clinical research, especially from 
patient-centered research, that are rdevant to patient care. 

Evidence-based medicine The integration of the best research 
evidence with clinical expertise and patient values for provision 
of patient-centered care. 

Exclusion criteria Factors that could confound or impair the 
ability to interpret a study's results. These factors are used to 
determine whether a patient will be excluded from participating 
in a study. 

Experimental design Research design whereby the researcher 
controls the treatment (independent variable) through ran
domization and determines its impact on the clinical outcome 
(dependent variable). 

Explanatory sequential design A mixed methods research 
design that involves an initial quantitative phase of data collec
tion and analysis, followed by the qualitative phase. 

Exploding The use of all of all rdevant subheadings for a term 
in a literature search in order to gather as many relevant search 
results as possible. 
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Exploratory sequential design A mixed methods research design 
in which the study starts with a qualitative data collection and 
analysis phase, which informs the subsequent quantitative phase. 

Exposed group Those subjects who are observed to have the 
exposure at baseline in a cohort study. 

Exposure (or exposure status) An innate trait, contact, expe
rience, intake, etc. that is potentially detrimental or protective, 
whose effect on the outcome is being examined in a cohort study. 

External validity The extent to which the results of a study can 
be generalized to other populations or settings. 

Face validity It refers to the appearance (or face) of the instru
ment to evaluate its validity. 

Factorial randomized trials Trials that are designed to evaluate 
multiple interventions in a single experiment. Factors to be stud
ied can include multiple dose levels and multiple drug regimens. 

False negative rate The proportion of individuals with the dis
ease who are incorrectly identified by the test as being negative 
for the disease (i.e., do not have the disease). 

False positive rate The proportion of individuals without the 
disease who are incorrectly identified by the test as being posi
tive for the disease (Le., have the disease). 

Fixed cohort Studies that incorporate closed cohorts with fixed 
follow-up times. 

Focused search The use of a limited number of relevant sub
headings for a term in order to limit the number ofliterature 
search results. 

Focus groups Group discussions on a particular topic where the 
discussion is guided, monitored, and recorded by the researcher, 
also referred to as the moderator or facilitator. 

Foraging tool A tool used to browse the available clinical litera
ture for new and important information. 

Forest plot The primary mechanism for conveying the results of 
meta-analyses; such plots help to illustrate not only the pooled 
estimate, but also summarize the results of each study included 
in a meta-analysis and allow for an assessment of the contribu
tion of each study. 

Framework A guiding principle that provides a structure for 
how concepts or variables are interrelated in qualitative research. 

Frequency table A simple form of visual representation of data 
that can be used to organize discrete or continuous data at any 
level of measurement; such tables are used to present counts or 
frequencies of each value category within a variable. 

Funnel plot Scatterplot illustrating the relationship between 
treatment effect estimates from individual studies and precision 
(e.g., standard error or variance); such plots are one approach 
that can be used to assess the risk of publication bias. 

Generalizability The extent to which observations in the study 
population can be extrapolated to the overall population of 
interest. 

GRADE A framework that can be used to convey the strength 
of evidence when summarizing reviews. GRADE is an acro
nym that stands for Grading of Recommendations Assessment, 
Development and Evaluation. The GRADE approach recom
mends evaluating the strength of evidence for each major out
come, and for each comparison made. The strength of evidence 
is evaluated for the body of evidence (rather than component 
studies) in terms of risk of bias, consistency, directness, and 
precision. 

Grounded theory Aims to build a theory about social processes 
from real world observations that are grounded in the study 
data. 

Hawthorne effect Modification in a study subject's behavior 
because of the fact that he or she is being studied or observed. 

Hazard Can be thought of as the risk of event occurrence at 
time t. Technically, the hazard is a rate and takes the form of the 
number of events per interval of time. 

Hazard function The collection of an individual's hazard for an 
event over time. 

Hazard ratio (HR) Conceptually identical to a rate ratio (a ratio 
of two rates). The interpretation of the HR is similar to that of 
an odds ratio; an HR = 1.0 suggests no relationship between the 
predictor and the timing of event occurrence. 

Heterogeneity Reflects the variation of results of studies 
included in a meta-analysis. Generally, lesser variability in study 
results and low heterogeneity is preferred. 

Hierarchy of evidence A system to rank various types of evi
dence based on freedom from bias, scientific reliability, and clin
ical usefulness. 

Highest posterior density (HPD) credible interval A type of 
credible interval that is constructed by centering the 95% (or 
90% or 99%) credible region around the middle of the distribu
tion. The HPD credible interval has the property of being the 
shortest interval among all credible intervals with a given proba
bility (e.g., 95%) of containing the population parameter's "true,, 
value. 

Histogram A way to graph continuous data that have been 
apportioned into discrete categories. 



Historical control An external group of patients who were 
observed at a different time. 

History bias Changes in the outcomes of a study due to the 
occurrence of external events during the course of the study. 

Hospital case-control studies Study design whereby cases with 
the relevant disease of interest at a hospital are selected and 
then controls without the disease are selected from the same 
hospital. 

Human subjects research Research on living individuals about 
whom an investigator conducting research obtains (1) data through 
intervention or interaction with the individuals, or (2) identifiable 
private information. 

Hypothesis A relationship that is being evaluated between an 
intervention/exposure and an outcome, or between two or more 
variables. 

Hypothesis testing An approach to statistical inference where a 
null hypothesis is developed and data from a sample are used to 
generate test statistics to determine the strength of the evidence 
against null hypothesis. Results in making a determination of 
whether the null hypothesis should be rejected. 

Implementation science The scientific study of methods to 
promote the systematic uptake of research findings and other 
evidence-based practices into routine practice, and, hence, to 
improve the quality and effectiveness of health services. 

Incidence A measure of the number of new cases of a disease 
(or symptom or problem) that develop in a population during 
a given time period. It may be reported as a frequency count, 
proportion, or rate. 

Incident cases Newly diagnosed cases. 

Inclusion criteria The specific characteristics that the investi
gator is most interested in studying. These factors are used to 
determine whether a patient will be included in a study. 

Independent groups t-test A statistical method for testing the 
differences between the means of two groups, where the groups 
are said to be independent (meaning that knowing the values of 
the observations in one group tells you nothing about the obser
vations in the other group). Also called the unpaired or two 
sample t-test. 

Independent variable A variable that is hypothesized to explain 
an observed clinical phenomenon; thus, the independent (or 
explanatory) variables explain or predict the values of the depen
dent variable. 

Induction period The time period between when a person is 
exposed and the disease or outcome is initiated. 
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Inefficient In statistical estimation, when the results in terms of 
variation of the parameter estimate (e.g., the estimated standard 
error) obtained without adjusting for certain variables are differ
ent than when adjusting for the variables. More generally; when 
the variation of estimator A is higher than the variation of estima
tor B, estimator A is said to be inefficient relative to estimator B. 

Inferential statistics The branch of statistics concerned with 
analytic (e.g., estimation and hypothesis testing) and interpreta
tion activities; its general purpose is to learn information about a 
population from a sample of the population. 

Information bias Systematic differences in data collection 
between study groups regarding how the exposures and out
comes are measured or reported by study participants, care giv
ers, or researchers. Also called measurement bias. 

Informed consent The provision of sufficient information to 
individuals so that they can make an informed decision as to 
whether to participate in a research study. 

Institutional Review Board (IRB) A board that is charged with 
protecting the rights and welfare of human subjects participating 
in research and ensuring that human subjects research is con
ducted in accordance with accepted ethical standards. 

Instrumental variables Variables that act like randomizers; 
they are strongly associated with the drug exposure but are not 
directly associated with the outcome. 

Instrumentation bias Changes in the outcomes due to instru
mentation or technique used to measure the outcome. 

Intent-to-treat analysis An analysis of patient outcomes as if all 
of the subjects completed the study in their originally assigned 
group. 

Interaction (qualitative research) An examination of how com
munications between a patient and a practitioner impacts the 
patient's understanding of their condition and corresponding 
medications. 

Interaction (statistical) The finding that the relationship 
between the independent variable of interest and the dependent 
variable depends on the values of a third variable. Effect modi
fication is present when there is a statistical interaction between 
two independent variables. Although there is some debate, gen
erally considered synonymous with effect modification. 

Interim analysis Periodic analysis of study results while the 
study is ongoing. 

Internal Consistency Methods used to assess the reliability of 
survey instruments by calculating correlation coefficients of sur
vey items or questions from the scale. 
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Internal validity The extent to which the clinical outcome of 
interest (dependent variable) in a study is caused by the treat
ment (independent variable). 

Interpretation Examination of how a patient makes sense of 
their condition and its corresponding factors in qualitative 
research. 

Interquartile range The middle 50% of a distribution (Le., the 
middle 50% of the observations in a data set). It is equal to the 
upper quartile value minus the lower quartile value (i.e., the dif
ference between the third and first quartiles). 

Inter-rater reliability The extent to which results are consistent 
when the same measurement instrument is used by multiple rat
ers (i.e., reproducibility). 

Interval data Data where the numbers of a scale represent a rank 
order and equal differences between numbers represent equal 
differences on the variable being measured; however, a defined 
and meaningful zero point is lacking. 

Intervention studies Studies where the researcher controls the 
treatment; this involves defining the treatment and provision of 
treatment randomly or nonrandomly. 

Interview Technique for gathering information whereby 
researchers ask participants questions and then listen to their 
responses. 

Introduction section The part of a research report or journal 
article that provides relevant background information and dis
cusses existing literature on the subject of study. 

Investigator bias Bias resulting from errors in study design, 
implementation, or analysis by the investigator. 

Jadad scale A three-item scale used to assess descriptions of 
sequence generation, blinding methodology, and withdrawals 
and dropouts in clinical research. 

Journal article A formal description of a scientific investigation 
that has been conducted that appears in a journal. It is often peer 
reviewed to ensure scientific discourse and scrutiny. 

Journal club A group of participants who have common practice 
or research interests and who meet regularly for a defined peda
gogical purpose. 

Justice Ethical principle guiding human subjects research that 
refers to the moral requirement for fair procedures and outcomes 
in the selection of research subjects. 

Kaplan-Meier method A method used for estimating survival 
functions from a sample; thus, a Kaplan-Meier survival curve 
summarizes the probability of survival over time estimated from 
a sample. 

Kruskal-Wallis test A nonparametric statistical method for test
ing the differences between three or more independent groups. 
It extends the Wilcoxon-Mann-Whitney test to more than two 
groups, is a nonparametric alternative to ANOVA, and can be 
used to compare groups when the dependent variable consists of 
ordinal level data, or with continuous data when the assumption 
of normality is not tenable. 

Latency period The time period between when the disease starts 
and the disease is detected. 

Linear regression A regression model commonly used to 
describe and evaluate the relationship between a single continu
ous dependent variable and one or more independent variables. 

Logit The natural log of the odds of success for r; (i.e., the odds 
of having the event of interest). The transformation of the prob
ability of an event to the natural log of the odds is called the logit 
transformation, which is why logistic regression models are also 
called logit models. 

Log-rank test A statistical test to compare the overall survival 
experience of two or more groups with respect to the study out
come; thus, it can be used to test the null hypothesis that two or 
more survival curves are equivalent. 

Mail survey Technique for gathering information whereby 
selected participants from a population of interest are mailed a 
questionnaire along with a cover letter and postage-paid return 
envelope. 

Matching Process of making the cases and controls similar (or 
balanced) with regard to a confounding factor in a case-control 
study. 

Maturation bias Normal changes in study participants that 
occur over time. 

Maximum likelihood estimation (MLE) An estimation method 
used in logistic regression (and other statistical methods) that 
focuses on maximizing the predictive capabilities of the regres
sion, rather than minimizing its residuals, which is what is done 
by ordinary least squares estimation. MLE chooses values for the 
coefficient estimates that maximize the probability of obtaining 
the observed data. 

Maximum variation sampling A type of nonprobability sam
pling technique that involves the choice of sample based on 
unique or diverse characteristics with the intention of identifying 
important common patterns that cut across variations. 

Mean Most commonly refers to the arithmetic mean; there are 
other, less commonly used, measures of the mean, such as the 
geometric mean and the harmonic mean. 

Measurement bias Systematic differences in data collec
tion between study groups regarding how the exposures and 



outcomes are measured or reported by study participants, care 
givers, or researchers. Also called information bias. 

Measures of association Measures such as risk ratios and rate 
ratios that estimate the effect of an exposure on a disease outcome. 

Measures of central tendency Used to provide information 
about the center or "typical value" of a set of numbers; also 
called measures of central location. Examples include the mean, 
median, and mode. 

Measures of dispersion Used to describe how data are spread 
and to provide information about the variability in a distribution 
of observations. Examples include the range, interquartile range, 
variance, and standard deviation. 

Median A measure of central tendency that is calculated by 
listing the values of a variable in ascending or descending order 
and reporting the value that lies in the middle of this list. It is the 
middle value in a set of ranked values or the value such that half 
of the data points fall above it and half fall below it. 

Mediating effect The finding that a primary independent vari
able leads to changes on another variable (i.e., the mediator), 
which, in turn, causes changes on the main dependent variable. 

Mediator An intermediate or intervening variable in a causal 
chain relating an independent and a dependent variable. The 
most basic mediation model is one where an independent 
variable leads to changes on a mediator, which, in tum, causes 
changes on a dependent variable. 

Meta-analysis Quantitative synthesis of data derived from indi
vidual studies (usually three or more) identified through a sys
tematic review process. 

Method section The part of a research report or journal article 
that provides a description of the research design, data collection 
methods, and statistical tests used in an investigation. 

Microbiological methods Tools used to evaluate the presence of 
microorganisms in bodily fluids such as blood or urine. 

Mixed methods research Research that involves collecting and 
analyzing qualitative as well as quantitative data in the same 
study, and therefore combines the strengths of both approaches. 

Mode A measure of central tendency that is calculated by first 
counting the occurrence of each value of the variable and then 
selecting the value that appears most often; it is the most com
mon (or frequent) value in a set of values. 

Model (qualitative research) A set of variables and predictions 
that can be used for exploration and explanation of a topic. 

Moderator A variable that alters the strength and/or direction of 
the relationship between an independent variable and the depen
dent variable. Synonymous with effect modifier. 
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Moderator effect The finding that the relationship between 
the independent variable of interest and the dependent variable 
depends on the values of a third variable, called a moderator. 
Synonymous with effect modification. 

Multiple linear regression An extension of the bivariate (or 
simple) linear regression model (which involves only one inde
pendent variable) to the situation in which more than one inde
pendent variable is considered (in both cases, there is a single 
continuous dependent variable). 

Naturalism The idea of understanding a patient's health within 
the context of their daily life. 

Negative predictive value The probability that a patient 
does not have the disease given that a negative test result was 
obtained. 

Negative relationship A relationship between two variables such 
that as the value of one variable increases, the value of the second 
variable decreases, and vice versa. 

Nested case-control A type of population-based case-control 
study where the study is nested within a cohort study. 

Nominal data Data that can be placed into narrowly defined cat
egories that are not in any particular order. 

Nondifferential misclassification A bias that occurs when the 
misclassification of the disease is the same for all categories of 
the exposure or the misclassification of the exposure is the same 
for all categories of the disease. 

Nondirectional test A type of statistical hypothesis test where no 
direction of effect is specified; for example, the effect in the treat
ment group is not the same as the effect in the control group. 

Nonequivalent comparison group A group of individuals 
who are not subjected to the intervention in pre- and 
post-observational studies. 

Noninferiority trial Trial that seeks to determine whether a new 
therapy is no worse than a standard therapy by some prespeci
fied margin. 

Nonparametric methods Statistical methods that make few, if 
any, assumptions about the populations that generated the samples 
and/or focus on testing hypotheses that are not about specific 
population parameters. 

Nonsystematic review Tertiary resource that reviews a specific 
topic but differs from a systematic review in that the methodology 
is not based on a structured, predefined literature search strategy. 

Normal distribution A type of statistical distribution with a 
graph that produces the familiar bell-shaped curve and has desir
able statistical properties (e.g., the distribution is symmetrical 
around the mean; the mean, median, and mode are all equal). 
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The normal distribution is completely determined by its mean(µ) 
and standard deviation (CT), and it plays a critical role in statistics. 

Null hypothesis A type of statistical hypothesis that typically 
states there is no relationship between two variables. It is the 
hypothesis that is the focus of statistical hypothesis testing. 

Number needed to harm (NNH) The number of patients that 
must receive the treatment in order to for one patient to experi
ence an adverse outcome. 

Number needed to treat (NNT) The number of patients that 
must receive the treatment in order to for one patient to experi
ence the desired outcome. 

Objectivity The absence of subjectivity or bias in any aspect of 
a research investigation, including definitions, measurement, 
design, and analysis. 

Observational design Study design that involves observations by 
the researcher regarding the interplay of the independent variables 
(drug exposure) with the dependent variable (outcome of interest}. 

Observational technique The method by which the researcher 
watches, hears, or records a phenomenon of interest. 

Obtrusive observation Observation technique in which the par
ticipant is aware that he or she is being observed. 

Odds of exposure The ratio of the number of people with the 
exposure to those without the exposure in a case-control study. 

Odds ratio (OR) A ratio of two odds; the odds of exposure 
among the cases and dividing that by the odds of exposure 
among the controls. 

Omitted variable A specific and observable factor that is omit
ted from the analysis. Failing to include (or omitting) a variable 
that is an important predictor of the dependent variable and is 
also correlated with any of the other predictors in a model can 
produce bias (this is referred to as omitted variable bias). 

One-sided test A type of statistical hypothesis test where a direc
tion is specified a priori; for example, stating that the effect in the 
treatment group is greater than the control group. Also referred 
to as a directional test or a one-tailed test. 

Online (Internet) survey Technique for gathering information 
that involves the use of Web-based survey solution systems to 
administer a survey. 

Open cohort Cohort in which subjects can enter and dropout 
over time and contribute variable follow-up time for the dura
tion they are in the cohort. 

Open-ended question A type of question format whereby 
respondents have the flexibility to provide responses in their 
own words. 

Open label All individuals in the study are aware of what treat
ment the patients are receiving. 

Ordinal data Data that consist of narrowly defined categories, 
but these categories have a rank order; the difference between 
the ordered categories cannot be considered to be equal. 

Ordinary least squares (OLS) The simplest form of estima
tion for regression analysis. OLS estimation chooses values 
for the coefficient estimates of a linear regression equation to 
make the sum of the squared values of the residuals as small 
as possible. 

Paired t-test A statistical method for testing the differences 
between the means of two groups, where the groups are said to 
be dependent or correlated (the sets of observations are said to 
be paired or dependent, such as when the same subjects are mea
sured both before and after a treatment or at two different time 
points). Also called the dependent-groups or matched-groups 
t-test. 

Parallel study design A study design that ensures that each 
subject is randomized to either a treatment group or a placebo 
group only. 

Parameter A characteristic of the population of interest, usually 
represented by Greek letters (e.g., the mean of a population is 
called a parameter and is represented byµ). 

Parametric methods Statistical analysis methods for testing hypoth
eses that contain statements about population parameters (e.g., 
about population means) and/or rely on assumptions about the spe
cific nature of the sampled population (e.g., the variable on which 
the groups are being compared is normally distributed in each 
population). The distinction between nonparametric and para
metric methods is not always clear-cut. 

Patient-centered care Care that is focused on understanding the 
impact of the problem and various interventions on the patient's 
quality oflife, recognizing and incorporating the patient's values 
and preferences, and collaborating with the patient on managing 
the problem. 

Patient-centered outcomes research Research that is designed 
to incorporate patients' inputs into the research process and to 
provide relevant information to providers and patients to aid 
them in making healthcare decisions. 

Patient-Oriented Evidence that Matters (POEMs) Research 
that (1) evaluate the effect of a test, drug, procedure, or inter
vention on an outcome that patients care about; (2) study a 
"common" medical problem where the intervention is feasible in 
a given setting; and (3) supply information that has the potential 
to induce a practice change among clinicians. 

Patient values and preferences The collection of goals, expecta
tions, predispositions, and beliefs that individuals have for certain 
decisions and their potential outcomes. 



Pearson correlation coefficient A measure of how two variables 
are linearly related. It provides information about the strength 
and direction of the linear relationship between two continuous 
variables. 

Peer-review process Use of one or more independent reviewers 
to assess an article or research summary before acceptance for 
publication. 

Per-protocol analysis An analysis of patient outcomes based 
only on those subjects who completed all aspects of the protocol. 
Also called on-treatment analysis. 

Pharmaceutical practice and policy research Multidisciplinary 
field of scientific investigation that examines cost, access, and 
quality of pharmaceutical care from clinical, sociobehavioral, 
economic, organizational, and technological perspectives. 

Pharmacoeconomic studies Studies that describe and analyze 
the costs and consequences of drug therapy. 

Pharmacoepidemiology The application of principles of epi
demiology to evaluate pharmaceutical products and services. 

Phase I trial Experimental trial that involves the testing of a 
drug in humans with the intent of establishing the initial toxicity 
profile of the substance. 

Phase II trial Experimental trial that involves the use of a drug 
with subjects with the disease in question. These trials are designed 
to give initial data on efficacy and continued safety/toxicity data on 
the drug. 

Phase III trial Experimental trial that is designed to demon
strate efficacy in a statistically powered sample of subjects with 
the disease in question. 

Phase IV trial (post-marketing trial) Study that is intended to 
generate longer-term safety/toxicity data on a particular drug. 

Phenomenology A qualitative research approach in which the 
researchers aim to better understand/describe a particular event, 
activity, or phenomenon. 

PICO An acronym that stands for Patient, Intervention, Com
parison, and Outcome. The PICO question template is used to 
develop good questions for evidence-based medicine. 

PICOTS A useful framework for thinking about clinical research 
questions, or key questions; PICOTS is an acronym that stands 
for Population, Intervention, Comparator, Outcome, Timing, 
and Setting. 

Pie chart A type of chart used to represent proportions or rela
tive quantities of values; it is a circle with areas or slices used to 
represent proportions. 

Glossary 251 

Placebo An inert substance that is identical in appearance to the 
active treatment. 

Point estimate The single value that serves as an estimate of the 
statistical quantity of interest. 

Population The general group of interest in a study; the target 
group to which inferences are made. 

Population-based case-control study A type of case-control 
study that identifies cases and controls in a defined base 
population. 

Positive predictive value The probability that a patient has the 
disease given that a positive test result was obtained. 

Positive relationship A relationship between two variables such 
that as the value of one variable increases {decreases), the value 
of the second variable also increases (decreases). 

Positivism Philosophy that states that all information derived 
from sensory experience is empirical evidence of science. 

Poster A graphic/visual presentation of research for scientific 
conferences that usually employs the introduction, methods, 
results, and discussion format. 

Posterior distribution In Bayesian statistics, the probability of 
the parameter(s) given the observed data; it represents the dis
tribution of the unknown parameter{ s) {i.e., parameters are ran
dom variables that are allowed to vary in Bayesian statistics) that 
is based on knowledge available prior to the study {i.e., prior dis
tribution) combined with data collected from a given study (the 
sample data is expressed formally by the likelihood function). 
Thus, it expresses what is now known about the parameter(s) 
based on both the sample data and prior information. 

Power A measure of a study's capacity to detect a difference 
between or among study groups if a true difference exists. The 
probability of rejecting the null hypothesis given that the null 
hypothesis is actually false (i.e., making a correct conclusion); 
related to the probability of a type II error as 1-/3. 

Power analysis A commonly used approach for sample size cal
culation for hypothesis-testing studies where a researcher uses a 
predetermined a and attempts to achieve a desired level of f3 (or 
conversely power) by choosing a sample size to detect some clin
ically or scientifically meaningful effect. 

Practice-based research. network A group of clinicians or prac
titioners involved in translational research who adopt best prac
tices and conduct clinical research. 

Pre and postobservational designs Studies that examine the 
effect of an intervention by comparing observations occurring 
after the change to observations occurring before the change. 
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Precision analysis An approach to calculate sample size when 
the primary objective is estimation rather than hypothesis test
ing where a researcher is focused on determining a sample size 
necessary to achieve confidence intervals of a sufficiently narrow 
width at some fixed confidence level (i.e., 1 - some fixed proba
bility ofa type I error). 

Prescribing information Compilation of information approved 
by the Food and Drug Administration (FDA) as submitted by 
the manufacturer as part of the New Drug Application (NDA). 

Prevalence The proportion of individuals in a population with 
a disease or an attribute at a specified point in time; it reflects 
existing disease within a population. 

Prevalent cases All persons with an existing disease. 

Prevented fraction in the exposed The proportion of potential 
cases in the exposed group that were prevented by an exposure 
that is protective for a disease outcome in a cohort study. 

Primary data Data collected directly from subjects for the pur
pose of a study. 

Primary literature Original research; can be published or 
unpublished work. 

Primary methods Data collected through techniques such as 
self-reported observations and biological assessments that are 
used to address a particular research question. 

Primary outcome The main outcome of interest in a research 
study. 

Prior distribution In Bayesian statistics, represents the distri
bution of the unknown parameter( s) (i.e., our knowledge of the 
parameter being estimated; parameters are random variables 
that are allowed to vary in Bayesian statistics) before a study is 
conducted. 

PRISMA A set of items designed to help authors improve the 
reporting of systematic reviews and meta-analyses. PRISMA 
is an acronym that stands for Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses. 

Proportion The number of observations with a given charac
teristic divided by the total number of observations in a given 
group. 

Prospective cohort study A study design whereby groups of 
similar groups of individuals (cohorts) that differ with respect 
to the factors being studied are recruited and followed over time 
to determine how these factors affect the occurrence of the out
come of interest in the groups. 

Prospective study A study design whereby the researcher col
lects the data after the study onset by following individuals over 
a period of time. 

PROSPERO The International Prospective Register of System
atic Reviews. Registration of systematic reviews has the intent of 
reducing bias and duplication of reviews. Registration is available 
at: https://www.crd.york.ac. uk/prospero/ 

Publication bias Bias that results from the likelihood that stud
ies with positive findings are more likely to be published (at least 
in common, reputable journals), and these published findings 
are more likely to be identified and included in a systematic 
review and meta-analysis. 

Purposive sample Sample of nonrandomly selected respondents 
who have the desired characteristics. 

Purposive sampling A type of nonprobability sampling technique 
that allows researchers to select participants based on the research 
question; particular individuals are selected because they possess 
specific characteristics, which are relevant to the study aims. 

p-value The probability of finding a test statistic as extreme as or 
more extreme than the observed test statistic given that the null 
hypothesis is true. 

Qualitative data Meaningful information that is collected in 
words. Written observations or notes found in medical records 
are examples of qualitative data. 

Qualitative data analysis Analysis of qualitative data by devel
oping a thick description and synthesizing large volumes of data 
into a coherent story of participants' experience. 

Qualitative research Research that involves use of qualitative 
data; it involves detailed, descriptive data and perceptions about 
the variations in what goes on and the implications of those vari
ations for the people and processes involved. 

Quality In health care, the degree to which health services for 
individuals and populations increase the likelihood of desired health 
outcomes and are consistent with current professional knowledge. 

Quantitative data Data that are collected as numerical or count
able information to study research phenomenon. 

Quantitative research Research that involves use of quantitative 
data collection methods to study research questions and test 
hypotheses. 

Quasi-experimental studies Studies that look like experimental 
studies but that lack randomization. 

Quota sampling A type of nonprobability sampling technique 
where representative individuals are selected from mutually exclu
sive subgroups in such a way that the final assembled sample has the 
same proportions of individuals as the entire population with respect 
to one or more characteristics, traits or phenomena of interest 

Randomization The process of assigning patients to a treatment 
or control group randomly (i.e., by chance alone). 



Random sample A study population selected by a chance (ran
dom) process whereby every individual in the population has an 
equal chance of being selected. 

Range The most basic measure of how data are spread or dis
persed; it is calculated by taking the difference between the larg
est and smallest values in the data. 

Rate ratio Ratio that compares the rate of the outcome in the 
exposed group relative to that in the unexposed. Also called the 
relative risk. 

Rates Similar to proportions, but they are computed over a spe
cific time period (e.g., per year). They provide information on 
the frequency of occurrence of a phenomenon. 

Ratio data They have all of the properties of interval data, but 
there is an absolute minimum or zero point to the scale; there is 
a defined and meaningful zero point that denotes "none of" the 
property being measured. 

Recall bias Bias that occurs when cases are more likely to recall 
the true level of a previous exposure compared to controls in a 
case-control study. 

Receiver operating characteristic (ROC) curve A graphical 
means to assess the ability of a diagnostic test to discriminate 
between patients with disease and those without disease; each 
point on the ROG curve represents the sensitivity and false pos
itive rate at a different decision threshold (cutoff value). ROG 
curves illustrate the trade-offs between sensitivity (true positive 
rate) and the false positive rate (1 - specificity) and can be used 
to help determine the optimum cutoff point for a diagnostic test. 

Reflexivity The idea that represents the author's deliberate and 
conscious effort to be attuned to how their own experiences and 
perspectives influence their perceptions of respondents in quali
tative research. 

Regression to the mean Generally refers to shift in the initial 
extreme measures toward the mean or average in subsequent 
measures due to statistical variability. 

Relative risk The ratio of the probability of an event occurring 
in an exposed group to the probability of the event occurring in 
a comparison, unexposed group (control). 

Relativism The idea that scientific "reality" can change depend
ing on perspective. 

Reliability The degree to which repeated measurements produce 
consistent results. 

Research Systematic study directed toward fuller scientific 
knowledge or understanding of the subject studied. 

Research and development Creative work undertaken on a 
systematic basis in order to increase the stock of knowledge, 
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including knowledge of man, culture, and society, and the use of 
this stock of knowledge to devise new applications. 

Research design The overall plan that enables researchers to 
gather answers to study questions and test hypotheses. 

Research methodology The data collection and measurement 
techniques used in a study. 

Research report A formal description of a scientific investiga
tion that has been conducted. 

Residual The difference between each individual observation 
and a regression (trend) line, or a measure of how far above or 
below the trend line each participant in the study is. It is the dif
ference between an observed value and the value predicted by a 
regression equation. Also called the estimated error term. 

Respect for persons Ethical principle that incorporates at least 
two ethical convictions: (1) that individuals should be treated as 
autonomous agents, and (2) that persons with diminished auton
omy are entitled to protection. 

Results section Part of a journal article or research report that 
describes the research findings based on data analyses. 

Retrospective cohort study A type of cohort study that involves 
the use of previously collected (historical) data to identify expo
sure status and occurrence of outcome in the study groups. 

Retrospective power analysis The use of power analysis after a 
study has been conducted. in essence calculating power on the 
basis of the effect size observed in the sample and the final sample 
size achieved in the study. This attempt at sample size justification 
through power analysis generally should be avoided. Retrospective 
power is also referred to as observed power or post hoc power. 

Retrospective study Study that involves the evaluation of data 
with regard to past events or existing data, such as medical 
records, to achieve the research objective. 

Risk difference The difference in risk for the outcome between 
an exposed and unexposed group in a cohort study, or treatment 
and control groups in randomized controlled trial. Also called 
attributable risk or absolute risk difference. 

Risk ratio (RR) Ratio that compares the risk of the outcome in 
the exposed group relative to that in the unexposed group. Also 
called relative risk. 

ROBIS The Risk OfBias In Systematic reviews. This is a validated 
tool to evaluate systematic reviews with the intent to improve the 
development and reporting of systematic reviews. It is similar to 
AMSTAR. 

R-squared (R2
) The proportion of total variation in the depen

dent variable, y, that is explained by the independent variable(s). 
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Sample A portion of the larger population that is drawn in order 
to study some phenomenon of interest. 

Sample size The number of participants enrolled in a study. 

Sampling The selection of a subset of the population. 

Saturation The idea that data collection in a qualitative study be 
continued until all questions have been explored thoroughly and 
no new concepts are being identified. 

Scatterplot A plot of paired values on each of two variables on 
a traditional Cartesian coordinate plane (meaning the graph has 
both X- and Y-axes). Such plots are often helpful to display the 
relationship between the two variables. 

Secondary data Data obtained from existing records or data 
sources. 

Secondary literature Research that is intermediary between 
primary and tertiary literature in that it provides summary 
information on both original research articles and reviews. (e.g., 
indexing/abstracting service). 

Secondary methods Data collection methods that involve the 
use of data that were collected for a different purpose, such as 
patient care or reimbursement. 

Selection bias Systematic error in the estimate of effect due to 
procedures used to select subjects or factors that influence study 
participation or follow-up. 

Self-reports Collection of data through direct questioning of 
patients. 

Semi-structured interview Use of structured and unstructured 
questions in an interview; they often include follow-up and/or 
clarifying questions. 

Sensitivity The ability of a diagnostic test to correctly identify 
individuals with disease; it is the proportion of individuals with 
the disease who are correctly identified by the test as positive 
(i.e., have the disease). Also called the true positive rate. 

Sign test A nonparametric statistical method for testing the dif
ferences between two dependent groups. It is a nonparametric 
alternative to the paired t-test when certain assumptions nec
essary for the paired t-test are not met or when the variable of 
interest cannot be considered continuous. 

Simple linear regression A regression model commonly used to 
describe and evaluate the relationship between a single continu
ous dependent variable and a single independent variable. Also 
referred to as bivariate linear regression or two-variable linear 
regression. 

Simple randomization The use of a random number generator 
to allocate participants to study groups. 

Single-blind trial Trial in which only one set of individuals is 
unaware of what the patients are receiving. 

Skewness Indicates the degree to which data are not evenly dis
tributed around the mean; in other words, more of the data are 
concentrated to either the right or the left of the mean value and 
the "tail" on the opposite side of the mean is longer. 

Snowball sampling A type of nonprobability sampling tech
nique in which existing study participants nominate, refer 
or recruit future participants in the study from among their 
acquaintances, thereby ma.king the sample grow in size like a 
rolling snowball. 

Spearman rank correlation coefficient A measure of the degree 
to which the values on a reference variable increase or decrease 
relative to the values on the second variable. It is similar to the 
Pearson correlation coefficient, but it only considers whether the 
rank of the second variable is higher or lower than the rank of 
the reference variable. 

Specificity The ability of a diagnostic test to correctly identify indi
viduals without disease; it is the proportion of individuals without 
the disease who are correctly identified by the test as negative (i.e., 
do not have the disease). Also called the true negative rate. 

Standard deviation The square root of the variance. It expresses 
the spread of a distribution of observations using the same units 
as the original data. 

Standardized coefficients Coefficient estimates from a regres
sion model where variables are transformed to z-scores (i.e., 
standardized) prior to estimation. The magnitudes of such coef
ficient estimates should be directly comparable, facilitating the 
assessment of the relative importance of the predictors. 

Standardized effect size An approach that combines the effect 
size and the measure of variance into a single metric; one way to 
think of a standardized effect size is the effect size adjusted for 
standard deviation, such that the effect size is expressed in "stan
dard" units rather than the original measurements units of the 
dependent variable. Cohen's d is an example. 

Statistic A characteristic of a sample, usually represented by 
Latin letters (e.g., the mean of a sample is called a statistic and is 
represented by X). 

Statistical distribution A type of distribution based on theoret
ical probability; this describes the way in which a random vari
able is expected to behave. 

Statistical estimation The process by which the population 
parameters are calculated (or estimated) based on statistics 
obtained from a sample. 

Statistical inference The process of analyzing data from a sam
ple and using the results to infer the related values in the source 
or target population. 



Statistical significance The condition that arises when the null 
hypothesis is rejected; the determination that the probability of 
obtaining the given results if there were no factors operating but 
chance is small 

Statistics The science of learning from data and of measuring, 
controlling, and communicating uncertainty. It involves summa
rizing, organizing, presenting, analyzing, and interpreting data. 

Stratified randomization A randomized process that ensures 
balance of participants within subgroups of a study for prede
fined strata based on prognostic factors like disease severity 
among the study groups. 

Stratified random sampling Selection of a random sample of 
individuals on the basis of the underlying characteristics of the 
population such as age or gender (strata). 

STrengthening the Reporting of OBservational studies in 
Epidemiology (STROBE) standards A checklist of items for 
reporting of research based on observational study designs: 
cross-sectional, case-control, and cohort studies. 

Structured (or standardized) interviews Interviews wherein the 
same set of questions are presented to all the study participants. 

Study sample A subset of the target population that participates 
in the study. 

Study validity The degree to which the findings of a study are 
correct. 

Subgroup analysis Analysis of the treatment effect within a 
category or a subgroup of participants classified based on demo
graphics or other important characteristics. 

Subthemes Additional concepts or ideas that are related to the 
major theme but represent different aspects of the major theme 
that are important to understanding the experience of partici
pants in qualitative research. 

Surrogate endpoints Indirect or substitute measures of more 
definitive, clinically meaningful endpoints; intermediate markers 
that measure disease progression are often employed as surro
gate endpoints. 

Survey instrument A set of questions aimed at collecting data 
relevant to the purpose of the study. 

Survival analysis A collection of statistical methods commonly 
employed when the outcome of interest in a study concerns 
the occurrence and the timing of an event (i.e., a time-to-event 
outcome); the Kaplan-Meier (KM) method and the Cox propor
tional hazards regression model are examples. 

Survival curve A graphical method for portraying a survival 
function. In practice, with real data these curves look more 
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like step functions than smooth curves. Sometimes used inter
changeably with survival function. 

Survival function A function of time that provides the prob
ability of surviving (i.e., not experiencing the event) beyond 
time t; thus, it starts with 100% of the population (probability of 
survival beyond time 0 is 1) and provides the percentage of the 
population still surviving at later times. 

Systematic review A structured process for identifying and sum -
marizing existing studies that address a specific question. 

Target population The group of people with the desired clini
cal and demographic characteristics who will ultimately benefit 
from generalization of the study findings. 

Temporal ambiguity When it is not clear whether the exposure 
affects the disease or the disease affects the exposure in observa
tional studies. 

Tertiary literature Condensed information from primary 
sources organized in a format that facilitates efficiency. 

Testing bias Bias that occurs because of changes in outcomes 
due to repeated (prior) assessments. 

Test of difference A type of statistical hypothesis test where the 
alternate hypothesis is that two quantities are different; the null 
hypothesis is that the difference between the two quantities is 0 
(i.e., the two quantities are the same or equal). 

Test of equivalence A type of statistical hypothesis test where 
the goal is to determine that two quantities are equivalent (e.g., 
a new generic drug formulation is equivalent to a brand formu
lation); this requires the selection of some acceptable difference 
a priori (i.e., the margin of equivalence). 

Test of noninferiority A type of statistical hypothesis test where 
the goal is to show that one quantity is no worse than another 
quantity (e.g., a new treatment is no worse than an existing treat
ment). It is similar to a test of equivalence but it is directional; 
the margin of noninferiority must be stated a priori. 

Test of superiority A type of statistical hypothesis test where 
the goal is to test whether one quantity is larger than another 
(e.g., a new treatment is better than an existing treatment); this is 
similar to a test of difference except that it is directional. 

Test-retest reliability It refers to the extent to which answers to 
the same instrument correlate when measured in the same sample 
over different time periods. 

Thematic analysis The act of examining all of the qualitative 
data to identify repeated patterns of meaning. 

Themes Concepts that are generated from codes and capture 
something important about the qualitative data in relation to the 
research question. 



256 Principles of Research Design and Drug Literature Evaluation 

Theoretical or theory-based sampling An iterative process 
where participants are sampled in order to develop an emerging 
theory or concept. 

Theory A set of ideas that seeks to provide an understanding or 
explanation of natural phenomenon; set of principles that struc
ture observation, understanding, and explanation of the world. 

Therapeutic misconception The potential misunderstanding of 
risks and potential benefits of research participation such that 
participants in the study have unreasonable expectations about 
potential individual benefits. 

Thick description Captures and communicates the experiences 
of the participant in their own words, in addition to providing 
adequate contextual details in qualitative research. 

Time series designs Designs that involve multiple observations 
over time, usually before and after an intervention. 

Transferability The reader's evaluation of whether or not the 
findings from a qualitative study have applicability to other 
contexts. 

Translational research Scientific research that seeks to apply 
discoveries generated during research in the laboratory and in 
preclinical studies to the development of trials and studies in 
humans. Also refers to research aimed at enhancing the adoption 
of best practices in the community. 

Transparency and systematidty It refers to how carefully 
the steps in the qualitative research development and conduct 
process were followed and recorded 

Triple blinding Study design whereby all sets of individuals 
involved in the study are unaware of the intervention assignment. 

True negative rate The ability of a diagnostic test to correctly 
identify individuals without disease; it is the proportion of 
individuals without the disease who are correctly identified by 
the test as negative (i.e., do not have the disease). Also called 
specificity. 

True positive rate The ability of a diagnostic test to correctly 
identify individuals with disease; it is the proportion of individ
uals with the disease who are correctly identified by the test as 
positive (i.e., have the disease). Also called sensitivity. 

Truncation Use of part of a word to search the secondary literature. 

Trustworthiness Refers to the credibility, transferability, 
dependability, and confirmability of the study findings in 
qualitative research. 

Two-sided test A type of statistical hypothesis test where no 
direction of effect is specified; for example, the effect in the 

treatment group is not the same as the effect in the control group. 
Also referred to as a nondirectional test or a two-tailed test 

Type I error The error of rejecting the null hypothesis when 
the null hypothesis is actually true. Sometimes referred to as the 
error of finding a relationship when none exists. Also known as 
an alpha (a) error. 

Type II error The error of failing to reject the null hypothesis 
when the null hypothesis is not true. Sometimes referred to as 
the error of failing to find a relationship when one actually exists. 
Also known as a beta (/fJ error. 

Unexposed group Subjects who are observed to not have the 
exposure in a cohort study. 

Unobtrusive observation Observation technique whereby the 
participant is unaware of the observer, who may be either hidden 
or disguised. 

Unstandardized coefficients Coefficient estimates from a 
regression model where variables are in their original (or reg
ular or raw metric) units rather than standardized units (i.e., 
z-scores) prior to estimation. If different predictor variables are 
measured in different units (i.e., no common unit of measure
ment), it can be difficult to directly interpret the magnitudes of 
coefficient estimates across these different variables. 

Unstructured interview Interview format that is nonstandard
ized and flexible; the question and answer categories are not 
predetermined. 

Validity The extent to which an instrument measures what it is 
intended to measure. 

Variable classification schemes Systems used to classify vari
ables according to the values that they can take (e.g., discrete or 
continuous; nominal, ordinal, interval, or ratio) or their con
ceptual roles (e.g., independent, dependent, or control variable). 
Appropriate classification of variables can help determine what 
types of statistical methods are appropriate for describing data or 
for making inferences. 

Variance A measure of dispersion that shows how far the values 
of a variable lie from the mean. Can be thought of as the average 
squared distance of values from their mean. 

Washout period The time needed for the outcomes of a previ
ous treatment to dissipate prior to beginning another treatment. 

Wilcoxon-Mann-Whitney test A nonparametric statistical 
method for testing the differences between two independent 
groups. It is a nonparametric alternative to the independent 
groups t-test and can be used to compare two groups when the 
dependent variable consists of ordinal level data, or with contin
uous data when the assumption of normality is not tenable. 
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